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Privacy-preserving data analysis is emerging as a challenging problem with far-reaching impact. In particular, synthetic data
are a promising concept toward solving the aporetic conflict between data privacy and data sharing. Yet, it is known that accurately
generating private, synthetic data of certain kinds is NP-hard. We develop a statistical framework for differentially private synthetic
data, which enables us to circumvent the computational hardness of the problem. We consider the true data as a random sample
drawn from a population  according to some unknown density. We then replace 2 by a much smaller random subset Q*, which
we sample according to some known density. We generate synthetic data on the reduced space Q* by fitting the specified linear
statistics obtained from the true data. To ensure privacy we use the common Laplacian mechanism. Employing the concept of
Rényi condition number, which measures how well the sampling distribution is correlated with the population distribution, we
derive explicit bounds on the privacy and accuracy provided by the proposed method.

I. INTRODUCTION

Data science and artificial intelligence play a key role in successfully tackling many of the grand challenges our society
is facing over the coming years. Data sharing and data democratization will feature prominently in these endeavors. At the
same time, data colonialism [/I] and surveillance capitalism [2]] emerge as increasingly concerning developments that threaten
the potential benefits of data-driven advancements and that highlight the utmost importance of data rights and privacy. For
instance, the WHO emphasized in its recent report the importance of data management methods that improve the utility and
accuracy of health-care data, while not compromising privacy [3|]. However, data democratization and responsible data sharing
are not likely to be accommodated by more efficient deidentification or strict security/privacy processes alone.

Synthetic data is a promising ingredient toward solving the aporetic conflict between data privacy and data sharing. The
goal of synthetic data is to create an as-realistic-as-possible data set, one that not only maintains the nuances of the original
data, but does so without risk of exposing sensitive information. The problem of making private and accurate synthetic data is
NP-hard in the worst case [4], [5].

In this paper we take a different route. We will show that the problem of making private and accurate synthetic data is
tractable in the statistical framework, where the true data is seen as a random sample drawn from some probability space. Our
method comes with guarantees of privacy, accuracy, and computational efficiency. We will discuss how our method has the
potential to improve upon existing techniques in Section This paper focuses on the theoretical aspect of the proposed
statistical framework. Specific details regarding numerics and an experimental validation are devoted to future work.

II. PROBLEM SETUP AND MAIN RESULTS
A. The problem

We model the true data X as a sequence of n elements from some ground set 2. E.g., for an electronic health record these
elements might represent patients. For example, 2 = {0,1}? allows each patient to have p binary parameters, while 2 = RP
allows the parameters to be real. Multimodal data are possible, too: some parameters may be categorical, some real, some may
consist of text strings, etc. We would like to manufacture a synthetic dataset Y, which is another sequence of k elements from
). We want the synthetic data to be private and accurate.

B. Defining accuracy

By “accuracy” we mean the accuracy of linear statistics of the data. Consider a finite class F of test functions, which are
functions from € to [~1,1]. Linear statistics of the data X = (x1,...,2,) are the sums of the form + Y7, f(x;) for f e F.
We would like the synthetic data Y to approximately preserve all these sums, up to a given additive error §:

1 & 1Z
max %;f(yi)—gi;f(wi) <0 (1

In this case we say that the synthetic dataset is d-accurate.
As an important example, linear statistics are capable of encoding marginals of high-dimensional data. Indeed, let us consider
Boolean data where 2 = {0,1}”. In the context of electronic health records, the data X = (x1,...,x,) consists of records of
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n patients each having p binary parameters. The fraction of the number of patients whose first and second parameters equal 1
and third parameter equals O is a three-dimensional marginal. It can be expressed as the linear statistic %Z?:l f(x;), where
J:{0,1}? - {0,1} is the indicator function f(z) = 1(;(1)=2(2)=1, (3)-0}- One-dimensional marginals capture the means of the
parameters, jointly with two-dimensional marginals they determine the correlations, and higher dimensional marginals capture
higher-order dependencies.

In many situations, || is too large for computations while |F| is reasonable. For example, if F encodes all d-dimensional

marginals of p-dimensional Boolean data as in the previous example, || = 27 is exponential in p, while

#1=(2)= ()« () -+ () < (2)

is polynomial in p for any fixed d.

C. A statistical framework

Ullman and Vadhan [4] showed (under standard cryptographic assumptions) that in general it is NP-hard to make private
synthetic Boolean data which approximately preserve all two-dimensional marginals. While this result may seem discouraging,
it is a worst-case result.

Yet the worst kind of data, for which the problem is hard, are rarely seen in practice. More common in applications is
the statistical framework, where the true data is seen as a random sample drawn from some probability space (2,3, v). The
probability distribution v specifies the population model of the true data. We assume that we neither know v, nor can we
sample according to v thereby generating more true data.

Suppose, however, that we can sample from €2 according to some other, known, probability measure u. For example, while
we may not know the underlying population distribution v of the patients in the Boolean cube €2 = {0,1}P, we can still sample
from the cube according to the uniform measure p by choosing all coordinates at random and independently. Similarly, while
we may not know the population distribution v of written notes in patient health records, there do exist generative models
that generate texts, which can be leveraged as prior information when constructing g. In order to uphold privacy, we assume
that the true data X may not be used to build the generative model y, but it can be built using some other public data. For
example, X may represent the Census 2020 data with associated underlying population distribution v. To generate ;1 we can
use publicly available datasets, such as the published (and thus sanitized) Census 2010 data. The idea of using a publicly
available dataset to model the underlying distribution of the original dataset in a private manner is also discussed in [27].

Having put our problem into a statistical framework, we can try to circumvent the computational hardness of our problem
in the most obvious way: subsample 2. Namely, we replace {2 by a much smaller random subset 2* that is sampled according
to the distribution p. Then we generate synthetic data in 2* by fitting the desired linear statistics (e.g. all marginals up to a
specified degree) of the true data as close as possibl

This idea may only work if the sampling distribution y has some “correlation” with the population distribution v. We can
quantify this correlation using the notion of Rényi divergence [6]]. Namely, if v is absolutely continuous with respect to u, we
can utilize the Radon-Nikodym derivative dv/du to define the Rényi condition number

wwd) = [ (&) du= [ L @

a quantity that equals the exponential of Ds(v|p), the Rényi divergence of order 2.

Recall that in information theory the Rényi divergence of order 2 is also referred to as Xg—divergence [[71, 18], a special case
of the f-divergence, which in turn has found various applications in the context of privacy, see e.g. [9]-[11]].

Conceptually, x(v|u) is similar to the notion of the condition number in numerical linear algebra: the smaller, the better.
The best value of the Rényi condition number is 1, achieved when v = p.

If Q is finite, the Radon-Nikodym derivative dv/du equals the ratio of the densities ¢(z) = v({z}) and ¥ (x) = p({x}). In
particular, if the sampling distribution y is uniform, ¢ (z) = 1/|Q| for all x, and we have
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Thus, the Rényi condition number in this case measures the regularity of the population density ¢: the more spread out it is,
the smaller its Rényi condition number.

"'We will denote the space of densities on Q* by D(Q*).



D. Our approach

Our method, in a nutshell, is the following: obtain a reduced space 2* by subsampling 2 according to the known probability
measure u, and generate synthetic data Y on * by fitting the linear statistics obtained from X.

Our results come with guarantees of privacy, accuracy, and efficiency. To achieve all this, we assume (roughly speaking)
that the size of the true data is at least nearly linear in the number of statistics we seek to preserve:

| X| 2| Flog| 7]
For accuracy, we need the size of the synthetic data to be at least logarithmic in the number of statistics (a mild assumption):
Y| 2 log|F]|.

And, finally, we can make all computations in the reduced space (2* as long as its size is at least linear in the number of
statistics:
o

2| Fl.

If these three conditions are met, we can generate synthetic data while preserving privacy, accuracy, and efficiency (for the
latter, we solve a linear program in dimension |2*]).

E. Differential privacy

In order to provide rigorous privacy guarantees, we will employ the concept of differential privacy [12], which has emerged
as a de-facto standard for private data sharing.

Definition II.1 (Differential Privacy [12]). A randomized function M gives e-differential privacy if for all databases Dy and
Dy, differing on at most one element, and all measurable S C range(M),

P[M(Dy) € S]<e®-P[M(Dy) € 5],
where the probability is with respect to the randomness of M.

A basic technique to achieve differential privacy is the Laplacian mechanism, which consists of adding Laplacian noise to
the data. A Laplacian random variable X is Laplacian with parameter o, abbreviated A ~ Lap(c), if A is a symmetric random
variable with exponential tails in both directions:

P{A| >t} = exp(-t/o), t>0.

It is well known and not hard to see that Laplacian mechanism achieves differential privacy; see Lemma [l1I.1]| for details.

F. Algorithm

We present a high level algorithmic description of our proposed method in Algorithm |I| below. See Section for the role
of the parameters arising in the algorithm.

Algorithm 1 Private synthetic data algorithm

Input: (a) the true data: a sequence X = (x1,...,2,) € ;

(b) a family F of test functions from € to [-1,1];

(c) the reduced space Q* = {z1,..., 2y, }, made of points

z; chosen from €;

(d) parameter o > 0.
1. Add noise: For each test function f € F, generate an independent Laplacian random variable A(f) ~ Lap(o).
2. Reweight: Compute a density h* on Q* whose linear statistics are uniformly as close as possible to the linear statistics

of the true data perturbed by Laplacian noise:

m 1 n
W = argmin{ max |3 Fzh(z) -~ 3 fa) - /\(f)‘}.
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3. Bootstrap: Create a sequence Y = (y1,...,yx) of k elements drawn from Q* independently with density h*.

Output: synthetic data Y = (y1,...,yx)-

To implement Algorithm [I] in practice, we note the following:

o The Rényi condition number (v|u) quantifies how the similarity of the (usually unknown) population distribution v and
the generated distribution p affects the accuracy of the synthetic data. It may be difficult (or even impossible) to compute



k(v||p)- Luckily, this does not affect the practicality of Algorithm [I| Note that x(v| ) is not needed for achieving privacy
(see Theorem below), but only for accuracy purposes (see Theorem [IL.3)). This is essential. While it is impossible to
verify differential privacy empirically, it is not difficult to measure accuracy empirically. We thus can proceed as follows:
Create 2%, apply Algorithm [I| with parameters ¢, d, o chosen such that the desired e-DP of the synthetic data, guaranteed
by Theorem is fulfilled. Measure the resulting accuracy. If the accuracy is too low, create a new Q* with larger
cardinality, and repeat, until the required accuracy is met.

« Computing h* in Algorithm E] amounts to solving a linear program with [2*| < m variablesﬂ and at most |F|+m + 1
constraints. The complexity of solving general linear programs is polynomial in the number of variables, see e.g. [13]
and thus Algorithm [1|is in principle feasible. Nevertheless the computational complexity may still be too high for certain
problems. We plan to investigate efficient implementations based on Algorithm [T} in our future work.

G. Privacy and accuracy guarantees
Theorem IL2 (Privacy). Choose § >0, >0 and set o = §/log(F|/v). If

n>2(e8) " |Fllog(F1 /),
then Algorithm [1|is e-differentially private.

We emphasize that this privacy guarantee holds for any choice of the reduced space 2.

Theorem IL3 (Accuracy). Let min(n,k) > §~2log(F|/y) and m > 5 2K|F| /vy, where § € (0,1/2] and ~y € (0,1/4). Set
o =6/1log(F| /7). Suppose the true data X = (z1,...,x,) is sampled from Q) independently and according to some probability
measure v, and the reduced space Q* = {z1,...,zy} is sampled from Q) independently and according to some probability
measure [i. Assume that the Rényi condition number satisfies k(v||u) < K. Also assume that the family F contains the function
that is identically equal to 1. Then with probability at least 1—4~ the synthetic data'Y = (y1, . ..,yx) generated by Algorithm
is (89)-accurate.

Let us specialize our results to Boolean data. Here the sample space is € = {0,1}” and we seek accuracy with respect to all
F| = ( 2 d) marginals up to degree d. Choose  to be the uniform density on the cube, recall (3), and combine the two theorems
above to get:

Corollary IL.4 (Boolean data). Let n > (S”d) log (Spd) and k > log (fd). Suppose that the true data X = (x1,...,x,) are
sampled from {0,1}P independently and according to some (unknown) density ¢. Then one can generate synthetic data
Y = (y1,...,yr) that is o(1)-accurate with respect to all marginals of dimension at most d with probability 1 — o(1), and is

also o(1)-differentially private. The algorithm that generates Y from X runs in time polynomial in n, k, and k for a fixed d.

The proofs of the claims above will be given in Section
In light of the aforementioned “no-go” result of Ullman and Vadhan [4], a thorough analysis of the privacy-utility tradeoff
must also include the computational complexity of the algorithm. In the notation of Theorems and it is thus not
just a question of € vs. , but € and § vs. computational cost. If we nevertheless focus only on the relationship between
privacy (measured by ¢) and accuracy (measured by ¢) we conclude from an inspection of the assumptions and conclusions
of Theorems and that
A
6 >maxs —, B¢,
€

where A and B depend on n,m,|F|, K, and ~.

H. Related work

There exists a fairly large body of work on privately releasing answers in the interactive and non-interactive query setting,
a detailed review of which is beyond the scope of this paper. A major advantage of releasing a synthetic data set instead of
just the answers to specific queries is that synthetic data opens up a much richer toolbox (clustering, classification, regression,
visualization, etc.), and thus much more flexibility, to analyze the data.

In [14], Blum, Ligett, and Roth gave an e-differentially private synthetic data algorithm whose accuracy scales logarithmically
with the number of queries, but the complexity scales exponentially with p. This computational inefficiency comes as no surprise,
if we recall that making differentially private Boolean synthetic data which preserves all of the two-dimensional marginals
with accuracy o(1) is NP-hard [4].

The papers [15]], [|16] propose methods for producing private synthetic data with an error bound of about O (\/ﬁpl/ 4) per
query. However, the associated algorithms have running time that is at least exponential in p.

2We have inequality here because the set Q* is formed of points z; that are sampled independently, which may result in repetitions.



In [17], Barak et al. derive a method for producing accurate and private synthetic Boolean data based on linear programming.
The method in [17] is conceptually similar to ours even though it is concerned with marginals, while our approach holds for
general linear statistics. The key difference is in the computational complexity. The method in [[17] involves solving a linear
program on the entire domain 2 = {0,1}? and thus its running time is exponential in p. The authors of [[17] emphasize that
“one of the main algorithmic questions left open from this work is that of efficiency”, for which our paper provides a solution.
Our method works in the reduced space 2%, which, according to Theorem , has size m slightly larger than ( b d), and thus
it is only polynomial in p, thereby providing a positive answer to the aforementioned algorithmic question.

The method developed by Hardt and Talwar in [[18]] privately releases answers to linear queries (including, in particular,
marginals). It applies to general data that needs not be Boolean, just like in our work. However, unlike our method, the method
in [18] does not construct synthetic data. Also, unlike our work, the theoretical accuracy bounds in [[18]] hold for most but not
all linear queries. Nikolov, Talwar, and Zhang in [19], follow up on the work [18]] and improve the (lower and upper) bounds
derived by Hardt and Talwar. The lack of efficiency of the method in [[19] is addressed in [20], where the authors demonstrate
empirically the computational efficiency of their method.

The paper [21] by Dwork, Nikolov, and Talwar is concerned with a convex relaxation based approach for private marginal
release, and thus, unlike our method, does not construct synthetic data for a ground set . Also, [21] gives “only” (&,d)-
differential privacy.

Privacy-preserving data analysis (beyond marginals) in a statistical framework is the focus of [22], [23]]. While these papers
are quite intriguing, they are not concerned with synthetic data, and thus not directly related to this work. There is also an
increasing body of work deals with privately releasing data via methods from deep learning, see e.g. [24]], [25]. But these
methods do not come with any accuracy guarantees.

Another method of constructing private synthetic data was proposed recently in [26]]. To compare the two, recall that the
no-go result of Ullhman says (roughly) that, for the worst true data, it is impossible to efficiently construct private synthetic
Boolean data that approximately preserves all marginals of dimension 2. The work [26] and the present paper overcome this
impossibility result, each in its own way: this paper relaxes “worst data” to “typical data”, while [26] relaxes “all marginals”
to “most marginals”.

Closest in spirit to our paper is the paper [27]]. After submitting our paper we became aware of [27]], which was published
shortly before our submission. In [27], the authors propose to use publicly available datasets as a kind of statistical prior to
improve the accuracy of synthetic datasets. Instead of standard £-DP (as is used in this paper) they use concentrated DP, a
weaker notion of privacyE] (and thus easier to achieve) than e-DP. Their method to construct synthetic data employs a variation
of the Multipliciative Weights Exponential Mechanism [16] (a greedy-type algorithm that iteratively tries to modify the synthetic
data to fit the query with the largest error), using in an adaptive manner the distribution of the publicly available dataset as prior.
The authors derive theoretical bounds for the privacy and accuracy of their method. Since [27]] uses the Gaussian mechanism
to achieve privacy, a different metric to measure similarity between distributions, and a weaker notion of privacy, it makes a
direct comparison of their results with our results elusive.

Generating private synthetic data with tools from machine learning has gained much attention in recent years, see e.g [24],
[28]]-[34]. However, many of the these methods are just empirical. While some of these methods do come with differential
privacy guarantees, they provide no utility guarantees of any kind.

III. PROOFS

For an integrable function f : — R on a measure space (£2,X,v), we denote

(o) = [ fav. )

Given a sequence of points 1, ...,x, €2, possibly with repetitions, we consider the empirical measure

12
VUp = a;éml

By definition, we have

1 n
(frvmh = =2 (@) 5)
niz
With this notation, the optimization part of Algorithm [I] can be expressed as follows:
b = angin {1, 1) - ) - A - ©
heD(Q*) | feF

3While e-DP implies concentrated DP (albeit with a different €), concentrated DP only implies (&, §)-DP with & > 0.



A. Privacy
The following lemma is well known, see e.g. Theorem 2 in [17].

Lemma IIL1 (Laplacian mechanism). Let A be a mapping that transforms data D to a point A(D) e RN, Let

A= s [A(D) - A(D3)],
where the maximum is over all pairs of input data D, and D that differ in a single element. Then the addition of i.i.d.
Laplacian noise \; ~ Lap(c) to each coordinate of A(D) preserves (A[o)-differential privacy.

Consider the linear map £ that associates to a measure v on {2 the set of its linear statistics, namely

L) = ((f:1)) o € B,

Consider two input sets (z1,...,2,) and (21,...,2Z,,2Tn+1) that differ by exactly one element z,,1. Then one can easily
check that the corresponding empirical measures satisfy the identity
1
Un+l —Vnp = m (6xm.1 - Vn) .

Then, using linearity of £ and the triangle inequality, we obtain

||£(Vn+1)_£(yn)”1 :||£(Vn+1 _Vn)”l (7)
L, ®
To bound this quantity further, note that for every ¢ the definition of £ yields

1280, = Y IF 80 = X | (@) <|7, ©)
feF feF

where in the last step we used that each function f € F takes values in [-1,1]. Therefore, by linearity of £ and the triangle
inequality,

Tn+l

1
)||1+n+

n

2.

1
n i=1

el -| ;3 <17

where in the last step we used (9). Substituting the bound (9) for i=n+1 and the last inequality into (7)), we conclude that

A = Lnan) - L), < QW

Applying Lemma [[II.1} we see that the addition of the independent Lapla01an random variable A(f) ~ Lap(c) to each
coordinate {(f,v,) of L(v,) preserves (A/o)-differential privacy. Due to the bound on A above, the choice of o in the
algorithm, and the assumption on n in Theorem . we have

¢ AWFllog(F1 /)
o né

Hence, the family of perturbed coefficients { f, v, )+ A(f) is e-differentially private. Finally, the function A* in (6) computed by
the algorithm is a function of these private perturbed coefficients. Hence the algorithm is e-differentially private. Theorem [I1.2
is proved.

B. Accuracy

Here, our input data Xi,...,X,, are i.i.d. points sampled from () according to the probability measure v, and the re-
duced space Q2* is formed by the points Zi,...,Z,, sampled from {2 according to the probability measure p. Consider the
corresponding empirical probability measures

1& 1 &
—725& and u,,L:—Zézi.
niz1 miz
Let us reweigh the reduced space, introducing the measure

dv
oo L ( )(z,)az,. (10)
LZ; dp

The point is that both v, and v/, are unbiased estimators of the population measure v:

Ev,=Ev,, =



These identities can be easily deduced from the definition of the Radon-Nikodym derivative. In our argument, however, they
will not be used. Instead, we need uniform deviation inequalities that would guarantee that with high probability, all linear
statistics of v, v/, and v approximately match. This is the content of the next two lemmas.

Lemma IIL.2 (Deviation of linear statistics for v,,). Let (2, X,v) be a probability space, and let v,, be an empirical probability
measure corresponding to v. If n > 6~ 21log(F| /) then, with probability at least 1 -, we have

max|(£,va) = (£.0)] <.

Proof. For each function f € F, recalling and (B) we get

:ffdu:Ef(X), (f,vm) —%if

1=

where X, X7, X, ... are drawn from (2 independently according to probability measure v. Therefore

(frvn) = (v = Z( (Xi) -E f(X3))

=1

is a normalized and centered sum of i.i.d. random variables, which are bounded by 1 in absolute value (by assumption on F).
Applying Hoeffding’s inequality (see e.g. [35, Theorem 2.2.6]) and after simplification we get that for any ¢ € (0, 1)

P{(F,vn) - (F,0)] > 6} < exp(-0%n) < /7],
where in the last step we used the assumption on n. The lemma is proved. [

Lemma IIL.3 (Deviation of linear statistics for /). If m > 6 2K|F| /v and k(v|p) < K then, with probability at least 1 -,
we have

max|(f.v4,) - (£} < 6

Proof. For each test function f € F, by definition of the Radon-Nikodym derivative, we have

()= [ rav= [ 15 ) @ aut) B (T ) 25(2),

where Z is drawn from ) according to probability measure p. Furthermore, by definition of reweighting we have

(o= [ rav,= 05 ()2 520,

where Z; are i.i.d. copies of Z. Therefore

NgE

(Ri-ER;),

1
m

(f,vmd = (fv) =

Il
—
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where
R, - (j—Z)(zaf(Zi).

In other words, we have a normalized and centered sum of i.i.d. random variables. The variance of each term of the sum is
bounded by the Rényi condition number (v |u). Indeed,

Var(R;) <ER?=E (j:)(zf (Z)2<Il<:(dZ)(Z)2

-/ (fz:)Qd“ = k(v|n) < K.

Here, in the third step we used the assumption that f takes values in [-1,1].
We showed that the variance of {f,v),) — (f,v) is bounded by K/m. Applying Chebyshev’s inequality, we get for any
0 €(0,1) that

' K
P (0 > 0 < s o

where in the last step we used the assumption on m. The lemma is proved. [

Proof of Theorem Assume that the events in the conclusions of Lemma [[1I.2{ and Lemma [lI1.3| hold; this happens with
probability at least 1 — 2+.
The measure v}, introduced in (I0) need not be a probability measure, since its total mass

= (L v,)



does not need to equal 1. But it is not far from 1. Indeed, since the constant function 1 lies in F by assumption, the conclusion
of Lemma [II1.3| gives
[(L,,) - (L v)[ <o

Since v is a probability measure, it satisfies (1,v) =1, and we get
|r—1| < 4. (1n

Now, v/, /r is a probability measure. Let us check that it satisfies a deviation inequality. To this end, first note that the
conclusion of Lemma and triangle inequality give

v <lsod] + 5= [ v
where we used the assumption that all f € F take values in [-1,1]. Thus, subtracting and adding the term {f,v,,}), we obtain
[ f v /) = CF o0 <[/ = [(F v )] +(F o) = (£, o)) -

Since § € (0,1/2], (1) yields |1/r - 1| < 26. Furthermore, ([2) yields |(f,}, )| < 3/2. Finally, the conclusion of Lemma [[II.3
yields |<< Lty =47, I/)>| < 4. Substituting these bounds into the inequality above, we obtain the desired deviation inequality:

max(f,v},/r) - (f.v)] < 40
Combining this with the conclusion of Lemma via the triangle inequality, we obtain
r;lgg!«f, Vi) = (£, vn)] < 56.

+6<1+6 (12)

A simple union bound over |F| Laplacian random variables shows that with probability at least 1 —~,
max|A(f)| < olog(F|/7) =9 (13)

where the last identity is due to the choice of ¢ in the algorithm. Combining the two bounds, with probability at least 1 — 3+,
we have

max|( f, v, /r) = (£, vn) = A(f)| < 6.

feF

Recall that, by construction, v}, /r is a probability measure on the set Q* = {Z,..., Z,,}. Therefore, minimality of h* in
algorithm (6) implies that
f;lgjg<|<<f,h*>> = (f,vn) = ()| < 66.

Using (T3] again, we conclude that
max] (£, ) - (f,v)] < 75

feF

To complete the proof, we note that bootstrapping preserves the accuracy of linear statistics. Indeed, apply Lemma for

the probability density A* on Q* and its empirical counterpart h; = % Zf=1 0y, where Y; are sampled independently from Q*

according to the probability density h*. Since k > 6~21og(|F| /) by assumption, with probability at least 1 —~ we have
* _ * < .
f;lea]g<|<<f7 hi) = (f; R )| <6
Combining this with the previous bound, we obtain that with probability at least 1 — 4+,
hi) - )| < 86.
I?Ea;(|<<f7 k>> <<fay >>|

This is an equivalent form of (84)-accuracy (I). Theorem is proved. O




IV. OPEN PROBLEMS

While the method proposed in this paper provides a simple and efficient roadmap to construct private synthetic data that
preserve with high accuracy linear statistics of the original data, we may require our synthetic data to accurately model other
features of the data that are not (fully) captured by linear statistics. This poses numerous questions. For example, how well do
linear statistics inform other kinds of data analysis tasks (e.g., clustering, classification, regression, etc., see also [22], [36])?

Another interesting direction is to see whether we can replace the condition x(v|p) < K in Theorem IL3 by the more
relaxed assumption eX**I1) < K or whether there is any other differentially private algorithm that works under this relaxed
assumption. Here KL(v| ) is the Kullback-Liebler divergence and by Jensen’s inequality, KL(v|u) < log k(v |u).

Yet another challenge is that we do not know the population distribution v, and thus we may not know how to choose a
good sampling distribution . Using various generative models seem a natural choice for certain types of data, such as text
and images. Using those, we may hope to build the sampling distribution p that has enough “overlap” with the population
distribution v (as measured by the Rényi condition number). Since we just need to be able to sample from v, building an
MCMC model for it is enough.

It is important, however, that we may not use the true data X to make any decisions about i, as this could violate privacy. The
sampling distribution p should be estimated in some other way. We can either use private density estimation for that purpose,
or estimate ;o from some publicly available data that does not need to be protected by privacy. As mentioned earlier, consider
the example where X represents the Census 2020 data with associated underlying population distribution v. To generate p we
could use the published Census 2010 data, see also [27].
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