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Abstract

We study the compatibility between the optimal statistical parity solutions and individual
fairness. While individual fairness seeks to treat similar individuals similarly, optimal sta-
tistical parity aims to provide similar treatment to individuals who share relative similarity
within their respective sensitive groups. The two fairness perspectives, while both desir-
able from a fairness perspective, often come into conflict in applications. Our goal in this
work is to analyze the existence of this conflict and its potential solution. In particular,
we establish sufficient (sharp) conditions for the compatibility between the optimal (post-
processing) statistical parity L2 learning and the (K-Lipschitz or (ϵ, δ)) individual fairness
requirements. Furthermore, when there exists a conflict between the two, we first relax the
former to the Pareto frontier (or equivalently the optimal trade-off) between L2 error and
statistical disparity, and then analyze the compatibility between the frontier and the indi-
vidual fairness requirements. Our analysis identifies regions along the Pareto frontier that
satisfy individual fairness requirements. (Lastly, we provide individual fairness guarantees
for the composition of a trained model and the optimal post-processing step so that one
can determine the compatibility of the post-processed model.) This provides practitioners
with a valuable approach to attain Pareto optimality for statistical parity while adhering
to the constraints of individual fairness.

1. Introduction

Fairness in machine learning has gained increasing attention due to the increasing trend of
decision-making and information sharing based on machine learning or artificial intelligence
(AI) assistance in our daily lives, especially due to the current development of large lan-
guage models (LLMs) and generative AI. The ethics of such decision-making or information-
sharing process becomes a key to not only the development of machine learning but also
the growth of our society in a healthy form.

There are two fairness concepts which look at fairness from different perspectives:

I. Group fairness aims to enforce the (conditional) learning outcome to be equal in
distribution or statistics among sensitive groups.
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II. Individual fairness aims to guarantee that individuals who share similar qualifica-
tion data would receive similar learning outcome.

Unfortunately, although both concepts are desirable in terms of fairness, the two can po-
tentially conflict with each other. To see this, consider a learning outcome that does not
satisfy the statistical parity (Definition 1.1), then it becomes necessary to move the in-
dividuals from different sensitive groups in different directions on the learning outcome
space, such as {0, 1} in classification and R in 1-dimensional regression. However, such an
enforcement of statistical parity can easily lead to a significant violation of individual fair-
ness. Similarly, individual fairness tends to keep individuals sharing similar qualifications
close on the learning outcome space. Therefore, given sensitive information being excluded
from qualification, such closeness preservation is likely to extend the statistical disparity
among different sensitive groups on the independent variable (excluding sensitive informa-
tion) space to the learning outcome and hence violates group fairness definitions such as
statistical parity.

This, naturally, gives rise to the following question, which remains open on the current
frontiers of machine learning fairness [6, Section 3.1]: When can one enjoy the best of
both group fairness and individual fairness? We aim to provide a theoretically provable
answer to this question when adopting statistical parity as the group fairness definition. In
particular, we provide sufficient conditions for the compatibility between individual fairness
and the Pareto optimal (with respective to utility) statistical parity L2-objective learning.

Definition 1.1 (Statistical parity) Given a prediction random variable Ŷ and its corre-
sponding sensitive random variable Z, the tuple (Ŷ , Z) satisfies statistical parity if

Ŷ ⊥ Z.

That is, given any set A ∈ σ(Ŷ ), B ∈ σ(Z), we have

P({Ŷ ∈ A} ∩ {Z ∈ B}) = P({Ŷ ∈ A})P({Z ∈ B}).

Here, (Ω,F ,P) is a probability space. Ŷ : Ω → Y and Z : Ω → Z are the random
variables (or equivalently measurable functions) that map the elements from the underlying
probability space Ω to the state spaces (Y, σ(Ŷ ),P ◦ Ŷ −1) and (Z, σ(Z),P ◦ Z−1). σ(S)
denotes the sigma-algebra generated by the random variable S for S ∈ {Ŷ , Z}.

1.1 Related Work and Contribution

Beginning with the celebrated work “Fairness through Awareness” [9], there is now a sizable
body of research studying group fair machine learning solutions, where group fairness is
defined by statistical parity. The resulting approaches can be categorized into the following:

I Pre-processing: The data are deformed before the training step. The goal is to pre-
serve as much information as possible and also keep the deformed data representation
independent of the sensitive variable [5, 18, 30, 28].

II In-processing: The fairness definition is quantified and then integrated into the
training process by penalizing unfair outcomes [2, 29]. It seems to be the natural
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way in machine learning to add a penalty term related to unfairness quantification.
Unfortunately, there is currently no theoretical guarantee of such machine-learned
outcome in terms of both performance and fairness.

III Post-processing: The definition of fairness is enforced directly on the learning out-
come [16, 7, 13, 26, 28]. This is the most straightforward approach because the meth-
ods directly deform the provided learning outcome to satisfy the statistical parity
constraint.

In recent years, the connection between probability metric spaces and group fairness
has received significant attention due to the following remarkable results: the optimal fair
distribution of supervised learning, such as classification [16, 31] and regression [7, 13], can
be characterized as the Fréchet mean of the learning outcome marginals on the Wasserstein
space (or, more generally, metric space of probability measures), which is also known as
the Wasserstein barycenter in the optimal transport literature. Thereafter, [28] generalizes
the post-processing barycenter characterization to all supervised learning models that tend
to estimate conditional expectation, including all classification and regression, via a pre-
processing (or synthetic data) approach. Furthermore, [28] provides a provable Pareto
frontier, which extends the barycenter characterization to the provable optimal trade-off
between utility loss and any statistical disparity level in both post-processing and pre-
processing approaches.

In this work, we study the compatibility between the optimal learning outcome for sta-
tistical parity and individual fairness in a post-processing setting where utility is quantified
by the L2 loss and fairness is defined by statistical parity. In particular, we study the condi-
tion under which the optimal post-processing group fair L2 learning (see Problem 1 below)
satisfies K-Lipschitz individual fairness or (ϵ, δ) individual fairness, respectively. In other
words, we aim to fulfill both group fairness and individual fairness at the lowest utility cost.

The exploration of compatibility between group fairness, defined by statistical parity,
and individual fairness can be traced back to at least [9], which highlights the potential
conflict between these two fairness concepts and proposes methods to achieve both. Sub-
sequent research has delved into this conflict heuristically [3, 6, 8, 17] and experimentally
[32]. Despite these efforts, the question of when we can enjoy the best of both remains open
[6, Section 3.1]. To our knowledge, only [9, 21] have endeavored to achieve both statistical
parity and individual fairness, yet their approaches remain experimental. Our contribu-
tion lies in being the first to provide a theoretical analysis of the (in)compatibility and, if
compatible, to propose provable methods for achieving the optimal trade-off between group
fairness and individual fairness.

There is another line of work addresses the conflict between group fairness and individual
fairness from the fair audit or multi-calibration perspective, which aims to provide similar
treatment to an infinite class of groups defined by some class of functions of bounded
complexity. For more details, interested readers can refer to [19, 15]. In this work, our
focus is on group fairness defined by statistical parity.

1.2 Generalized Individual Fairness Definitions

For individual fairness, we consider K-Lipschitz Individual Fairness [9] and (ϵ, δ) Individual
Fairness [11]. Both definitions share the same heuristics on treating similar individual
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similarly. Both definitions can be considered as constraints on learned functions between
the independent variable metric space (X , dX ) and the dependent variable metric space
(Y, dY):

• A function f : X → Y satisfies K-Lipschitz Individual Fairness (K-Lipschitz-IF) if,
for all x1, x2 ∈ X , there exits K ∈ R+ such that

dY(f(x1), f(x2)) < KdX (x1, x2).

• A function f : X → Y satisfies (ϵ, δ) Individual Fairness ((ϵ, δ)-IF) if, for all x1, x2 ∈
X , there exits (ϵ, δ) ∈ (R+)2 such that

dX (x1, x2) < ϵ =⇒ dY(f(x1), f(x2)) < δ.

But the above individual fairness definitions are not general enough to perform compat-
ibility analysis with respect to the optimal trade-off between utility and statistical parity
for L2-objective learning. As shown in [7, 13, 28], the optimal statistical parity L2 learning
outcome and the Pareto frontier requires functions depending on the sensitive information
or, in other words, functions taking (x, z) as argument:

f : X × Z → Y. (1)

For more general machine learning than the L2-objective ones, the logic underlying fair-
ness through awareness [9] also suggests one to apply models depending on the sensitive
information: in order to remove the undesirable influence of a sensitive variable on other
variables, the model has to first acknowledge such a sensitive variable.

Remark 1.1 (Fairness through awareness) “Fairness through Awareness” [9] is mostly
referred as a work on individual fairness. But, at least to our understanding, the funda-
mental idea behind the work is to leverage the knowledge of the sensitive information and
unfairness to diminish the unfairness in learning outcome. To that end, the authors in
[9] proposed a method applying the sensitive information and randomness to achieve both
statistical parity and individual fairness, which is also the goal of the present work. In fact,
“Fairness through Awareness” is one of the main inspirations of our compatibility study.

Therefore, we generalize the above fairness definitions so that they could be suitable for
functions that depend on the sensitive variable.

Definition 1.2 (Uniform K-Lipschitz-IF) A function f : X ×Z → Y satisfies uniform
K-Lipschitz Individual Fairness if, for all x1, x2 ∈ X , there exists K ∈ R+ such that

sup
z1,z2

dY(f(x1, z1), f(x2, z2)) < KdX (x1, x2).

Definition 1.3 (Uniform (ϵ, δ)-IF) A function f : X × Z → Y satisfies uniform (ϵ, δ)
Individual Fairness if, for all x1, x2 ∈ X , there exists (ϵ, δ) ∈ (R+)2 such that

dX (x1, x2) < ϵ =⇒ sup
z1,z2

dY(f(x1, z1), f(x2, z2)) < δ.
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To see the above definitions are generalizations of the corresponding original, one can
consider f : X → Y as the subset of f : X ×Z → Y which remains constant when z changes.
Thereby, the above generalized definitions reduce to the original ones. In the rest of the
present work, we stick with the generalized individual definitions.

Remark 1.2 (Main difference between (ϵ, δ)-IF and K-Lipschitz-IF) Notice that uni-
form K-Lipschitz-IF implies uniform (ϵ,Kϵ)-IF. Hence, the latter is usually considered as
a relaxed version of the former.The key difference is that the (ϵ, δ)-IF definition allows dif-
ferent learning outcomes assigned to individuals with the same independent variable value x
but different sensitive information z. That is, (ϵ, δ)-IF allows different learning outcome to
be assigned to individuals (for example {1, 2}) who share the same qualification (x1 = x2)
but have different sensitive information (z1 ̸= z2):

z1 ̸= z2 =⇒ f(x1, z1) ̸= f(x2, z2)

even if x1 = x2. This relaxation is compatible with the fundamental idea underlying the
optimal statistical parity L2 learning (or more generally fairness through awareness) to let
sensitive information dependent functions be applied to the same x to achieve statistical
parity. As we will show later, such a relaxation results in different compatibility with the
optimal statistical parity L2 learning between the two individual fairness definitions.

Finally, since we assume (Y, || · ||) is a Euclidean space, the distance metric dY is induced
by the Euclidean norm in our post-processing setting. It follows that the individual fairness
constraints become:

• A function f : Y × Z → Y satisfies uniform K-Lipschitz Individual Fairness if, for all
y1, y2 ∈ Y, there exists K ∈ R+ such that

sup
z1,z2

||f(y1, z1)− f(y2, z2)|| < K||y1 − y2||.

• A function f : Y × Z → Y satisfies uniform (ϵ, δ) Individual Fairness if, for all
y1, y2 ∈ Y, there exists (ϵ, δ) ∈ (R+)2 such that

||y1 − y2|| < ϵ =⇒ sup
z1,z2

||f(y1, z1)− f(y2, z2)|| < δ.

Lastly, we apply Definition 1.3 to define the admissible set of functions or maps in the
post-processing step to satisfy (ϵ, δ)-IF:

Definition 1.4 ((ϵ, δ)-IF constrained admissible set)

D(ϵ,δ)−IF := {f ∈ L2(Y × Z,Y) : ||y1 − y2|| ≤ ϵ =⇒ sup
z1,z2

||f(y1, z1)− f(y2, z2)|| ≤ δ}

One can also define the admissible set to satisfy the K-Lipschitz-IF constraint. But, as
shown later in Theorem 3.1, there exists an intrinsic incompatibility between the optimal
statistical parity L2 learning solution (or any non-trivial Pareto optimal solution) and the K-
Lipschitz-IF constraint. Such intrinsic incompatibility prevents further analysis. Therefore,
we skip the definition of a K-Lipschitz-IF constrained admissible set.

5



Xu and Strohmer

1.3 Problem Setting

To provide our problem setting, we first develop the L2 objective function and fairness
constraints that are suitable for our post-processing approach. First, by the L2-objective
learning assumption, the post-processing objective is to minimize the utility sacrifice quanti-
fied by the L2 distance between the provided Ŷ and the post-processed final output f(Ŷ , Z).
Here, f : Y × Z → Y is the post-processing step designed to diminish statistical disparity
in the originally provided learning outcome Ŷ . Also, it follows from the triangle inequality
that

||Y − f(Ŷ , Z)||2︸ ︷︷ ︸
total loss

≤ ||Y − Ŷ ||2︸ ︷︷ ︸
training loss

+ ||Ŷ − f(Ŷ , Z)||2︸ ︷︷ ︸
post-processing loss

.

Here, ||Y1 − Y2||2 :=
∫
Ω ||Y1(ω) − Y2(ω)||dP(ω), and || · || denotes the Euclidean norm on

Y. Therefore, provided only access to (Ŷ , Z), the best a post-processing step can do is to
minimize the second term on the right-hand side. (The first term is assumed to be optimized
during the training step that results in the provided Ŷ .) Therefore, the post-processing step
objective is

Problem 1 (Optimal post-processing statistical parity L2-objective learning)

inf
f∈L2(Y×Z,Y)

{
||Ŷ − f(Ŷ , Z)||22 : f(Ŷ , Z) ⊥ Z

}
. (2)

Here, L2(Y × Z,Y) is the admissible function set consisting of all the square integrable
measurable functions from Y × Z to Y (See Remark 1.3 below for a generalization to all
measurable functions) and constraint f(Ŷ , Z) ⊥ Z guarantees the post-processed output
satisfies statistical parity definition. Ŷ is the provided learning outcome, and f(Ŷ , Z) is
the post-processed learning outcome. Z or z-dependent functions f(·, z) are allowed due to
the same reason underlying fairness through awareness [9] (See Remark 1.1 below for an
explanation). The loss function ||Ŷ −f(Ŷ , Z)||22 aims to maximize utility by minimizing the
L2-norm between the provided learning outcome Ŷ and post-processed outcome f(Ŷ , Z).

Remark 1.3 (Choice of the admissible set) We adopt all square-integrable measurable
functions (L2(Y×Z,Y)) due to the recent development of neural networks, which are able to
estimate arbitrary measurable functions [23]. We note here that Problem 1 does not change
if we change L2 to all Y × Z/Y-measurable functions. That is, the optimal measurable
function happens to be square-integrable under our assumptions. But uniqueness becomes
almost sure uniqueness if one replaces L2(Y ×Z,Y) with the set of all Y ×Z/Y-measurable
functions.

Furthermore, when the optimal solution to Problem 1 is incompatible with individual
fairness, we first relax the hard statistical parity constraint of individual fairness by allowing
different statistical disparity tolerance levels to characterize a Pareto frontier between utility
loss and statistical disparity, then study which portion of the frontier (equivalently, which
of the Pareto solutions) is compatible with the individual fairness requirement.

In particular, we first quantify the statistical disparity of Ŷ with respect to Z using the
notion of Wasserstein disparity, which measures the pairwise Wasserstein distance among
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sensitive group (see Definition 2.1 for details). We denote the Wasserstein disparity by
D(Ŷ , Z) and for now only note that D(Ŷ , Z) = 0 ⇐⇒ Ŷ ⊥ Z. See Section 2.1 for a more
detailed justification of this quantification of statistical parity.

Therefore, by relaxing the statistical parity constraint to different tolerance levels of the
Wasserstein disparity, D(Ŷ , Z) < d for d ∈ [0,∞), we obtain the following

Problem 2 (Post-processing L2-objective learning Pareto frontier)

inf
f∈L2(Y×Z,Y)

{||Ŷ − f(Ŷ , Z)||22 : D((f(Ŷ , Z), Z)) < d}. (3)

We note that Problem 2 reduces to Problem 1 at d = 0 due to the fact that D(Ŷ , Z) =
0 ⇐⇒ Ŷ ⊥ Z. Indeed, as we will argue in Section 2.1, Problem 2 is a natural relaxation
of Problem 1.

Furthermore, we claim that Problem 2 characterizes the Pareto frontier between utility
loss (quantified by the L2 norm) and statistical disparity (quantified by the Wasserstein
disparity). Indeed, if we want to achieve lower utility loss than the infimum of Problem 2
for some fixed d, then it is necessary to increase the statistical disparity tolerance level
above d. On the other hand, if we want to achieve a statistical disparity level lower than d,
it is necessary to have the utility loss more than the infimum of Problem 2 at d. Therefore,
Problem 2 characterizes the Pareto frontier or the optimal trade-off by definition.

Now, to analyze the compatibility between the optimal L2 learning and individual
fairness, we impose an additional individual fairness constraint on the admissible post-
processing functions, namely we assume

D(ϵ,δ)−IF ⊂ L2(Y × Z,Y),

where D(ϵ,δ)−IF has beed introduced in Definition 1.4. Hence, the compatibility between
the optimal group fair L2 learning and individual fairness can be studied by comparing
Problem 1 to

Problem 3 ((ϵ, δ)-IF optimal post-processing statistical parity L2-objective learning)

inf
f∈D(ϵ,δ)−IF

{||Ŷ − f(Ŷ , Z)||22 : f(Ŷ , Z) ⊥ Z}. (4)

Furthermore, the compatibility between the Pareto optimal group fair L2 learning (equiva-
lently, portion of the Pareto frontier) and individual fairness can be studied by comparing
Problem 2 to

Problem 4 ((ϵ, δ)-IF post-processing L2-objective learning Pareto frontier)

inf
f∈D(ϵ,δ)−IF

{||Ŷ − f(Ŷ , Z)||22 : D(f(Ŷ , Z), Z) < d}. (5)

More specifically, since Problem 1 and 2 can be considered as the respective relaxation
of Problem 3 and 4, the optimal solution of the former necessarily results in lower or equal
value than the optimal solution to the respective later. Hence, we study when the optimal
solution of Problem 1 (respectively 2) equals the one of Problem 3 (respectively 4) to
determine the compatibility, due to the uniqueness results of the optimal solutions for the
former problems below. That is, we define compatibility as the followings:
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I The optimal statistical parity L2 learning is compatible with individual fairness if

Problem 1 ≡ Problem 3. (6)

II The Pareto optimal statistical parity L2 learning at Wasserstein disparity tolerance
level d is compatible with individual fairness if

Problem 2 ≡ Problem 4 at a fixed d. (7)

Remark 1.4 (Compatibility analysis for pre-processing) While we focus on the post-
processing setting, we note that the compatibility analysis derived in the present work can
be easily modified for the following two cases: (1) the optimal (not conditioned on post-
processing, in-processing, or pre-processing) statistical parity L2 learning when the condi-
tional expectation is available, and (2) an optimal pre-processing statistical parity L2 learn-
ing or the optimal statistical parity data representation for L2 learning. In case (1), we can
replace Ŷ by the conditional expectation E(Y |X,Z) and apply the post-processing compo-
sition result in Theorem 5.1 or 5.2. In case (2), we can replace Ŷ by the qualification or
independent variable X and apply the pre-processing composition result in Theorem 5.1 or
5.2. We refer interested readers to [28] for more details on the two cases. The present work
focuses on the post-processing case due to its straight-forwardness. We defer the modifica-
tions of the compatibility analysis for the other two cases to further work.

In the rest of the current section, we answer the following questions that motivates the
problem setting in the present work:

I Why are we considering the (Pareto) optimal statistical parity L2 learning instead of
the original statistical parity definition itself in the compatibility analysis?

II Which individual fairness definitions are adopted in the post-processing compatibility
analysis of the present work?

III Why is individual fairness considered as an additional constraint while keeping sta-
tistical parity as the main constraint, but not the other way around?

Section 1.4 first shows that utility maximization enhances the original statistical parity
definition by overcoming the major insufficiency of it as mentioned in [9, 14]. Thereby, the
optimal statistical parity L2 learning and Pareto frontier provide a better group fairness
concept when comparing to the original statistical parity definition: treating relatively
(within one’s own sensitively group) similar individuals similarly. See Remark 1.5 below for
the comparison between relative similarity and absolute similarity. Section 1.2 introduces
the two commonly used individual fairness definitions: K-Lipschitz and (ϵ, δ) individual
fairness, then generalizes them due to technical reasons. Finally, Section 1.5 explains why
we choose individual fairness as an additional constraint. Finally, we provide a road map
of the main results in the present work.
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1.4 Statistical Parity Enhanced by Utility Optimization

In this subsection, we show how utility optimization helps to overcome the major insuf-
ficiency of the original statistical parity concept as a group fairness definition. There are
three major criticisms on statistical parity as a fairness definition [9, 14]: (1) reduced utility,
(2) self-fulfilling prophecy, and (3) subset targeting. But, as shown in [28], the first two of
the three insufficiencies can be (partially) fixed by maximizing the utility and adopting the
Pareto frontier.

I Reduced utility: Since statistical parity is an additional constraint on the learning
outcome, it necessarily compromises utility. While the utility sacrifice is unavoidable,
a Pareto frontier allows practitioners to choose a statistical disparity level that can be
tolerated in their own use case and apply the Pareto optimal solution at the chosen
tolerance level. In that case, practitioners can trade statistical disparity tolerance for
utility and vice versa.

II Self-fulfilling prophecy: The expression ‘self-fulfilling prophecy’ refers to random,
careless, or malicious selection in some of the sensitive groups, even in the case statis-
tical parity is satisfied. But the utility maximization enforces careful selection in all
sensitive groups and therefore prevents random, careless, or malicious selection in any
of the sensitive groups from happening, regardless of the size of the sensitive group.

We refer interested readers to [28] for a more detailed explanation on how the connection
between utility optimization for statistical parity and the optimal multi-marginal matching
(equivalently, n-coupling problem or multidimensional Monge-Kantorovich problem) solve
the above two insufficiencies and provides explainability. Also, we refer readers to [12] for
the technical details on the equivalence between the Wasserstein barycenter problem and
the multidimensional Monge-Kantorovich problem.

Remark 1.5 (Relative vs absolute similarity) Interestingly, by solving the above listed
insufficiencies, the utility-maximized statistical parity also provides similar treatment to sim-
ilar individuals, but similarity is now defined based on the position in the individual’s own
sensitive group. It is different from the similarity in the individual fairness concept, which
is defined based on the individual’s position in the whole group. Hence, the compatibility
between individual fairness and the (Pareto) optimal (with respective to utility) statistical
parity L2-objective learning we study here is, in its nutshell, the compatibility between the
following two view point of fairness:

• Relative similarity: Individuals who share the similar positions in his or her own
sensitive group should receive similar learning outcome.

• Absolute similarity: Individuals sharing the similar positions in the entire big group
(without considering sensitive groups) should receive similar learning outcome.

The following example provides an intuition of the relative similarity and how utility
optimization solves the two mentioned insufficiencies.
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Example 1.1 (College admission) Let X be the qualification consisting of only the stan-
dard test score when admitted, Y the GPA after four years, the sensitive information Z be
gender, and Ŷ be the predicted GPA in four years. In this case, group fairness requires the
predicted GPA to have the same distribution for male students and female students, while
individual fairness requires that the learned model gives students sharing similar standard
test scores similar predicted GPA, regardless of their gender.

For simplicity, we assume that: (1) the ratio between the admitted male and female
students is 1 : 1, and (2) students in the kth percentile (ranked by the predicted GPA)
of the male (respectively female) group all share the same prediction ŷ(m, k) (respectively
ŷ(f, k)). The optimal post-processing statistical parity L2 learning applies the following steps
to achieve statistical parity with minimum L2 loss:

• Optimality: For each k, assign both the kth percentile of male and female students the
prediction ȳ(k) := 0.5ŷ(m, k) + 0.5ŷ(f, k).

• Pareto optimality: For each k, assign the kth percentile of male and female students
the prediction ŷ(m, k, t) := (1− t)ŷ(m, k)+ tȳ(k) and ŷ(f, k, t) := (1− t)ŷ(f, k)+ tȳ(k)
respectively, for t ∈ [0, 1].

Here, the factor 0.5 in the optimality is due to the first assumption of the 1 : 1 ratio
between male and female students, and t ∈ [0, 1] in the Pareto optimality is an interpolation
parameter that determines the exact position on the Pareto frontier.

How does the above method solve the two insufficiencies? (1) The Pareto frontier pro-
vides the optimal partial remedy when it is necessary to sacrifice a significant amount of
utility to achieve statistical parity. (2) The matching ensures that the students who are at
the same percentile in his or her own group would share the same learning outcome, so that
higher ranked students still receive higher predicted GPA within his/her own sensitive group.

1.5 Individual Fairness as an Additional Constraint

Now, we discuss the reason of choosing individual fairness as an additional constraint to an
optimization problem aiming for group fairness, but not the other way around.

In our post-processing setting, we assume no knowledge of X, Y , or F in the training
process inff∈F ||Y − f(X)||22 or inff∈F ||Y − f(X,Z)||22. Ŷ is the only provided information
together with the sensitive information, and hence considered as the qualification variable
to quantify similarity in the post-processing setting. Therefore, there is no reason to de-
form the provided Ŷ for individual fairness purpose only. For example, the identity map
automatically satisfies the 1-Lipschitz-IF or (ϵ, ϵ)-IF.

On the other hand, if we consider the post-processing step for statistical parity, the
rescue step can violate the individual fairness constraint when deform the provided learning
outcome. Therefore, it is natural to consider individual fairness as an additional constraint
to the optimal statistical parity learning problem in our post-processing setting.

Lastly, we refer interested readers to [10] for more general and detailed discussion on why
it is better to consider individual fairness as a necessary condition and hence an additional
constraint.

To end the current section, we summarize the questions the present work targets and
provide the corresponding informal answer.
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1. When is the optimal post-processing statistical parity L2 learning compatible with
K-Lipschitz individual fairness?

Theorem 3.1 shows that, unless the learning outcome automatically satisfies statisti-
cal parity, neither the optimal post-processing statistical parity L2 learning nor the
Pareto frontier (any non-trivial optimal trade-off between utility loss and statistical
disparity) is compatible with the K-Lipschitz individual fairness definition under mild
assumptions. That is, the optimal statistical parity L2 learning and the Pareto frontier
has an inherent conflict with the K-Lipschitz individual fairness definition.

2. When is the optimal post-processing statistical parity L2 learning compatible with
(ϵ, δ) individual fairness?

Lemma 3.1 shows that, provided certain assumption of relationship between ϵ and δ,
one can have both optimal statistical parity L2 learning and (ϵ, δ) individual fairness.

3. If the optimal post-processing statistical parity L2 learning and (ϵ, δ) individual fair-
ness are not compatible, which portion of the Pareto frontier (or the Pareto optimal
solutions) becomes compatible with the (ϵ, δ) individual fairness?

Theorem 4.1 shows that, in the case of incompatibility between optimal statistical
parity L2 learning and (ϵ, δ) individual fairness, it is guaranteed to have a non-trivial
portion of Pareto frontier (between L2 loss and statistical disparity) compatible with
(ϵ, δ) individual fairness, when ϵ < δ. That is, (ϵ, δ) individual fairness does not affect
the Pareto optimality up to reduction of a certain level of statistical disparity in the
learning outcome.

4. Now, assume Ŷ = g(X,Z) or g(X) for some trained model g : X × Z → Y, what
is compatibility guarantee for the post-processed learning result which composes the
trained model with the (Pareto) optimal post-processing learning steps? (Or, as men-
tioned in Remark 1.4, what is compatibility guarantee for the pre-processed learning
result which composes the (Pareto) optimal pre-processing learning steps with the
trained model?)

Theorem 5.1 and Theorem 5.2 provide compatibility analysis for the learning out-
come which composes a trained model with a post-processing step (or composes a
pre-processing step with a trained model) under the (ϵ, δ) individual fairness and K-
Lipschitz individual fairness assumption, respectively. So that researchers and practi-
tioners can obtain compatibility result when composing the proposed post-processing
(or pre-processing after modification) with some in-processing methods with individ-
ual fairness guarantee.

The remainder of this paper is structured as follows: Section 2 introduces the problem
setting, presents optimal transport preliminaries, and reviews (Pareto) optimal L2 learning
for statistical parity—a necessary foundation for our main results. Section 3 explores the
compatibility between individual fairness (K-Lipschitz-IF and (ϵ, δ)-IF) and optimal sta-
tistical parity L2 learning. In Section 4, we address cases where optimal L2 fair learning
conflicts with a fixed (ϵ, δ)-individual fairness requirement, examining the compatible por-
tion of the Pareto frontier. Section 6 presents empirical studies validating the theoretical
results.

11
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2. Preliminaries on the (Pareto) Optimal Fair L2 Learning

In this section, we first define a quantification of statistical disparity using tools from op-
timal transport theory to relax the hard independence constraint in the statistical parity
definition. We then review the theoretical results on the existence and uniqueness of the
optimal solutions to Problem 1 and 2, on which our compatibility result is developed.

2.1 Quantification of Statistical Disparity

Before defining the statistical disparity quantification or relaxation, we first provide a brief
review of Wasserstein space and barycenter and fix the notations used in the present work.
Given µ, ν ∈ P(Rd) where P(Rd) denotes the set of all the probability measures on Rd,

W2(µ, ν) :=

(
inf

λ∈
∏

(µ,ν)

{∫
Rd×Rd

||x1 − x2||2dλ(x1, x2)
}) 1

2

.

Here,
∏
(µ, ν) := {π ∈ P((Rd)2) :

∫
Rd dπ(·, v) = µ,

∫
Rd dπ(u, ·) = ν}. (P2(Rd),W2) is called

the Wasserstein space, where

P2(Rd) :=
{
µ ∈ P(Rd) :

∫
Rd

||x||2dµ < ∞
}
.

Given {µz}z∈Z ⊂ (P2(Rd),W2) for some index set Z, their barycenter with weights λ ∈
P(Z) is

µ̄ := argminµ∈P2(Rd)

{∫
Z
W2

2 (µz, µ)dλ(z)
}
. (8)

In [1, 20], the authors prove the existence and uniqueness of µ̄ under the assumption that
λ({µz ∈ P2,ac(Rd)}) > 0, where P2,ac(Rd) := {µ ∈ P2 : µ ≪ L} and L is the Lebesgue
measure on Rd. Therefore, in the rest of the present work, we often assume {µz}z :=
{L(Ŷz)}z ⊂ P2,ac(Rd)}), where Ŷz denotes the conditional distribution of Ŷ on the event
{Z = z} defined by the disintegration theorem [25]. For an empirical data set {(ŷi, zi)}Ni=1,
Ŷz is the random variable with uniform distribution on {ŷi : zi = z}.

In order to relax the hard statistical parity or independence constraint, one needs to
define a quantification of statistical disparity. To that end, we apply the average pairwise
Wasserstein (W2) distance among (the provided predictions of) sensitive groups to quantify
statistical disparity and show the desirable properties of the quantification.

Definition 2.1 (Wasserstein disparity)

D(Ŷ , Z) :=

(∫
Z2

W2
2 (µz1 , µz2)dλ

⊗2((z1, z2))

) 1
2

, (9)

where µzs := P ◦ Ŷ −1
zs for s ∈ {1, 2} and λ := P ◦ Z−1 denote the law or distribution of Ŷzs

and Z respectively.

(To clarify, we note that Ŷ −1
zs : σ(Ŷ ) → F finds the pre-image of an event on the state space

(Y, σ(Ŷ )) in the underlying probability space (Ω,F ,P).) The Wasserstein disparity defined
above has the following properties:

12
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1 Lemma 2.1 (Characterization of statistical parity)

D(Ŷ , Z) = 0 if and only if Ŷ ⊥ Z.

Proof See Section A.

2 (Physics interpretation) In physics, D(Ŷ , Z) can be interpreted as the expected
minimum amount of work required to remove the distributional discrepancy between
two randomly chosen (according to the distribution of Z or λ) sensitive groups on the
provided learning outcome Ŷ .

3 (Characterization of the Pareto frontier) As shown in [28], by adopting the
Wasserstein disparity to relax the hard independence constraint, the optimal trade-
off between the L2 loss and statistical disparity (quantified by Wasserstein disparity)
is characterized by the geodesic path from the conditional (on the event {Z = z})
distributions of Ŷ to their barycenter on the Wasserstein space.

Due to the listed properties, the average pairwise Wasserstein definition of statistical
disparity is a natural quantification when studying the trade-off between statistical disparity
and L2 loss.

2.2 Optimal Statistical Disparity L2 Learning and the Pareto Frontier

In this subsection, we summarize the existence and uniqueness results of the optimal solu-
tions to Problem 1 and 2 that are needed later in the compatibility study.

[28] shows that the optimal statistical parity L2 learning problem has an unique solution
that coincides with the Wasserstein barycenter. In particular, let µz := L(Ŷz) and Tz : Y →
Y be the optimal transport map [4] such that

(Tz)♯µz = µz,

where T♯µ := µ◦T−1 denotes the push-forward measure of µ under the map T , the following
result characterizes the unique solution to Problem 1:

Lemma 2.2 (Optimal fair L2 learning characterization [28]) Assume that Ŷ has sen-
sitive conditional distributions satisfying {L(Ŷz)}z∈Z =: {µz}z∈Z ⊂ P2,ac(Y), then there
exists a unique f∗ ∈ L2(Y × Z,Y) defined by

f∗(·, z) = Tz(·) (10)

for λ-a.e. z ∈ Z such that

||Ŷ − f∗(Ŷ , Z)||22 = inf
f∈L2(Y×Z,Y)

{||Ŷ − f(Ŷ , Z)||22 : f(Ŷ , Z) ⊥ Z} =

∫
Z
W2

2 (µz, µ̄)dλ︸ ︷︷ ︸
independence projection loss

.

13
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Remark 2.1 (Generalization to all measurable functions) The result in Theorem 2.2
does not change if we replace the admissible set L2(Y ×Z,Y) with all measurable functions
f : Y ×Z → Y, except the uniqueness result now becomes almost sure uniqueness. That is,
f∗ is the almost sure unique solution to

inf
f :Y×Z→Y

{||Ŷ − f(Ŷ , Z)||22 : f(Ŷ , Z) ⊥ Z}.

Therefore, in practice we can apply e.g. a neural network to approximate {Tz}z and therefore
f∗ without worrying about the square integrability.

From now on, we denote the minimum value of Problem 1 or independence projection
loss by V (Ŷ , Z). That is,

V (Ŷ , Z) := min
f∈L2(Y×Z,Y)

{||Ŷ − f(Ŷ , Z)||2 : f(Ŷ , Z) ⊥ Z}. (11)

V is an important quantity when studying the Pareto frontier because t := 1− d√
2V

serves as

the time parameter for the constant-speed geodesics which characterizes the Pareto frontier.
Furthermore, V has the following interpretation in physics: Given (Ŷ , Z), V is the minimum
amount of work or energy required to deform Ŷ to satisfy statistical parity.

If one does not require strict statistical disparity, the Wasserstein disparity tolerance
level d can be non-zero. For d ∈ [0,∞), the Problem 2 characterizes the Pareto frontier
between ||Ŷ − f(Ŷ , Z)||22, the L2 utility loss resulting from the post-processing step f , and
D(f(Ŷ , Z), Z), which is the Wasserstein disparity remaining in the post-processed outcome
f(Ŷ , Z). Let f∗(·, z) denote solution to Problem 1 defined in Lemma 2.2 and let

f∗(t)(·, z) := (1− t) Id+tf∗(·, z), t ∈ [0, 1]

denote the McCann interpolation [22] between the identity map (Id) and the optimal trans-
port map (f∗(·, z) = Tz) for λ-a.e. z ∈ Z. The following result shows the closed-form
unique solution to the Problem 2 for each disparity tolerance level d ∈ [0,∞).

Lemma 2.3 (Pareto optimal fair L2-objective learning [28]) Given (Ŷ , Z) satisfying
µz ∈ P2,ac, λ-a.e. and V the independence projection loss defined in (11), then

fd(Ŷ , Z) :=

{
f∗(1− d√

2V
)(Ŷ , Z), if d ∈ [0,

√
2V ]

Ŷ , if d ∈ (
√
2V,∞)

(12)

are the unique solutions to Problem 2 for d ∈ [0,∞).

Provided the unique optimal solutions to Problem 1 and 2, we are ready to study
the compatibility between the (Pareto) optimal statistical parity L2 learning and the (K-
Lipschitz-IF and (ϵ, δ)-IF) individual fairness definitions.

3. Compatibility between the Optimal Statistical Parity L2 Learning and
Individual Fairness

In this section, we study the compatibility between the optimal statistical parity L2-
objective learning (the solution to Problem 1) and the two individual fairness definitions:
K-Lipschitz-IF and (ϵ, δ)-IF.
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3.1 Optimal Statistical Parity L2 Learning and Lipschitz-IF

To start, we show the inherent incompatibility between the (Pareto) optimal statistical
parity L2 learning and the K-Lipschitz-IF definition for any K > 0. The incompatibility is
due to the strict prevention from applying different function or maps to the same y ∈ Y,
which unfortunately is necessary to achieve (Pareto) optimality for statistical parity in L2

learning.

Theorem 3.1 (Incompatibility of optimal statistical parity L2 learning and Lipschitz-IF)
Under the following two assumptions

1 Ŷ ̸⊥ Z (statistical parity is not automatically satisfied by the provided prediction Ŷ ),

2 Domain(f∗(·, z)) = Y, λ−a.e.z ∈ Z (the optimal fair L2 learning is capable of making
predictions for all individuals, even unobserved),

neither f∗ nor {fd}d∈[0,√2V ) is compatible with the K-Lipschitz-IF definition for any K > 0.

The above result shows that if the two assumptions are satisfied, then the K-Lipschitz-IF
and optimal statistical parity L2 learning are incompatible. To see the inherent conflict, it
remains to show that the two assumptions are satisfied in most of the practical or interesting
machine learning problems:

Remark 3.1 Here, we discuss the practicality of the two assumptions in the Theorem 3.1

1 For assumption 1, we are excluding the trivial case that statistical parity is automat-
ically satisfied by the provided learning outcome. In the trivial case, there is neither
necessity to trade utility for statistical parity nor need for a post-processing step. Also,
we argue that is very unlikely for one to have Ŷ ⊥ Z in practice.

2 For assumption 2, although not impossible, it is highly unlikely that there are no
counterparts (similar data points w.r.t. qualification or the provided learning outcome)
among different sensitive groups. Moreover, even if different sensitive groups are
mutually exclusive w.r.t. the qualification or the provided learning outcome in the
sample data, one should not make that assumption for prediction purpose. The key of
supervised learning is to make predictions. Hence, a desirable post-processing step (for
a fair supervised learning model) should provide us a fair prediction for every possible
learning outcome in any sensitive group.

3.2 Optimal Fair L2 Learning and (ϵ, δ)-IF

Due to the inherent incompatibility result above, we adopt the (ϵ, δ)-IF definition, which
shares the same heuristic concept of individual fairness with the Lipschitz definition but
adds more flexibility by allowing the individuals who share the same qualification data to
be mapped to different learning outcome due to their different sensitive information.

The following result provides us a straight-forward sufficient condition for the compati-
bility between the optimal statistical parity L2 learning and the (ϵ, δ)-IF.

15



Xu and Strohmer

Lemma 3.1 (Compatibility between optimal statistical parity L2 learning and (ϵ, δ)-IF)
Assume {µz}z ⊂ P2,ac(Y), let f∗ be the (unique) solution to Problem 1, and L(f∗) :=
sup(y,z) ||f(y, z)− y||, then for all (ϵ, δ) ∈ (R+)2 that satisfy L(f∗) ≤ δ−ϵ

2 , f∗ is the unique
solution to

inf
f∈D(ϵ,δ)−IF

{||Ŷ − f(Ŷ , Z)||2 : f(Ŷ , Z) ⊥ Z}. (13)

The above result shows that, if the solution of Problem 2.2 satisfies the assumption
sup(y,z) ||f∗(y, z)− y|| ≤ δ−ϵ

2 , then we have

Problem 1 ≡ Problem 3 (14)

which is equivalent to the compatibility between the optimal statistical parity L2 learning
and the (ϵ, δ)-IF requirement.

Proof

||f∗(y1, z1)− f∗(y2, z2)|| ≤ ||f∗(y1, z1)− y1||+ ||y1 − y2||+ ||y2 − f∗(y2, z2)||
≤ 2(sup ||f∗(y, z)− y||) + ϵ

≤ 2
δ − ϵ

2
+ ϵ = δ

where the second inequality follows from the assumption.

Remark 3.2 (Sharpness of the assumption upper bound) The upper bound condi-
tion is sharp without any further assumptions on the sensitive marginal distributions of the
learning outcome. To construct a counter-example, one can consider a learning outcome
with two sensitive Gaussian marginals, Ŷi ∼ N (mi, σ) for i ∈ {1, 2}, with the same standard
deviation but different means with ||m1 −m2|| = δ. Now, assume

sup
(y,z)

||f∗(y, z)− y|| = δ − ϵ

2
− h,

we show that V cannot be achieved with such a restriction for any h > 0. Indeed, since Ŷ ′
i s

are Gaussian with the same standard deviation, their barycenter is also Gaussian with the
same standard deviation. Therefore, the optimal transport maps f∗(y, z = 1) := y + µ2−µ1

2
and f∗(y, z = 2) := y + µ1−µ2

2 are rigid translations. Hence,

{f∗(·, z)}z ̸⊂ D(ϵ,δ)−IF

because f∗ satisfies ||f∗(y, z) − y|| = ||µ1−µ2||
2 = δ

2 ,∀y ∈ Y when ϵ = 0. Hence, for any
h > 0, we have

V < inf
f∈D(ϵ,δ)−IF

{||Ŷ − f(Ŷ , Z)||2 : f(Ŷ , Z) ⊥ Z}.

That is, the optimal solution is not compatible with the (ϵ, δ)-IF definition if sup(y,z) ||f(y, z)−
y|| = δ−ϵ

2 − h for any h > 0. Hence, the bound is sharp.
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4. Compatibility between Pareto Frontier and (ϵ, δ)-IF

In this section, we study the case where the optimal fair L2 learning is not guaranteed to
be compatible with the (ϵ, δ)-IF requirement. When the optimal fair L2 learning cannot be
obtained due to the (ϵ, δ)-IF constraint on the admissible maps, the natural partial solution
is to study which portion of the Pareto frontier is compatible with the (ϵ, δ)-IF requirement.
That is, we study in which cases one has to give up the Pareto optimality between L2 loss
and statistical disparity to satisfy the (ϵ, δ)-IF requirement.

The following result provides a sufficient condition to find the portion of Pareto frontier
that is guaranteed to be compatible with the (ϵ, δ)-IF requirement. Let f∗ be the solution to
Problem 1 as defined in Lemma 2.2, L(f∗) := sup(y,z) ||f∗(y, z)−y||, V be the independence
projection loss defined in equation (11), and fd be the Pareto optimal solutions for d ∈ [0,∞)
as defined in Lemma 2.3. Then we have the following result:

Theorem 4.1 (Compatible portion of Pareto frontier with (ϵ, δ)-IF) Suppose that

Domain(f∗(·, z)) = Y, λ− a.e.z ∈ Z,

then

fd is (ϵ, δ)-IF for

{
d ∈ [

√
2V (1− δ−ϵ

2L(f∗)),∞), if δ − ϵ ∈ [0, 2L(f∗))

d ∈ [0,∞), if δ − ϵ ∈ [2L(f∗),∞)
(15)

for all ϵ > 0 as L(fd) = (1− d√
2V

)L(f∗) ≤ δ−ϵ
2 .

In other words, Problem 2 ≡ Problem 4 if

d√
2V

∈

{
[1− δ−ϵ

2L(f∗) ,∞), if δ − ϵ ∈ [0, 2L(f∗))

[0,∞), if δ − ϵ ∈ [2L(f∗),∞)
(16)

Here, the assumption is exactly the same as assumption 2 in Theorem 3.1. The prac-
ticality of the assumption is discussed in Remark 3.1. The above result shows that, if
δ − ϵ ∈ [0, 2L(f∗)) (respectively δ − ϵ ∈ [2L(f∗),∞)), then the Pareto optimal solu-
tions (hence Pareto optimality due to uniqueness of the solutions) are compatible with
the (ϵ, δ)-IF constraint when the statistical disparity tolerance level d is in the interval
[
√
2V (1− δ−ϵ

2L(f∗)),∞) (respectively [0,∞)).

Remark 4.1 (Different Cases of (ϵ, δ) in Theorem 4.1) Here, we discuss different cases
of (ϵ, δ) in the above result:

I [δ − ϵ < 0] The above result provides sufficient conditions for compatibility without
any further assumptions on the distribution of Ŷz. When δ− ϵ < 0, let ϵ = 0, (ϵ, δ)-IF
constraint requires

sup
z1,z2

||f(y, z1)− f(y, z2)|| ≤ δ < 0, (17)

which leads to a contradiction. Hence, there is no sufficient condition to guarantee
any portion of the Pareto frontier to be compatible with (ϵ, δ)-IF constraint in this
case.
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II [δ − ϵ = 0] In the case of δ = ϵ, the (ϵ, δ)-IF constraint does not allow any different
maps to the same y ∈ Y when set ϵ = 0. Therefore, the inherent incompatibility of
K-Lipschitz-IF also applies to (ϵ, δ)-IF in this case. One has to set the d bigger than
or equal to

√
2V to tolerate the original prediction Ŷ . Any non-trivial trade-off is

prohibited.

III [δ − ϵ ∈ (0, 2K)] When δ − ϵ ∈ (0, 2K), the (ϵ, δ)-IF constraint now allows sensitive
information dependent maps, but the flexibility is not large enough to tolerate the case
where one wants to trade a large amount of utility for statistical parity. Therefore, only
a limited portion of the Pareto frontier starting from the original learning outcome is
compatible with the (ϵ, δ)-IF constraint in this case.

IV [δ − ϵ ∈ [2K,∞)] When δ − ϵ ∈ [2K,∞), the optimal transport maps that result in
the optimal statistical parity L2 learning are compatible with the (ϵ, δ)-IF constraint.
Therefore, all the tolerance levels are compatible in this case.

5. Composition Results

Since a post-processed model is a composition of a trained model and a post-processing step,
it is important in practice to study the compatibility between the composition and the indi-
vidual fairness constraints. Therefore, in this section, we provide a compatibility guarantee
for the composition or, equivalently, the post-processed model based on the analysis results
developed for the post-processing step in the previous sections.

In particular, we assume the trained model, g : X × Z → Y (or g : X → Y when
considering g(x, z) remains constant when z varies), is provided. Here, (X , dX ) is the
qualification or dependent variable (metric) space and (Y, || · ||) is the independent variable
(Euclidean) space. That is, the provided prediction Ŷ has the form Ŷ = g(X,Z), where X
is the qualification or dependent variable and Z is the sensitive variable. Now, by assuming
g satisfies uniform (ϵ, δ)-IF:

dX (x1, x2) < ϵ =⇒ sup
(z1,z2)∈Z2

||g(x1, z1)− g(x2, z2)|| < δ,

or uniform K-Lipschitz-IF:

sup
(z1,z2)∈Z2

||g(x1, z1)− g(x2, z2)|| ≤ KdX (x1, x2),

we provide compatibility guarantee to the post-processed model f∗ ◦ g or fd ◦ g. Here,
f∗ and fd are defined as in Lemma 2.2 and Lemma 2.3. The post-processing composition
f ◦g : X ×Z → Y is defined by (x, z) → f(g(x, z), z) for f ∈ {f∗, fd}, where g is the trained
model that use (x, z) or x for prediction and f is the post-processing step that applied
z-dependent maps f(·, z) to deform g(x, z) to satisfy statistical parity.

To prove the main compatibility result, we need the following lemma, which shows
compatibility guarantee for the composition (f ◦ g(x, z) := f(g(x, z), z)) of an arbitrary
measurable function g : X × Z → Y and an arbitrary measurable function f : Y × Z → Y.
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Lemma 5.1 (Composition guarantee for (ϵ, δ)-IF functions) Assume g : X×Z → Y
satisfies uniform (ϵ, δ)-IF and define L(f) := sup(y,z)||f(y, z)−y||, define the post-processing
composition f ◦ g by (x, z) → f ◦ g(x, z) := f(g(x, z), z), then

f ◦ g satisfies uniform (ϵ, δ + 2L(f))-IF, for all ϵ > 0. (18)

Furthermore, assume g : X → Y satisfies (ϵ, δ)-IF and define the pre-processing composition
g ◦ f by (x, z) → g ◦ f(x, z) := g(f(x, z)), then

g ◦ f satisfies uniform (ϵ− 2L(f), δ)-IF, for all ϵ > 2L(f) (19)

Remark 5.1 (Composition analysis for pre-processing) As mentioned in Remark 1.4,
one can apply f∗ or fd as pre-processing steps which now are functions from X × Z to X .
See detailed explanation in [28]. Therefore, despite our focus on the post-processing case
in the present work, Lemma 5.1, 5.2 and Theorem 5.1, 5.2 all include results for both
post-processing (f ◦ g) and pre-processing (g ◦ f). Therefore, the composition results also
include the pre-processing cases so that practitioners or researchers who are interested in
pre-processing or synthetic data approach to both group fairness and individual fairness can
modify the compatibility analysis and apply the respective composition result.

The above result shows that: (1) For post-processing, if the trained model g satisfies
(ϵ, δ)-IF, then it is guaranteed that the post-processed learning outcome f ◦ g satisfies
(ϵ, δ + 2L(f))-IF. (2) For pre-processing, if the trained model g satisfies (ϵ, δ)-IF for some
ϵ > 2L(f), then it is guaranteed that the pre-processed learning outcome f ◦ g satisfies
(ϵ− 2L(f), δ)-IF.

But, in practice, we often fix (ϵ, δ)-IF requirement first and then look for the Pareto
optimal solutions to have both individual fairness and diminished statistical disparity at
the lowest utility loss. The following result shows which portions of the Pareto frontier
(or, equivalently, which Pareto optimal solutions), when composed with a trained model g,
result in a post-processed model compatible with the (ϵ, δ)-IF requirement.

Theorem 5.1 (Composition guarantee for (ϵ, δ)-IF trained model) For any (ϵ, δ) ∈
(R+)2, if g : X × Z → Y satisfies uniform (ϵ, δg)-IF for some δg < δ, then

{fd ◦ g}d∈[√2V [1−(
δ−δg
2L(f)

∧1)],∞)
satisfy uniform (ϵ, δ)-IF.

Furthermore, if g : X → Y satisfies (ϵg, δ)-IF for some ϵg > ϵ, then

{g ◦ fd}d∈[√2V [1−(
ϵg−ϵ

2L(f)
∧1)],∞)

satisfy uniform (ϵ, δ)-IF.

That is, if we require the post-processed learning outcome to satisfy uniform (ϵ, δ)-IF,
the above result together with Theorem 5.1 shows that one sufficient approach is to first
require the trained model g to satisfy (ϵ, δg)-IF for some δg < δ and then pick

d ∈ [
√
2V [1− (

δ − δg
2L(f)

∧ 1)],∞)
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so that the composed Pareto optimal solution fd◦g satisfies is guaranteed to satisfy (ϵ, δ)-IF.
On the other hand, if we require the pre-processed learning outcome to satisfy (ϵ, δ)-IF, the
above result together with Theorem shows that one sufficient approach is to first require
the trained model g to satisfy (ϵg, δ)-IF for some ϵg > ϵ and then pick

d ∈ [
√
2V [1− (

ϵg − ϵ

2L(f)
∧ 1)],∞)

so that the composed Pareto optimal solution g◦fd satisfies is guaranteed to satisfy (ϵ, δ)-IF.

Similarly, we have compatibility guarantee when assuming g satisfies K-Lipschitz-IF:

Lemma 5.2 (Composition guarantee for K − Lipschitz-IF functions) Assume g : X×
Z → Y satisfies uniform K-Lipschitz-IF and define L(f) := sup(y,z)||f(y, z)− y||, then

f ◦ g satisfies uniform (ϵ,Kϵ+ 2L(f))-IF,∀ϵ > 0. (20)

Furthermore, assume g : X → Y satisfies K-Lipschitz-IF, then

g ◦ f satisfies uniform (ϵ− 2L(f),Kϵ)-IF,∀ϵ > 2L(f) (21)

Therefore, we are able to derive the following theorem to provide compatibility guarantee
for the post-processed model as in the (ϵ, δ)-IF assumption case above.

Theorem 5.2 (Composition guarantee for K-Lipschitz-IF trained model) For any
(ϵ, δ) ∈ (R+)2, if g : X ×Z → Y satisfies uniform K-Lipschitz-IF for some K ∈ (0, δϵ ], then

{fd ◦ g}d∈[√2V [1−( δ−Kϵ
2L(f)

∧1)],∞) satisfy uniform (ϵ, δ)-IF.

Furthermore, if g : X → Y satisfies K-Lipschitz-IF for some K ∈ R+, then

{g ◦ fd}
d∈[

√
2V [1−(

δ
K

−ϵ

2L(f)
∧1)],∞)

satisfy uniform (ϵ, δ)-IF.

6. Empirical Study: Fair Supervised Learning

In this section, we provide an experimental study on the compatibility analysis developed
in the previous sections on different data sets1.

6.1 Benchmark Data and Comparison Methods

1 For uni-variate regression test, we implement the compatibility result in Theorem 4.1
via the optimal affine estimation of the Wasserstein barycenter that is proposed in
[28]. One advantage of applying affine estimation of the optimal transport maps is

1. The code for the results of our experiments is available online at: https://github.com/xushizhou/

compatibility_group_individual_fairness.
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an accurate derivation of L(faffine) via the fact that affine transport maps can be
decomposed into a rigid translation and a linear map:

L(faffine) := sup
y,z

||faffine(y, z)− y||

≤ sup
z

||mz − m̄||+ (sup
(y,z)

||flinear(y, z)− y||

≤ sup
z

||mz − m̄||+ (sup
z

||flinear(·, z)− Id ||op)( sup
y∈Y)

||y||)

where mz :=
∫
Y ydµz, µ̄ :=

∫
Y ydµ̄, || · ||op denotes the operator norm, supz ||mz − m̄||

is the worst-case rigid translation, and (supz ||flinear(·, z)−Id ||op)(supy∈Domain(Ȳ ) ||y||)
is the worst-case linear deformation. In the experiments, we use empirical mean to
estimate supz ||mz − m̄||, the largest absolute value of eigenvalue for operator norm,
and the largest ||y|| in the sample to estimate supy∈Y ||y||. In practice, one should
derive supy∈Y ||y|| based on the specific application context.

In order to show the estimation accuracy of the optimal affine maps (“supervised
learning name + post-proc. Pareto frontier Est. or Pseudo-barycenter”), we also in-
clude the exact cumulative distribution function matching method in [7] (“supervised
learning name + chzhen”).

2 For the multi-variate supervised learning test we also implement the optimal affine
method to estimate the post-processing Wasserstein barycenter, estimate the K via
the above upper bound, and finally provide the compatibility portion of the Pareto
frontier under different (ϵ, δ)-IF requirements.

Data set Tests Data size dim(X) dim(Y )

LSAC linear regression, ANN 20454 9 1

CRIME linear regression, ANN 1994 97 1

CRIME linear regression, ANN 1994 87 11

• The CRIME dataset contains social, economic, law enforcement, and judicial data for
U.S. communities in 1994 (1994 examples) [24].

In univariate L2 learning, the goal is to predict the number of crimes per 105 popu-
lation using the remaining dataset information. The sensitive variable is race, specif-
ically whether the percentage of African American population exceeds 30

In multivariate supervised learning on the CRIME dataset, we retain the same sen-
sitive variable (race). However, the learning task is to predict a vector representing
local housing and rental market data, including low quartile occupied home value,
median home value, high quartile home value, low quartile rent, median rent, high
quartile rent, median gross rent, number of immigrants, median number of bedrooms,
number of vacant households, and the number of crimes.
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• The LSAC dataset comprises social, economic, and personal data of 20,454 law school
students [27].

• In univariate modeling, the objective is to predict students’ GPA using the remaining
dataset variables. In this context, race serves as the sensitive variable on whether the
student is non-white.

6.2 Numerical Result

The univariate supervised learning test results for the LSAC and CRIME datasets are
presented in Figure 1 and Figure 2, respectively.

In these plots, the vertical axis represents the L2 loss, while the horizontal axis represents
the Wasserstein (W2) disparity. Achieving a result closer to the lower-left corner indicates
better performance. In the top row, one-third of the Pareto frontier is guaranteed to be
compatible with the shown (ϵ, δ)-IF. In the middle and bottom rows, one-half and two-
thirds of the frontier, respectively, are guaranteed to be compatible with the corresponding
(ϵ, δ)-IF.

We adopt two supervised learning methods: linear regression and artificial neural net-
works (ANN) with four stacked layers. Each of the first three layers contains of 32 units
with Rectified Linear Unit (ReLu) activation, and the final layer consists of one unit with
linear activation.

Furthermore, since linear regression satisfies Lipschitz-IF constraint, we can apply the
composition result (Theorem 5.2) to provide individual fairness guarantee for the composed
learning outcome.

In Figure 1, the top, middle, and bottom row shows the compatible portion of the
Pareto frontier corresponding to (ϵ, ϵ + 2

3L(f
∗)), (ϵ, ϵ + 1

2L(f
∗)), (ϵ, ϵ + 4

3L(f
∗)) individual

fairness constraint, respectively. Here, L(f∗) = 0.959 for linear regression prediction and
L(f∗) = 1.250 for ANN prediction. The resulting compatible portion is the first 1

3 ,
1
2 ,

2
3

part of the Pareto frontier. In general, Each percentage increase in δ−ϵ
2L(f∗) results in one

percentage larger portion of the Pareto frontier to be compatible, until achieving the end
of the frontier which is the (estimation of the) optimal post-processing statistical parity L2

learning. Also, notice that we use (ϵ, ϵ + (δ − ϵ)) in the plots because the compatibility is
guaranteed for all ϵ ∈ [0,∞).

For the composition, it follows from the K-Lipschitz condition for K = 0.1265 of the
linear regression model and the composition theorem, we are able to conclude that the
post-processed linear regression model corresponding to the top, middle, and bottom post-
processing step satisfies (ϵ, 0.1265ϵ + 2

3L(f
∗)), (ϵ, 0.1265ϵ + 1

2L(f
∗)), (ϵ, 0.1265ϵ + 4

3L(f
∗))

individual fairness constraint respectively.

Moreover, if the goal is to make the post-processed linear regression model satisfy a
fixed (ϵ, δ)-IF, then it follows from Theorem 5.2 that the Pareto optimal solutions fd are

guaranteed to satisfy the required (ϵ, δ)-IF constraint for all d ∈ [
√
2V [1− (

δ
0.1265

−ϵ

2L(f∗) ∧1)],∞)
where V = 0.272 and 0.287 for linear regression and ANN respectively.
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Figure 1: As shown in the univariate regression test on LSAC above, all three rows consist of the L2 loss and
Wasserstein disparity of the original prediction (LR or ANN), the prediction using data excluding Z (LR or ANN +
Excluding Z), the exact post-processing W2 barycenter via cumulative distribution functions (cdfs) matching approach
(LR or ANN + chzhen2020fair), the optimal affine estimation of the post-processing W2 barycenter (LR or ANN +
post-proc. Pseudo-barycenter), the Pareto frontier estimated by the optimal affine maps (LR or ANN + post-proc.
Pareto Est.), and finally the portion of the estimated Pareto frontier that is compatible with the corresponding (ϵ, δ)-
IF constraints. Here, L(f∗) = 0.959 for linear regression prediction and L(f∗) = 1.250 for ANN prediction. For

each (ϵ, δ)-IF constraint, the compatible portion is the first δ−ϵ
2L(f∗) part of the Pareto frontier. More generally, each

percentage increase in δ−ϵ
2L(f∗) results in one percentage larger portion of the Pareto frontier to be compatible. Also,

the portion is guaranteed to satisfy(ϵ, ϵ+ (δ − ϵ))-IF for all ϵ ∈ [0,∞)

In Figure 2, the compatibility result for the CRIME experiment is shown analogously as
in Figure 1, except now L(f∗) = 1.045 and V = 0.382 for linear regression, L(f∗) = 1.385
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and V = 0.389 for ANN prediction, and the linear model satisfies K = 1.030-Lipschitz
condition.

Figure 2: As shown in the univariate regression test on CRIME above, all three rows consist of the L2 loss and
Wasserstein disparity of the original prediction (LR or ANN), the prediction using data excluding Z (LR or ANN +
Excluding Z), the exact post-processing W2 barycenter via cdfs matching approach (LR or ANN + chzhen2020fair),
the optimal affine estimation of the post-processing W2 barycenter (LR or ANN + post-proc. Pseudo-barycenter), the
Pareto frontier estimated by the optimal affine maps (LR or ANN + post-proc. Pareto Est.), and finally the portion of
the estimated Pareto frontier that is compatible with the corresponding (ϵ, δ)-IF constraints. Here, L(f∗) = 1.045 for

linear regression and L(f∗) = 1.385 for ANN prediction. Each percentage increase in δ−ϵ
2L(f∗) results in one percentage

larger portion of the Pareto frontier to be compatible.

The multivariate supervised learning test results are shown in Figure 3. The com-
patibility result can be concluded analogous to the one for the LSAC test. Except now
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L(f∗) = 3.396 and V = 0.527 for linear regression, which satisfies 1.457-Lipschitz condi-
tion, and L(f∗) = 4.434 and V = 0.545 for ANN.

Figure 3: In the multivariate regression test on CRIME above, all three rows consist of the L2 loss and Wasserstein
disparity of the original prediction (LR or ANN), the prediction using data excluding Z (LR or ANN + Excluding Z),
the optimal affine estimation of the post-processing W2 barycenter (LR or ANN + post-proc. Pseudo-barycenter),
the Pareto frontier estimated by the optimal affine maps (LR or ANN + post-proc. Pareto Est.), and finally the
portion of the estimated Pareto frontier that is compatible with the corresponding (ϵ, δ)-IF constraints. Notice that
excluding Z now removes only limited Wasserstein disparity due to the multidimensional dependent variable. Here,
L(f∗) = 3.396 for linear regression and L(f∗) = 4.434 for ANN prediction. Each percentage increase in δ−ϵ

2L(f∗) results

in one percentage larger portion of the Pareto frontier to be compatible.
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A. Appendix: Proof of Results in Section 2

A.1 Proof of Lemma 2.1

Proof [D(Ŷ , Z) = 0 ⇐⇒ W2
2 (L(Ŷz), µ̄) = 0, λ-a.e. ⇐⇒ Ŷ ⊥ Z.] We first show

that (1) W2
2 (L(Ŷz), µ̄) = 0, λ-a.e. ⇐⇒ Ŷ ⊥ Z, then complete the proof by showing (2)

D(Ŷ , Z) = 0 ⇐⇒ W2
2 (L(Ŷz), µ̄) = 0, λ-a.e.. Here, µ̄ denotes the Wasserstein barycenter

of the marginal distributions {L(Ŷz)}z.
(1) Assume Ŷ ⊥ Z, we have L(Ŷz) = L(Ŷ ) λ-a.e. which implies W2

2 (L(Ŷz),L(Ŷ )) =
0, λ-a.e.. Then, it follows from the uniqueness of µ̄ that µ̄ = L(Ŷ ) and W2

2 (L(Ŷz), µ̄) =
0, λ-a.e.. For the other direction, assume thatW2

2 (L(Ŷz), µ̄) = 0 λ-a.e., then for all A ∈ σ(Ŷ )
and B ∈ σ(Z), we have

P({Ŷ ∈ A} ∩ {Z ∈ B}) =
∫
B
P({Ŷz ∈ A})dP ◦ Z−1

=

∫
B
µ̄(A)dP ◦ Z−1

= µ̄(A)

∫
B
dP ◦ Z−1

= P({Ŷ ∈ A})P({Z ∈ B}).

This proves Ŷ ⊥ Z and completes the proof for the first claim.
(2) Assume that Ŷ is not independent of Z, then W2

2 (L(Ŷz), µ̄) ̸= 0, λ-a.e.. This implies

λ({W2
2 (L(Ŷz), µ̄) > 0}) > 0

⇐⇒ λ(

∞⋃
k=1

{W2
2 (L(Ŷz), µ̄) ≥

1

k
}) > 0

=⇒ ∃K < ∞ such that λ({W2
2 (L(Ŷz), µ̄) ≥

1

K
}) > 0

=⇒
∫
Z
W2

2 (L(Ŷz), µ̄)dλ ≥ 1

K
λ({W2

2 (L(Ŷz), µ̄) ≥
1

K
}) > 0.

For the other direction, assume that Ŷ ⊥ Z, then it follows from the first claim that
W2

2 (L(Ŷz), µ̄) = 0, λ-a.e. which further implies
∫
Z W2

2 (L(Ŷz), µ̄)dλ = 0. This proves the
second claim.

B. Appendix: Proof of Results in Section 3

B.1 Proof of Theorem 3.1

Proof (Optimal L2 learning) It follows from the assumption Ŷ ̸⊥ Z that there exists an
event A ∈ BZ such that λ(A) > 0 and W2

2 (Yz1 , Yz2) ̸= 0 for some z1, z2 ∈ A. By Lemma
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2.2, the optimal fair L2 learning requires the set of optimal transport maps {f(·, z)}z to
map each sensitive marginal learning outcome to their Wasserstein barycenter:

f(Yz, z) = Ȳ , for λ− a.e.z ∈ Z. (22)

Since W2
2 (Yz1 , Yz2) ̸= 0, we have

max {W2
2 (Yz1 , Ȳ ),W2

2 (Yz2 , Ȳ } > 0,

which further implies f(·, z1) ̸= f(·, z2). Now, it follows from the second assumption that
there exits y ∈ Y = Domain(f(·, z1))

⋂
Domain(f(·, z2)) such that

||f(y, z1)− f(y, z2)||2 > 0 = K||y − y||2,

for any K > 0. That contradicts the Lipschitz individual fairness definition and hence
completes the proof for the incompatibility between the optimal L2 learning and the K-
Lipschitz-IF.

(Pareto optimal solutions) By Lemma 2.3, the Pareto optimal solutions are achieved by
the McCann interpolations: f(1− d√

2V
)(·, z). But it follows from the assumptions that there

exists y ∈ Y = Domain(f(·, z1))
⋂
Domain(f(·, z2)) such that ||f(y, z1) − f(y, z2)||2 > 0,

which further implies that ||f(1− d√
2V

)(y, z1)−f(1− d√
2V

)(y, z2)||2 > 0 for any d ∈ [0,
√
2V ).

That is, f(1 − d√
2V

) satisfies the K-Lipschitz-IF constraint only if d ∈ [
√
2V,∞). But the

Pareto optimal solution set becomes {Ŷ } for d ∈ [
√
2V,∞). That completes the proof.

C. Appendix: Proof of Results in Section 4

C.1 Proof of Theorem 4.1

Proof [δ − ϵ ∈ [0, 2K)] It suffices to show that the optimal transport map {f(t)(·, z)}z :=
{(1−t) Id+tf(·, z)}z is a subset of D(ϵ,δ)−IF given t = 1− d√

2V
. Indeed, when δ−ϵ ∈ [0, 2K),

we have

d√
2V

∈ [1− δ − ϵ

2K
,∞) ⇐⇒ 1− d√

2V
≤ δ − ϵ

2K

=⇒ (1− d√
2V

) sup
y,z

||f(y, z)− y|| ≤ δ − ϵ

2

=⇒ sup
y,z

||(1− d√
2V

)f(y, z) +
d√
2V

y − y|| ≤ δ − ϵ

2

⇐⇒ sup
y,z

||f(1− d√
2V

)(y, z)− y|| ≤ δ − ϵ

2

Here, the last line is due to McCann interpolation: (1 − d√
2V

)f(y, z) + d√
2V

y = f(1 −
d√
2V

)(y, z). Now, by Lemma 2.3, {f(1 − d√
2V

)(·, z)}z are the Pareto optimal solutions at

the tolerance level d, it follows from the proof of Lemma 3.1 that the corresponding Optimal
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solutions satisfy the (ϵ, δ)-IF constraint for all d satisfies d√
2V

∈ [1− δ−ϵ
2K ,∞). That completes

the proof for the case of δ − ϵ ∈ [0, 2K).
[δ − ϵ ∈ [2K,∞)] When δ − ϵ ∈ [2K,∞), we have

K ≤ δ − ϵ

2
.

It again follows from the proof of Lemma 3.1 that {f(1− d√
2V

)(·, z)}z satisfies the (ϵ, δ)-IF

constraint for all d ∈ [0,∞). We are done.

D. Appendix: Proof of Results in Section 5

D.1 Proof of Lemma 5.1

Proof (f ◦ g) For the post-processing case, let (X , dX be a metric space, (Y, || · ||) be a
Euclidean space. Now, choose x1, x2 ∈ X to satisfy dX (x1, x2) < ϵ, it follows from the
assumption of g that ||g(x1, z1)− g(x2, z2)|| < δ. But we also have

||f(g(x1, z1), z1)− f(g(x2, z2), z2)||
≤||f(g(x1, z1), z1)− g(x2, z2)||+ ||g(x1, z1)− g(x2, z2)||+ ||g(x2, z2)− f(g(x2, z2), z2)||
<L+ δ + L = δ + 2L(f)

Since our choice of x1, x2 ∈ X satisfying dX (x1, x2) < ϵ is arbitrary, we have f ◦ g is
(ϵ, δ+2L(f))-IF by definition. Finally, since our choice of ϵ > 0 is arbitrary, it follows that
f ◦ g is (ϵ, δ + 2L(f))-IF, ∀ϵ > 0.

(g◦f) For the pre-processing case, let (X , || · ||) be a Euclidean space, and let (Y, dY be a
metric space. Now, choose x1, x2 ∈ X to satisfy ||x1 − x2|| < ϵ− 2L(f) for some ϵ > 2L(f),
then we have

||f(x1, z1)− f(x2, z2)||
≤||f(x1, z1)− x1||+ ||x1 − x2||+ ||x2 − f(x2, z2)||
<L(f) + ϵ− 2L(f) + L(f) = ϵ

It follows from the assumption of g that

dY(g(f(x1, z1))− g(f(x2, z2))) < δ.

Since our choice of x1, x2 ∈ X satisfying ||x1 − x2|| < ϵ − 2L(f) is arbitrary, that proves
f ◦ g is (ϵ− 2L(f), δ)-IF by definition. Finally, since our choice of ϵ > 2L(f) is arbitrary, it
follows that f ◦ g is (ϵ− 2L(f), δ)-IF,∀ϵ > 2L(f).

D.2 Proof of Lemma 5.2

Proof The proof is similar to the proof of Lemma 5.1 above and left to the reader.
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D.3 Proof of Theorem 5.1

Proof [Post-processing fd ◦ g] Let (x1, x2) ∈ X ×X satisfy dX (x1, x2) < ϵ. It follows from
the assumption of (ϵ, δg)-IF of g and the triangle inequality that

||fd ◦ g(x1, z1)− fd ◦ g(x2, z2)||
≤||fd ◦ g(x1, z1)− g(x1, z1)||+ ||g(x1, z1)− g(x2, z2)||+ ||g(x2, z2)− fd ◦ g(x2, z2)||
<2L(fd) + δg

Now, if
δ−δg
2L(f∗) ≥ 1, then 2L(fd) + δg ≤ 2L(f∗) + δg ≤ δ, ∀d ∈ [0,∞). This implies that

||fd ◦ g(x1, z1)− fd ◦ g(x2, z2)|| < δ for all d ∈ [0,∞). On the other hand, if
δ−δg
2L(f∗) < 1, then

for all d ∈ [
√
2V (1− δ−δg

2L(f∗)),∞) we have

d√
2V

≥ 1− δ − δg
2L(f∗)

=⇒ 1− d√
2V

≤ δ − δg
2L(f∗)

=⇒ 2L(f∗)(1− d√
2V

) ≤ δ − δg

=⇒ 2L(fd) + δg ≤ δ

=⇒ ||fd ◦ g(x1, z1)− fd ◦ g(x2, z2)|| < δ.

Here, the second last line follows from (1− d√
2V

)L(f∗) = L(fd).

[Pre-processing g ◦ fd] Let (x1, x2) ∈ X × X satisfy dX (x1, x2) < ϵ. Now, if
ϵg−ϵ

2L(f∗) ≥ 1,
then

2L(fd) + ϵ ≤ 2L(f∗) + ϵ ≤ ϵg, ∀d ∈ [0,∞).

Hence, ||fd(x1) − fd(x2)|| < ϵ + 2L(fd) ≤ ϵg and it follows from the assumption of (ϵg, δ)-
IF of g that d(g ◦ fd(x1), g ◦ fd(x2)) < δ. On the other hand, if

ϵg−ϵ
2L(f∗) < 1, then for all

d ∈ [
√
2V (1− ϵg−ϵ

2L(f∗)),∞), we have

d√
2V

≥ 1− ϵg − ϵ

2L(f∗)
=⇒ 1− d√

2V
≤ ϵg − ϵ

2L(f∗)

=⇒ 2L(f∗)(1− d√
2V

) ≤ ϵg − ϵ

=⇒ 2L(fd) + ϵ ≤ ϵg

Hence, ||fd(x1)− fd(x2)|| < ϵ+2L(fd) ≤ ϵg and it follows from the assumption of (ϵg, δ)-IF
of g that d(g ◦ fd(x1), g ◦ fd(x2)) < δ. This completes the proof.

D.4 Proof of Theorem 5.2

Proof The proof is similar to the proof of Theorem 5.1 above and left to the reader.
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