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ABSTRACT. We study a variational system of nonlinear hyperbolic partial dif-
ferential equations that describes the propagation of orientation waves in a
director field with rotational inertia and potential energy given by the Oseen-
Frank energy from the continuum theory of nematic liquid crystals. There are
two types of waves, which we call splay and twist waves, respectively. Weakly
nonlinear splay waves are described by the quadratically nonlinear Hunter-
Saxton equation. In this paper, we derive a new cubically nonlinear asymptotic
equation that describes weakly nonlinear twist waves. This equation provides a
surprising representation of the Hunter-Saxton equation, and like the Hunter-
Saxton equation it is completely integrable. There are analogous cubically
nonlinear representations of the Camassa-Holm and Degasperis-Procesi equa-
tions. Moreover, two different, but compatible, variational principles for the
Hunter-Saxton equation arise from a single variational principle for the primi-
tive director field equations in the two different limits for splay and twist waves.
We also use the asymptotic equation to analyze a one-dimensional initial value
problem for the director-field equations with twist-wave initial data.

1. Introduction. In this paper, we analyze a system of nonlinear hyperbolic par-
tial differential equations that is obtained from a variational principle of the form

] {1|nt|2—W(n,Vn)} dxdt =0, n-n=1 (1)
R3xR | 2

Here, n(x,t) € S? is a field of unit vectors depending on a spatial variable x € R?
and time t € R. We call n a director field. The potential energy density W in (1)
is given by the Oseen-Frank energy from the continuum theory of nematic liquid
crystals ([13], Ch. 3.),

1 1 1
W (n,Vn) = S (div n)’ + SLAGE curln)® 4 57 curln|? (2)
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where o, 3, v are distinct, positive constants. As we explain in Section 2, this vari-
ational principle models the propagation of orientation waves in a massive director
field.

The Euler-Lagrange equation associated with (1)—(2) is

ny = aV(divn) — f{Acurln + curl (An)}
+7{B x curln — curl (B x n)} + An, (3)

where
A=n-curln, B =n x curln. (4)

The Lagrange multiplier A(x,t¢) in (3) is chosen so that n-n = 1, and is given
explicitly in terms of n by

A =—ny* +a[|Vn]* — |curln|’] + 2 {ﬁAQ +7|B|*| + (a —~)divB.

In Section 3, we show that (3) is a hyperbolic system of wave equations. This
system has two types of waves, which we call ‘splay’ and ‘twist’ waves. The splay
waves carry perturbations of the director field that are in the same plane as the
unperturbed director field and the direction of propagation of the wave, whereas
the twist waves carry perturbations that are orthogonal to this plane.

The system (3) is invariant under space-time rescalings x — rx, ¢ +— rt for
any r # 0. As a result, the speed of a wave propagating in a given direction is
independent of its frequency and these waves are non-dispersive. The wave speeds,
however, depend on the direction of wave propagation relative to the director field,
and this leads to nonlinear effects since the waves themselves carry rotations of the
director field.

Splay waves were investigated by Saxton [23] and Hunter and Saxton [17]. The
simplest case is that of planar deformations of a director field depending on a
single space variable, with x = (2,0,0) and n(x,t) = (cos(x,t),sin p(z,t),0).
In that case, equation (1) reduces to a scalar variational principle for the angle
p:RxR—T,

1
5/ 5 {#f = a*(P)p} dadt =0 (5)
where a?(p) = o2 cos? ¢ + 72 sin? . The corresponding Euler-Lagrange equation is
ou — [a*(@)ps], +alp)d (p)ps = 0. (6)

Here, and below, a prime denotes the derivative with respect to ¢.

The PDE (6) is one of the simplest nonlinear, variational generalizations of the
linear wave equation one can imagine. Nevertheless, the effects of this nonlinearity
are remarkable. The derivative @, of smooth solutions of (6) typically blows up
in finite time due to the formation of cusp-type singularities [14]. The PDE has
global weak solutions, which are continuous but not smooth. Furthermore, in sharp
contrast with the more familiar case of hyperbolic conservation laws [8], equation
(6) has two natural classes of weak solutions: dissipative weak solutions; and con-
servative weak solutions that are compatible with the variational and Hamiltonian
structure of the equation. The global well-posedness of the initial value problem for
(6) for conservative weak solutions is proved in [5].

The use of weakly nonlinear asymptotics to study solutions of (6) that consist
of small, localized perturbations u(z,t) of a smooth solution ¢y with a’(pg) # 0,
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leads, after a suitable normalization, to the Hunter-Saxton (HS) equation [17],

1
(ue + wug), — Eui =0. (7)
The variational principle for (7) corresponding to (1) is
1
6/ 3 {ugue + uul} dadt = 0. (8)

Equation (7) is completely integrable [18, 2, 20], and possesses global dissipative
and conservative weak solutions [19, 26, 3, 9].

In this paper, we study the full system (3) of director-field equations, where
qualitatively new phenomena arise that are not present for the scalar wave equation
(6). The structure of the full system is most easily seen in the case of three-
dimensional deformations of the director field that depend on a single space variable.
We may then write x = (x,0,0) and

n(x,t) = (cos p(x,t),sinp(x,t) cos(x,t),sin p(x, t) sin ¢ (x, t)) (9)

where ¢, 1 are spherical polar angles. Then, for director fields of the form (9), the
variational principle (1) becomes

5/% {7 —a®(0)es +a°(p) [V7 = V*(p)¥3]} dadt =0, (10)
where
a®() = asin® ¢ + 7y cos® g,
b?(¢) = Bsin® ¢ + v cos® ¢, (11)
*(p) = sin? .
The Euler-Lagrange equation associated with (10) is a coupled system of wave
equations,
Ot — (a2<pm)m + ad' @2 + @bV'? — qq (z/Jf — b%/zi) =0, (12)
Vet — (b21/)m)m + 27(]’ (ehe — b*put5) = 0. (13)

Variations of the angle ¢ correspond to splay waves, and variations of the angle v to
twist waves. The splay-wave speed a and the twist-wave speed b depend on ¢ only,
and the wave equation for ¢ is forced by terms that are proportional to quadratic
functions of derivatives of 1. When 1) is constant, the system (12)—(13) reduces to
(6).

The main result of this paper is an asymptotic equation for localized, weakly-
nonlinear twist waves. Denoting the perturbation of ¢ by u and the perturbation of
1 by v, we find, after a suitable normalization, that u(z,t), v(x,t) satisfy the PDE

(v + uv,), =0,
2 (14)

Ugy = V.

The variational principle for (14) corresponding to (1) is

5/% {vm (vt + uvg) + %ui} dxdt = 0. (15)

Equation (14) is a cubically-nonlinear, scale-invariant system that consists of an
advection equation for v in which the advection velocity w is reconstructed non-
locally and quadratically from v. We may interpret (14) as follows: a twist wave
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with amplitude v nonlinearly generates a splay wave with with amplitude u (second
equation); and the splay wave then affects the propagation velocity of the twist
wave (first equation).

Remarkably, the elimination of v from (14) implies that u satisfies the derivative
of the HS-equation,

1
(ug +uug), — gui =0. (16)

Thus, the transformation
u— (u,v) where v2 = U, (17)

relates a solution u of (16) with a solution (u,v) of (14). Moreover, under this
transformation, the variational principle (15) gives a different variational principle
for (16) than (8), and the Hamiltonian structures associated with these two vari-
ational principles are compatible. The resulting bi-Hamiltonian structure of the
HS-equation explains its complete integrability [18], and it follows that (14) is also
completely integrable (see Section 5).

The transformation (17) from solutions u of (16) to solutions (u,v) of (14) is
neither one-to-one nor onto. Only convex solutions of (16) with u,, > 0 can be
obtained from solutions of (14), while multiple solutions (u,v) of (14) for which v,
has the same magnitude but different signs (which may depend on z) correspond
to the same solution of (16). Moreover, because of the nonlinear nature of the
transformation, distributional solutions of (16) do not necessarily transform into
distributional solutions of (14). Nevertheless, equation (14) provides an interesting,
and new, representation of the HS-equation (16) for u as an advection equation for
another variable v. As we show in Section 5, there are similar representations of
the Camassa-Holm [7] and Degasperis-Procesi [10] equations.

We now summarize the contents of this paper. In Section 2, we describe the sys-
tem of PDEs (3) for the director-field, and compare it with some other variational
wave equations. In Section 3, we study the linearized equations. In Section 4,
we derive asymptotic equations for weakly nonlinear, non-planar splay and twist
waves. In Section 5, we show that (14) leads to the HS-equation, and describe its
bi-Hamiltonian structure and integrability. In Section 6, we solve (14) explicitly by
the method of characteristics, and use the result to solve an initial-boundary value
problem for (14) that arises in Section 7. In Section 7, we construct an asymptotic
solution of the one-dimensional initial value problem for the director-field equations
with initial data corresponding to a small-amplitude, compactly supported twist
wave. Finally, in Section 8, we derive asymptotic equations for weakly nonlinear,
spatially periodic twist waves. The algebraic details of the derivations are summa-
rized in the Appendix.

2. Director fields and variational principles. The system of wave equations
we study here is motivated, in part, by continuum models of nematic liquid crystals.
We consider a medium composed of rods that are free to rotate about their center of
mass but do not, on average, translate (meaning that the medium does not ‘flow’).
We specify the mean orientation of the rods at a spatial location x € R3 and time
t € R by a director field n(x,t) € S2.

We suppose that, in the absence of boundary constraints, the energy of the
director field is minimized when it is in a uniform state, and that work is required
to deform it to a spatially nonuniform state. A natural choice for the potential
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energy W of a director field n is then

W(n) = W(n, Vn) dx, (18)
RS
where the potential energy density W is a quadratic function of Vn with coefficients
depending on n.
We suppose that the potential energy is invariant under reflections n — —n, as is
the case for uniaxial nematic liquid crystals,' and also under simultaneous rotations
and reflections of the spatial variable and the director field,

x — Rx, n— Rn for all orthogonal maps R : R® — R3. (19)

Then, up to a null-Lagrangian, the potential energy is given by the Oseen-Frank
energy (2). Following the theory of nematic liquid crystals, we call «, (3, v the
elastic constants of splay, twist, and bend, respectively. For typical nematics they
satisfy 0 < 8 < o < .

To model the dynamical behavior of the director field, we suppose that the rods
have rotational inertia and neglect any damping of their rotational motion. In that
case, the rotational kinetic energy of the director field is proportional to |n;|?, and
(normalizing the moment of inertia per unit volume of the director field to one) the
principle of stationary action implies that the motion of the director field is given
by the variational principle (1), with Euler-Lagrange equation (3).

This model is not applicable to standard liquid crystal hydrodynamics in which
the motion of the director field is dominated by viscosity and the effects of rotational
inertia are negligible. Nevertheless, it is conceivable that these equations could
model the high-frequency excitation of liquid crystals composed of molecules, or
rods, with a large moment of inertia.

When the elastic constants are distinct, the potential energy density W(n, Vn)
in (2) depends explicitly on n. In the one-constant approximation a@ = 3 = -, the
function W reduces, up to a null-Lagrangian, to the harmonic map energy density,

W (Vn) = %a Val?, (20)

and the explicit dependence on n drops out. The corresponding PDE (3) reduces
to the wave-map equation (or nonlinear sigma model) for maps from Minkowski
space-time into the sphere [25],

ng = An + An, A=—n* +|Vn]*. (21)

The energy density in (20) is invariant under a larger group of transformations than
those in (19), namely

x — Rx, n— Sn for all orthogonal maps R, S : R? — R3. (22)

All of the nonlinear phenomena we study here vanish in this case. Thus, the qual-
itative behavior of (3) with distinct elastic constants is very different from that of
the wave map equation (21). We assume throughout this paper that a, [, v are
distinct positive constants.

It is interesting to compare the director-field equation with the Einstein field
equation in general relativity. The Einstein-Hilbert action density for the vacuum
Einstein equation may be written, after an integration by parts, as a quadratic

L1f the directions n and —n are identified, then we get a director field n : R3 x R — RP2. The
global topological difference between S? and RP? is important for the study of defects, but here
we are concerned with small perturbation of the director field and this difference is not relevant.
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function of derivatives of the metric g with coefficients depending on g. Moreover,
after a suitable choice of gauge, the Einstein equation is hyperbolic and the wave
operator acting on the metric has coefficients that depend on the metric. In this
respect, the Einstein equation for the metric tensor field g is analogous to the direc-
tor equation (3) for the director field n. Like the director-field equation, but unlike
the wave-map equation, the Einstein equation is invariant under suitable simultane-
ous transformations of the domain and range spaces, but not under a larger group
of separate transformations of the domain and range. Despite this similarity, the
nonlinearity of the Einstein equation is more degenerate than that of director-field
equation. Weakly nonlinear asymptotic expansions for small-amplitude, localized
gravitational waves in general relativity, analogous to the ones used here for direc-
tor fields, leads to linear equations. One can, however, derive strongly nonlinear
asymptotic equations for large-amplitude, localized gravitational waves [1].

Liquid crystalline phases are the result of a continuous breaking of rotational
symmetry, and the orientation waves we analyze here may be regarded as associated
Goldstone modes [22]. Similar phenomena would occur for other non-dispersive
Goldstone modes in classical fields with continuously broken symmetry in which the
energy density W associated with a set of order parameters ¥* has the anisotropic
form

owe o
Oxt Ox7’

rather than the more commonly assumed isotropic Ginzburg-Landau density pro-
portional to [V¥¢|?  such as the harmonic map energy (20). As the example of
liquid crystals illustrates, the Ginzburg-Landau energy density is not dictated by
general symmetry arguments in anisotropic media. For long-wave variations, it is
natural to retain as leading-order terms in the energy those that are quadratic in
the spatial derivatives of the order parameters, but the order parameters them-
selves may vary by a large amount, and one should retain any dependence of the
coefficients of the spatial derivatives on the order parameters. The analysis in this
paper shows that this dependence leads to qualitatively new nonlinear effects in
comparison with the isotropic case when the field equations are hyperbolic PDEs.

W () = A, (¥°)

3. Orientation waves. In this section, we show that (3) forms a hyperbolic system
of PDEs, and describe the corresponding waves.
We consider solutions of (3) of the form

n(x,t) = ng + n'(x,t),

where n’ is a small perturbation of a constant director field ng. We linearize the
resulting equations for n’, and look for Fourier solutions of the linearized equations
of the form

n/(x, t) _ ﬁeik-xfiwt'

Here, k € R3 is the wavenumber vector, w € R is the frequency, and n € R? is a
constant vector.
We find that (see Appendix A.1) w satisfies the linearized dispersion relation

[w? — a®(k;ng)] [w® — b (k;ng)] =0, (23)
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FIGURE 1. The characteristic variety of (3) in two space dimen-
sions. The x, y axes of the plot correspond to k1, k2 and the z-axis
to w.

where, with k£ = |k|,
a*(kino) = o [k = (k-m9)’| +7 (k- no)? (24)
B(kimg) = 6 k2 = (k-m0)*| +7 (k- no)* (25)

Thus, if o # 3, the characteristic variety of (3) consists of two nested elliptical
cones (see Figure 1). There is a loss of strict hyperbolicity when k is parallel to ng,
corresponding to a wave that propagates in the same direction as the unperturbed
director field.

The waves associated with the branch w? = a?(k;ng) carry perturbations of the
director field with n = R, where

R (k;ng) = ng x (k xng) =k — (k- ng) no. (26)

We call these waves splay waves. The perturbations of n are in the plane spanned
by {k,no} and are orthogonal to ng (as required by the constraint that n is a unit
vector).

The waves associated with the branch w? = b?(k; ng) carry perturbations of the
director field orthogonal with n = S, where

S (k, Ilo) =k x ng. (27)

We call these waves twist waves. The perturbations of n are orthogonal to the plane
spanned by {k,ng}.

There is a fundamental difference in how the splay and twist wave speeds depend
on ng. From (24), (26) we find that the derivative of the splay-wave speed in the
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direction of the perturbation carried by the wave is given by

(a—7)
Vnea(k;ng) - R(k;ng) = Talking) (ko) |k* — (k- HO)Q} : (28)
If a # ~y, this quantity is nonzero provided that k is not parallel or orthogonal to
ng. On the other hand, from (25), (27) we find that the derivative of the twist-wave
speed in the direction of the wave is identically zero,

Vnob(k; 1’10) . S(k, 1’10) =0. (29)

By analogy with the terms introduced by Lax in the context of first-order hy-
perbolic systems of conservation laws [8], we say that a wave-mode satisfying a
second-order hyperbolic system of variational wave equations, whose wave speeds
are functions of the dependent variables, is genuinely nonlinear if the derivative
of the wave speed with respect to the dependent variables in the direction of the
wave is nonzero, and linearly degenerate if the derivative is identically zero. Thus,
the splay waves are genuinely nonlinear when they do not propagate in directions
parallel or orthogonal to the director field, and the twist waves are linearly degen-
erate. This linear degeneracy may be seen in the asymptotic system (14), where
the advection velocity u of v is independent of v. It may also be seen in the one-
dimensional system of wave equations (12)—(13), where the wave speed b(y) of ¢ is
independent of 1. The splay waves are genuinely nonlinear, except at values of ¢
such that a’(¢) = 0.

4. Weakly nonlinear waves. In this section, we derive asymptotic equations
for weakly nonlinear, non-planar splay and twist waves. First, we show that the
amplitude u(z,t) of a propagating splay wave satisfies the Hunter-Saxton equation
(7). Then, using a different ansatz, we show that the the amplitude v(xz,t) of a
propagating twist wave satisfies the system (14), where u(x,t) is the amplitude of
a higher-order forced splay wave that is generated nonlinearly by the twist wave.

In the last part of this section, we analyze the exceptional case of waves that
propagate in the same direction as the unperturbed director field, when there is a
loss of strict hyperbolicity and the orientation waves are polarized.

The algebraic details of the derivations are summarized in Appendix A.

4.1. Splay waves. Weakly nonlinear asymptotics for genuinely nonlinear splay
waves leads to the quadratically nonlinear Hunter-Saxton (HS) equation [17]. We
summarize the expansion here.

Let € be a small positive parameter. We look for a high-frequency asymptotic
solution n®(x,t) of (3) as e — 0T, with phase ®(x,t), of the form

n°(x,t) =n (M,x,t;a) : (30)

5
n(6,x,t;¢) = ng(x,t) + eny (0, x,t) + O(?). (31)

Here, no(x,t) is a given smooth solution of (3).

We consider localized waves, such as pulses or fronts, rather than periodic waves.
In that case, the expansion (30)—(31) provides an asymptotic solution of (3) near
the wavefront ®(x,t) = 0, where § = O(1), but it need not be uniformly valid away
from the wavefront. We may obtain a global solution by matching the resulting
‘inner’ solution for a localized wave, valid when ® = O(e), with a suitable ‘outer’
solution, valid when ® = O(1). For example, we use this procedure to obtain
a global asymptotic solution of a one-dimensional Cauchy problem with localized
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initial data in Section 7. If the waves are spatially periodic, then additional mean-
field interactions arise (see Section 8).
We define the local frequency w(x,t) and wavenumber k(x,t) by

w=-®;, k=Vo. (32)

We assume that k # 0. It follows from the expansion that w, k satisfy the linearized
dispersion relation (23), and we suppose that they satisfy the splay-wave dispersion
relation, w? = a? (k;ng). The phase ® then satisfies the linearized eikonal equation

®? — a* (Vo;np) = 0.

We restrict our attention to regions of space-time without caustics, and assume that
®(x,t) is smooth and single-valued.
We find that (see Appendix A.2)

ny(6,x,t) = u(f,x,t) R(x, t),

where R(x,t) is defined by (26). The scalar wave-amplitude function u(6,x,t)
satisfies the HS-equation

1
(u¢ +a- Vu+ Tuug + Pu), = Efug. (33)
In this equation, a(x,t) is the linearized group velocity vector (a = Viw),
1

a:;[ak—(a—ﬂ(k'no)no],

I'(x,t) is the genuine-nonlinearity coefficient (I' = Vy,w - R),

F_—<a_ﬁy>(k'no) [k2—(k'n0)2]v

w

and P(x,t) is given by
(wRQ)t + div (wRQa)
2wR? ’
where R2 = |RJ2 = k% — (k-ng)°. Equation (33) follows from the variational
principle

1
5/ §wR2 [ug (uy + a - Vu) + Tuuj] dfdxdt = 0.
Introducing a derivative along the rays associated with ®,
85 = 815 +a- V,

we may write (33) as an evolution equation for u along a ray,
1

(us + T'uug + Pu), = 51"u§. (34)
If J(x,t) is a non-zero ray-density function such that J; + div (Ja) = 0, then we
have
R2
po WB), Js.
2wR? 2J

and the change of variables

R? R2 1
\/“’TuHu, D — 0y, \/“’TFawat

reduces (34) to the Hunter-Saxton equation (7).
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4.2. Twist waves. We consider the propagation of weakly nonlinear twist waves
with non-zero wavenumber vector k through an unperturbed director field ny. We
assume that « # 3 and k is not parallel to ng. These conditions ensure the strict
hyperbolicity of the system.

As a result of their linear degeneracy, there are no quadratically nonlinear effects
on small amplitude twist waves, and the use of an expansion of the form (30)-(31)
for twist waves leads to linear equations. There are, however, cubically nolinear
effects, and to retain these we modify the ansatz to allow for perturbations with
higher magnitude, of the order £'/2. We therefore look for an asymptotic solution
of (3) of the form

ne(x,6) = n (q)(:’t),t;a) , (35)

n(0,x,t;¢) = ng(x,t) + /%0, (0, x,t) + eny (0, x, 1) + O(c%/?) (36)
as € — 07, where ng is a solution of (3).
We find that (see Appendix A.3) the local frequency and wavenumber (32) satisfy

the linearized dispersion relation (23), and we suppose that w? = b%(k;ng). The
phase @ satisfies the eikonal equation

®7 — b? (Vo;np) = 0.

Moreover, we get
n, = oS, (37)
n = — (220 kong)uR 4+ Lo (k x 8) (38)
a—0 2 ’
where R(x,t), S(z,t) are defined in (26), (27) and the scalar amplitude-functions
u(f,x,t), v(0,x,t) satisfy

(vt +b - Vo + Auvg + Qu), =0, (39)
ugy — ’Ug. (40)

Here, b(x,t) is the group velocity vector,

= % Bk — (6 —7) (k- np)ng],
A(x,t) is given by
(B =7

teen

(k-n0)* [k2 = (k- no)?
and Q(x,t) is given by
(wS2)t + div (wS2b)

2wS? ’
where 5% = |S|2 — (k- ng)®. (With the normalization we adopt for R and S,
we have R? = §2.) Equatlons (39)-(40) follow from the variational principle

5/ wS2[ vt—l—b-Vv)—i—A(uug—i—%ug)} dfdxdt = 0.

The solution (35)—(38) consists of a leading-order twist wave with amplitude v
and a higher-order forced splay wave with amplitude u that propagates at the twist-
wave velocity. The amplitude and frequency of the forced splay wave are O(e) and
O(1/e), respectively, which is the same scaling as in the weakly nonlinear solution
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for a free splay wave given in Section 4.1. The term proportional to v? in ny ensures
that n is a unit vector up to the first order in .

The coefficient A of the nonlinear term in (39) is non-zero if § # v and k is not
parallel or orthogonal to ng. If k, ny are constant and k is orthogonal to ng, then
there are exact large-amplitude traveling twist-wave solutions [11, 12, 24] and no
weakly nonlinear effects arise. If k is parallel to ng, then there is a loss of strict
hyperbolicity and one obtains a system of asymptotic equations instead of a scalar
equation. We consider this case in Section 4.3.

Introducing a derivative along the rays associated with ®,

0s =0, +b-V,
we may write (39)—(40) as
(vs + Auvg + Qu), =0, ugg = vg. (41)

If K(x,t) is a non-zero ray-density function such that K; + div (Kb) = 0, then we

have
(wSQ) . K

@="3.52 3K

and the change of variables

wS? fwS? wS?
YUHU, ?’U'—>’U7 89’-’(91, ﬂas'—)at

reduces (41) to (14).
Equation (14) differs from another cubically-nonlinear, scale-invariant modifica-
tion of the HS-equation [17, 4],

(us + u2um)z = uu?, (42)

given by the variational principle
1
5/ 3 {uxut + u2ui} dxdt = 0.

Unlike (14), equation (42) is an asymptotic limit of the scalar wave equation (6).
It arises when there is a loss of genuine nonlinearity at the unperturbed state g,
meaning that a’(¢g) = 0 but a”’(po) # 0. Next, we derive a generalization of (42)
for non-planar deformations, given in (46)—(47), which describes the propagation of
polarized orientation waves in the same direction as the unperturbed director field.

4.3. Polarized waves. The equations of motion (3) are invariant under spatial ro-
tations and reflections that leave n fixed. As a consequence of this invariance, there
is a loss of strict hyperbolicity and genuine nonlinearity for waves that propagate in
the same direction as n. The resulting polarized orientation waves are described by
a cubically nonlinear, rotationally invariant asymptotic equation, which we derive
in this section. An analogous phenomenon occurs for rotationally invariant waves
in first-order hyperbolic systems of conservation laws [6].

To analyze such waves, we suppose that the unperturbed director field ng is
constant, and the wavenumber vector k = kng is constant and parallel to ng. We
look for an asymptotic solution n® of (3) as ¢ — 0T of a similar form to the one
used for twist waves,

. (k-x—wt )
n=n|—x,te),
€
n(0,x,t;¢) = ng 4+ /%01 (0, x,t) + eny (6, x, ) + O(3/?).
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We find that w? = yk? (see Appendix A.4), and

n;=—u where ng - u = 0,
n; =-—3 (u-u)ng.
The leading-order perturbation u(, x,t) satisfies the equation
— k2
ug: + ino -Vug + M (u-ug)yu
k 2w
(B =)k 43)
+ T{[(u u) ugl, — (up - ug) u} =0,
w
which is derived from the variational principle
1 — B)k?
5/§{u9~(ut+%no-Vu) 4—%@-@)2
— k2
—I—M(u -u) (uyg - 119)} dfdxdt = 0.
2w
Making the change of variables
O+ =no-V =y Oy s,
and rescaling u, we can write (43) in a normalized form for u(z,t) € R? as
Uy +(p—v)(u-u),ut+vi(u-uu), —v(u, u,)u=0, (44)
where
_a—9 _B—n
p= . v=—
v Y

The corresponding variational principle is
5/%{um.ut+(M—l/)(u.u1)2+u(u-u)(um.uw)} dedt = 0.
Writing u = (ucosv, usinv), we find that this variational principle becomes
5/ % {ugue + puu + u® (vpvy + vuo?) } dadt = 0. (45)

This result is consistent with what we obtain by expanding the one-dimensional
variational principle (10)—(11) as ¢ — 0, when
a® ~ag+ (a=)9% B ~ag+(B-7)e? @~

and making a unidirectional approximation d; ~ —ad, in the resulting Lagrangian.
The Euler-Lagrange equations for (45) are
(ut + uuzux)m — pun? — uv, (vt + 2uuzvx) =0, (46)
1
(vt + Vu2vz)m + 2vuug v, + " (uzvy + ugvy ) = 0. (47)

This system is a coupled pair of wave equations for u and v. The radial mode u
has velocity pu?, so it is genuinely nonlinear when u # 0, while the angular mode
v has velocity vu?, so it is linearly degenerate. If v is constant, corresponding to a
plane-polarized wave, we recover the scalar cubic equation (42) for w.
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5. Integrability and Hamiltonian structure. In this section, we show that
the twist-wave equation (14) is a completely integrable, bi-Hamiltonian PDE, and
that if (u,v) satisfies (14), then u satisfies the derivative HS-equation (16). This
relation may be not completely unexpected, since the amplitude of a free splay-
wave satisfies the HS-equation, and u represents the amplitude of a forced splay
wave in the asymptotic solution (30)-(31) for twist waves, as can be seen from (38).
Nevertheless, it is striking that two independent asymptotic expansions lead, in
different ways, to two distinct forms of the same asymptotic equation.

We begin by describing the relation between (14) and the derivative HS-equation
(16). In order to obtain the corresponding relation for the Camassa-Holm (CH)
equation at the same time, we consider the following generalization of (14):

(v¢ +uvy), =0, (48)

Mu = v2, (49)

where M is a self-adjoint linear operator acting on functions of x that commutes
with 0. If M = 02, then (48)—(49) is (14).

We suppose that u, v are smooth solutions of (48)—(49). Differentiating (49) with

respect to t, using (48) to write v, in terms of u, v and their spatial derivatives,
then using (49) to eliminate v from the result, we find that u satisfies

my + muy + (mu), =0 with m = Mu. (50)
If M = 9?2, then (50) is the HS-equation (16); if M = 92 — 1, then (50) is the
CH-equation [7],
1
(u + uug), — gui] = Uy + 3uty,.

Conversely, if u is a smooth solution of (50) with m > 0, and we define v, = /m,
then (u,v) satisfies (48)—(49).

Because of the nonlinearity of this transformation, difficulties arise in its appli-
cation to distributional solutions. For example, the function

A A S
S 2x/t >0

is a weak solution of the HS-equation (16) in ¢ > 0, and
2
Ugg (2, 1) = 26(,@)

is non-negative in the sense of distributions. There is, however, no standard way to
define a distribution v such that u,, = v2.
An interesting further generalization of (14) is given by [21]

(v +uvy), =0, Mu =2, (51)
where p is some exponent (the previous equations correspond to p = 2). Then, as
in the above discussion, we find that u satisfies

my + pmuy, + mu, =0 with m = Mu. (52)
Conversely, if u is a smooth solution of (52) with m > 0, and v, = m'/?, then
(u,v) satisfies (51). If p = 3 and M = 92, then (52) is the second z-derivative of
the inviscid Burgers equation, while if p = 3 and M = 92 — 1, then (52) is the
Degasperis-Procesi equation [10],

(ur + uug),, = ur + 4un,.
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In the following we will only consider the case p = 2.

The HS-equation (16) is bi-Hamiltonian and completely integrable [18], so (14)
is also. Next, we describe these Hamiltonian structures.

The system (48)—(49) is obtained from the variational principle

1 1
5/ 3 {—Utvx — uvi + guMu} dxdt = 0.

Variations with respect to u yield (49), and variations with respect to v yield (48).
We may eliminate u by means of the constraint equation u = M ~! (v2) to obtain
a variational principle for v alone,

5/ { Vg — viMf1 (vi)} dxdt = 0. (53)
The Euler-Lagrange equation for (53),
[vr+ M~ (v2) ve] =0, (54)

is equivalent to (48)—(49). Here, and below, we assume that operators such as M
and J, are invertible; this requires the addition of suitable boundary conditions
which we do not specify explicitly.

Making a Legendre transform of the Lagrangian in (53), we get the corresponding
Hamiltonian form of (54),

1 (0H 1 _
vy =0t <%) ., H= Z/ng Y (02) da, (55)

where 0, ! is the constant Hamiltonian operator associated canonically with the
variational principle (53).

Proposition 1. Let {F,G} denote the Poisson bracket of functionals F, G of v
associated with the constant Hamiltonian operator 0, !,

(7, g}—/‘;faw <‘;f) de. (56)

Under the change of variables v = M™! (Ug), where M is a self-adjoint linear

operator, the bracket (56) transforms formally into a Lie-Poisson bracket

0= [ (32) o o

J = —2M"" (md, + 8ym) M, (58)

where m = Mu.

Proof. First, we consider the nonlinear change of variables m = v2. Variations of
v of the form v® = v+ ¢k + ... lead to variations m® = m +ech + ... of m where
h = 2v,k,. For any functional f of m, with ¢ = F(m*®), we have

d €

—F :/5—fhdz
de ™ |._, om

Writing A in terms of k& and using the skew-adjointness of J,,, we compute that
1)
= —2/ (—]:vm> kdx.
e=0 om T

d_sj:
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Since
d

de

€

F :/‘Ekd:p
e=0 0

5;7: = -9 5_‘7:\/5
ov om

Using this equation in (56) and integrating by parts, we get

(F.G} = 4/(5—f\/a>$§—imdx

we conclude that

x

om
= —2/:;]; (Mg + 0y m)g—gd:c
Making the linear change of variables v = M ~!m in this expression, and using the
self-adjointness of M, we get (57)—(58). O

The Hamiltonian form of (50) for u that corresponds to (55) for v is therefore

1
ut=J<?9—7;>, sz/uMud%

where J is given in (58).
To give a second Hamiltonian structure for (48)—(49), we define a skew-adjoint
operator K, depending on v, by
K =v,0, Tyt (59)

where M is a self-adjoint linear operator commuting with 0., as before.
We find that the operator (59) satisfies the Jacobi identity if the quantity

(ghs — hgw)Mfw + (hfw — fha) Mgy + (f9z — 9fe) Mhy

is an exact z-derivative for arbitrary functions f, g, h. This condition holds for
M = 92, since

and the terms that are not exact derivatives cancel under a cyclic summation. The
condition also holds for M = 92 — 1. Moreover, in those cases, (c10; " + c2K)
satisfies the Jacobi identity for arbitrary real constants c1, ca, so that 9;! and K
define compatible Hamiltonian structures.

The Hamiltonian form of (54) with respect to K is

v =K (i—f) , P = /Ufc dx. (60)

If M =92, then K = v,0; 3v,, and (60) is equivalent to (14).
Under the transformation m = v2, equation (60) becomes

~ [
my = K <—P) , P = / mdz,
om

K = — (mdy + d,m) (85 ' M~Y) (md, + d,m)

which gives (50).
When M = 92, equations (55) and (60) provide a bi-Hamiltonian structure for

(14). One can then obtain an infinite sequence of commuting Hamiltonian flows by
recursion. We will not write them out explicitly here, but we remark that among
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them is a Hamiltonian structure for v which maps to the Hamiltonian structure for
u canonically associated with the variational principle in (8).

Lax pairs for (14) follow directly by transformation of the Lax pairs for the
HS-equation [18]. We define

xT-xr

L=0,"20;" A= % (udy + Ozu) .

Then, using the identity f0;! — d;'f = 0, 1f.0, ', we compute that the Lax
equation L; = [L, A] is equivalent to

(2),+ (w24 g2) =0, w =it

which may be rewritten as (14). Alternatively, we can set u = ;% (v2) in the
original Lax pair.

6. Method of characteristics. In this section, we solve (14) by the method of
characteristics. The explicit nature of the solution is not surprising in view of the
complete integrability of the equation discussed in the previous section.

Proposition 2. Let (§,7) be characteristic coordinates for the PDE (14), where

= X(), t =7, and write U(§,7) = uw(X(£,7),7), V(E,7) = v(X(§7),7).

Then a formal solution of (1/) is given by

$FZ(A+ B)?
2A¢B;

where A(€), B(t), F(&), G(1), H(T) are arbitrary functions.

U=X,, V=F+GaG, X:—/ dé + H, (61)
0

Proof. Writing (14) in terms of characteristic coordinates (&, 7) in which 7 = ¢ and
r, = u, we find that the PDE becomes

J
X, =0, Ver =0, @anmzvg

where J(&, 7) is the Jacobian J = X. It follows that V(§,7) = F(£) + G(7), where
F, G are functions of integration, and

J
Jr=Us,  Ug— 2Ug=F?.

J
The elimination of U from these equations yields a PDE for J,
JeJr 9
Jﬁ'r - J = Ff .
Making the change of variables n = n(§) where 7 = Fg, and J = —e ¥, we find
that this PDE transforms into an integrable Liouville equation,
K, = e,
The general solution is
K _ 2A,B;
(A+B)*’
-K

where A(n) and B(7) are arbitrary functions. Integrating the equation X = —e
with respect to £ , we find that X is given by (61), which proves the result. O
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uyv

FIGURE 2. Schematic structure of the solution of the IBVP (62)—
(65).

Next, we consider an IBVP for (14) in —oco < 2 < 00,

(vt +uvy), =0, (62)
Upy = V2, (63)
with the initial condition
v(z,0) = F(x), (64)
and the boundary conditions
Uz (00, t) = oy (1), Ug (—00,t) = o_(t). (65)

Here, we assume that F' is a smooth function such that F}, has compact support.
Equation (62) then implies that v, (z,¢) has compact support in z, whenever a
smooth solution exists, and (63) implies that u(z,t) is a linear function of x for
sufficiently large positive and negative values of x. The boundary conditions (65)
specify the corresponding values of u,. We illustrate the structure of the solution
schematically in Figure 2.

In order for this IBVP to have a smooth solution, the initial data F'(x) and the
boundary data o_(t), o4 (t) must satisfy certain compatibility conditions, which we
derive next.

Proposition 3. Suppose that u, v are smooth solutions of (62)-(63) such that
vy (-, t) has compact support. Then

d 1.,
where [ denotes the jump from x = —o0 to x = co.

Proof. Since v, has compact support, it follows from (63) that v is a linear function
of x for large negative and positive values of x. Moreover,

[uz] = /00 v d. (67)

— 00
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Multiplying (62) by v, and using (63) to rewrite the result, we get

(’Ui)t + (uvi + 1ui) =0

Integrating this equation with respect to z, and using the fact that v, has compact

support, we find that
d [T Lol _

Using (67) to eliminate v2 from this equation, we get (66). O

It follows from this proposition that the data o4 must satisfy

doy 1 5 do_ 1,
o 2%~ ar T (68)

Moreover, integrating (63), evaluated at t = 0, with respect to z, and using (64)—
(65), we find that

ﬂ@—m@:/w@m. (69)

— 00
The next proposition establishes the existence of smooth solutions of the IBVP
(62)—(65) for compatible data. The solutions are not unique, since we may add an
arbitrary function of time to v, and an arbitrary function of time to u (together
with an appropriate time-dependent translation of the spatial coordinate ). We
can remove this non-uniqueness by specifying, for example, u, v as functions of time
at some value of x.

Proposition 4. Suppose that F' : R — R is a smooth function and that F, has
compact support. Also suppose that o+,0_ : [0,t.) — R are smooth functions
defined in some time interval 0 < t < t,, where 0 < t, < oo, that satisfy (68), (69).
Then there is a smooth solution of (62)-(65), defined in —oo < x < 00, 0 <t < t,.

Proof. If F(x) = Fy is constant, then (68)-(69) imply that o4 (t) = o_(¢), and a
solution is u = zo4(t), v = Fy. We therefore assume that F' is not constant.

We then have, from (69), that o_(0) < 04(0). Equation (68) implies that
d 1
g 0+ —0-)+ 5 (o4 +o-) (o4 —0-) =0,

so o_(t) < op(t) for all 0 <t < ¢,.
We choose constants n— < 14 < 0 such that

m—m:/ F2(¢) de,

— 00

and define the function n(§) by

13
nE) = -+ / F3(¢') de’

— - [ R4
¢
We also define a Jacobian J(&, 7) by

[(ns —n) Ey + (n—n_) E_]?

= (4 —n-) (o4 —0-)
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where
pr) = en{-1 [t -0 ar'}, (1)
E_(r) = exp{—ki /0 o () — o (7] dT’}. (72)

One can verify that J = X¢ is obtained from (61) with

1 e | B —E (1)
B() [77+E+(T)—77E(T)]'

We then let

¢
X(€,7) :/0 J(€,7) de
U(&T) = XT(§77)7 V(g) = F(g)

Since F_,E, > 0, n— < 1y, and n_ < n < 7y, we see from (70) that J >
0. It follows that the transformation x = X(§,7), ¢ = 7 between spatial and
characteristic coordinates is smoothly invertible, and, according to Proposition 2,
these expressions define a smooth solution of (62)—(63), as may be verified directly.
We show that this solution satisfies the required initial and boundary conditions.

First, at 7 =0, we have Fy = E_ =1 and o4 —o_ =n4 —n_. It follows from
(70) that J =1 at 7 =0, so x =&, and v(z,0) = F(z).

Second, using the equation

Ue  J,
Uy = 7 = 7
Xe  J
we compute from (70) that
dE dE_
g ® A o)
(m+ —m) By +(n—n-) B oy —0-
From (71)—(72), we have
dE, 1 dE- 1
ar 4 (o4 —0-) Ey, 4 i (0f =0 ) E_,
and from the jump condition (68), we have
d 1
. (0p—0_) = 3 (cF —02).

Using these equations to eliminate 7-derivatives from the expression for u, and
simplifying the result, we get

(ny —mo_Ey +(n—n-)oy E_

T T o~ Byt () B-
It follows that u, = o_ at © = —oo, when n = n_, and u, = 04 at © = oo, when
="+ O
For example, let us consider what happens when the derivative u, vanishes at
r=—o0orx=o00. If o_ =0, then o, > 0 satisfies the equation
dg—: + %Ui =0,
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which has a global smooth solution forward in time,

_ o4(0)

1+ o(0)/2

It follows that (62)—(65) has a global smooth solution forward in time, which may

be specified uniquely by the requirement that u = v = 0 at * = —oo. This case

corresponds to the one that arises for the fast twist waves analyzed in Section 7.4.
On the other hand, if o4 = 0, then o_ < 0 satisfies the equation

o4 (1)

do— 1,
a 27 =0
whose solution )
o_
() = ——=
-0 =T oz

blows up as t 1 t., where t, = —2/0_(0) > 0. Thus, a smooth solution of (62)-
(65) exists only in the finite time-interval 0 < ¢ < t,. The derivative u, blows up
simultaneously in the entire semi-infinite spatial interval to the left of the support of
Vg, S0 it does not appear possible to continue the smooth solution by a distributional
solution after the singularity forms.

7. One-dimensional equations. In the previous sections, we have shown that
the propagation of a twist wave is described by (62)-(63), where v is the amplitude
of a twist wave and u is the amplitude of a forced splay wave. In this section we
analyze the propagation of a twist wave, and the consequent generation of a splay
wave, for deformations of the director field that depend on a single space variable.
Rather than use the general equations, we start from a one-dimensional form of (3).
This permits a considerable simplification and provides additional insight into the
structure of the equations.

The structure of the solution depends on whether the twist waves are faster
or slower than the splay waves (see Figure 3). When the twist waves are faster,
they move at a constant velocity into an unperturbed director field, and we obtain
a Cauchy problem for the splay-wave equation (6) with data for ¢, ¢, given on
the space-like twist-wave trajectories. When the twist waves are slower, they are
embedded inside the splay wave. We then obtain a free-boundary problem for (6).
in which the twist-wave trajectories are not known a priori, and ¢, satisfies a jump
condition across the trajectories that is derived from the asymptotic equation (14).

We consider a director field

n(z, t) = (ni(z, t),na(z, t),ns(z,t))

that depends upon a single space variable z = x;. Writing n as in (9) and using
the result in the variational principle (1), we find that (1) becomes (10)—(11). The
associated Euler-Lagrange equation is (12)—(13). This system may also be obtained
directly by use of (9) in (3).

7.1. The initial value problem. Hunter and Saxton [17] construct an asymptotic
solution ¢(z,t;¢) of the initial value problem for the scalar wave equation (6) in
—00 < x < oo and t > 0 with weakly nonlinear splay-wave initial data,

p(z,058) = po +cf (g) sot(:v,O;a):g(g),

where f, g have compact support, and ¢ is a small parameter. The solution con-
sists of a superposition of right and left moving weakly nonlinear splay waves that
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originate from z = 0, whose width in x is of the order e. The splay waves are
separated by a slowly-varying, small-amplitude perturbation of the constant state
o that satisfies a linearized wave equation.

Here, we construct an asymptotic solution for ¢(x,t;¢), ¢(x,t;¢) of the system
(12)—(13) with weakly nonlinear twist-wave initial data,

(z,0;5€) = o, oi(2,05e) =0,
73
U(w,0;e) = /2 f (g) ; Yi(x,0;e) = e 3 (g) ; (73)

where f and g are smooth, compactly supported functions. A similar analysis
applies to general initial data, but this complicates the solution without displaying
any essentially new phenomena.

In (73), we suppose, without loss of generality, that the unperturbed constant
value of ¢ is equal to zero. The amplitude of the twist wave (which is described
by ) is of the order £!/2 consistent with the asymptotic expansion described in
section 4.2, and the twist wave will generate a splay wave of order .

We use a 0-subscript on a function of ¢ to denote evaluation at ¢ = . We
assume that ag # b, so that (12)—(13) is strictly hyperbolic at pg. The system will
then remain strictly hyperbolic, at least in some time-interval of the order one. We
further assume that b, # 0, otherwise the leading-order nonlinear effects studied
below vanish. In the case of the director-field wave speeds (11), these assumptions
mean that @g # nw/2 for n € Z.

Although ¢ is initially constant, it will not remain so. As we show, the weakly
nonlinear twist wave, whose initial energy

%/Zwmw(wwi} dw—%/z {g%(0) + b2£3(0)} df

is of the order one, generates a slowly-varying ‘outer’ splay-wave whose amplitude
is of the order one.
We will construct an asymptotic solution of this initial value problem as follows.

1. In a short initial layer, when ¢ = O(g), we use linearized theory. The initial
data splits up into right and left moving twist waves.

2. For t = O(1), nonlinear effects become important, and we use the method of
matched asymptotic expansions, with different expansions for the twist and
splay waves.

(a) The twist waves are small-amplitude, localized waves, which vary on a
spatial scale of the order e. We describe them by means of the weakly
nonlinear asymptotic equations for twist waves derived above. We call
these the ‘inner’ solutions.

(b) Away from the twist waves, the leading-order solution is a large-amplitude
splay wave, which varies on a spatial scale of the order 1. We call this the
‘outer’ solution.

(¢) We obtain jump conditions for the ‘outer’ splay-wave solution across the
trajectories of the right and left moving twist waves by matching it with
the ‘inner’ twist-wave solutions.

(d) We obtain initial data for the nonlinear solution by matching it with the
linearized solution as t — 0.

The matching between the inner twist waves and the outer splay wave, and the
structure of the nonlinear solution, depend on whether the twist waves are faster or
slower than the splay waves (see Figure 3). In deriving the jump conditions for the
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Ficure 3. Characteristic structure for the solution of the initial
value problem (12)—(73): (a) Fast twist waves; (b) Slow twist waves.
The dashed lines are the trajectories of the twist waves, and the
solid lines are the characteristic curves associated with the splay
wave.

splay wave below, we will consider these cases separately. For liquid crystals, we
have # < «a, meaning that twist deformations are not as ‘stiff” as splay deformations,
and the twist waves are slower.

7.2. Initial layer. First, we consider the solution of (12)-(13), (73) in a short
initial layer when ¢ = O(g). Because of the finite propagation speed of the system,
the solution is constant, with ¢ = g, ¥ = 0, outside an interval of width of the
order € containing x = 0.

Near z = 0, we look for an asymptotic solution of the form

o= 20(X,T)+0(), ¥ =e"BX.T)+0(), X =1

t
, T=".

€
Using this expansion in (12)—(73), we find that ®q, ¥y satisfy

Porr — (a2(fb0)@ox)x + a(@o)a'(q)o)@%X =0,

2q' (®
Uirr — (b (Po)Wix) y + 3(51)0(;) (PorPir — b*(Po)Pox ¥1x) = 0,

q)o(X, O) = ©0, (I)OT(X, O) = 0,
Ui (X,0)=f(X),  Wir(X,0)=g(X).

The initial value problem for ® has the constant solution ®y = ¢q, and therefore
W satisfies the linear wave equation

Uirr —bgWixx =0,
U(X,0) = f(X), ¥ir(X,0)=g(X).
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The solution is

Uy (X,T) = Fr (X — boT) + Fy (X + byT), (74)
Fal0) = 510)+ 5= [ a(€)ae. (75)
FL0) = 50) - 5 | a©)de (76)

Since f, g have compact support, the functions Frg, Fr¢ have compact support.

7.3. Twist waves. Next, we consider the propagation of the twist-waves for ¢ =
O(1) through a possibly non-uniform splay-wave field ¢(z,t). For definiteness,
we consider the right-moving twist wave, which moves with velocity b(¢). The
trajectory = = sp(t) of the wave satisfies

dSR
dt
where an R-subscript on a function of ¢ denotes evaluation at ¢ = pgr(t), with
vr(t) = ¢ (sgr(t),t). For the initial value problem, we have sg(0) = 0 and ¢ (0) =
%0-
We introduce a stretched inner variable near this trajectory,
x — sg(t)
a .

= va

9:

We find that the weakly nonlinear twist-wave solution of (12)—(13) is

¢ = ¢r(t) +epa(0,1) + O(*?), (77)
¥ =e21(0,1) + Ofe), (78)
where @9, 11 satisfy
b
[%t + brp2tie + (%ﬁ + @> ¢1} =0, (79)
R qr 9
2 /
q%»bRrb
V200 = ( = Rb§> ¥ie- (80)
AR — YR
We may transform (79)—(80) into (14) by a suitable change of variables,
a% — b2 a% — b2
Rb/ — Y2 — U, q]2{bR U)l = v, % 8t g 8t7 89 — 8:6 (8]‘)
R Vg

Matching the twist-wave solution (78) as t — 01 with the linearized solution (74)
as T — oo, we get the initial condition

¥1(0,0) = Fr(0), (82)

where Fg is given in (75). Equations (79)—(80) are supplemented with suitable
boundary conditions for ¢o and 1 at 8 = 00, which we consider further below.

The main result we need in order to obtain equations for the ‘outer’ splay wave
solution is the following jump condition for pap across the twist wave:

& { () et} + (B [l =0 -
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which can be derived from Proposition 3, taking into account the change of variable

(81) Moreover, we find
brb
[p20] = (qR = )/ ip db. (84)

For the coefficients in (11), the jump condition (83) becomes

{bR tan g (20} + 5 (5 7) sin® op [‘P29} =0.

We have given a complete solution of the twist-wave equations in Section 6.

7.4. Matching: fast twist waves. This case corresponds to 0 < o < (3, when
0 < a < b. Since the twist waves are faster than the splay waves, they propagate
into a constant state ¢ = g, ¥ = 0 ahead of them, and generate splay waves behind
them. (See Figure 3(a).) It follows that the right and left moving twist waves move
at a constant velocity along the trajectories © = byt and x = —byt, respectively.

We consider the right-moving twist wave for definiteness. The appropriate inner
variable is then

€Tr — bot
—
The weakly nonlinear solution inside the twist wave must match for large positive
0 with the constant initial state ahead of the wave. This condition implies that
w2(0,t) and 1(0,t) in (77)-(78), with g = o, satisfy the boundary conditions

wa(00,t) =0, pag(00,t) =0, (00, t) = 0. (86)

The derivative @op jumps from zero at = oo to a value

0= (85)

Pa2g(—00,t) = opr(t)

at § = —oo. It follows from the jump condition (83), with ar = ao, br = bo, bl = b},
constants, that op satisfies
dO’R
b’ =
dt A

From (80) and (82), we have or(0) = oro where

q3bobl
ORO =— — (ao_b2>/ FR9d9

The solution of this Riccati equation,

O RO
orlt) = 17 orobyt/2’ (87)
is defined for all ¢ > 0, since ogeby > 0 when 0 < ag < by.

In Section 6, we prove that when ag < by, equations (79)—(82), (86), with ar = ag
and so on, have a smooth solution defined for all £ > 0. We note that the derivative
p20(—00,1) decays as t — oo. This is a result of the fact that the twist wave radiates
energy away from it in the form of splay waves. It also follows from the solution
that the twist wave is a rarefaction, in the sense that its characteristics spread out
with increasing time.

A similar analysis applies to the left-moving twist wave, in which

T + byt

0= ,
€
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and @90 (0,t) = 0 for 0 sufficiently large and negative. We find that @9y = oy, for 0
sufficiently large and positive, where

__ 9o
1—0’L0b6t/27

2 / 00
45b0by 2
oro = (a%—bg)/ Fiodb.

— 00

or(t) (88)

with

These ‘inner’ twist-wave solutions provide matching conditions for an ‘outer’
splay-wave solution (z,t). Using (77) with ¢r = ¢ to rewrite the condition for
the right-moving twist wave,

020(0,t) ~ or(t) as § — —oo

where 6 is given by (85), in terms of the outer solution ¢(z,t), and equating the
outer limit of the inner solution with the inner limit of the outer solution, we find
that

oz(x,t) ~ or(t) as ¢ — byt ™.

Furthermore, the leading-order outer solution for ¢ is continuous across the twist-
wave, and v is higher-order in . We obtain a condition for ¢ as @ — —bot™ in an
analogous way.

Summarizing these results for the leading-order outer splay-wave solution ¢(x, t),
we find that ¢ = ¢¢ is constant if © > bt or © < —bpt. Inside the region —bot <
x < bot, we find that ¢ satisfies (6), with data on the space-like lines © = +bot given
by

gD(th, t) = Y0, (pm(bOta t) = UR(t)a
@(_botv t) = Y0, ¢I(_b0t7 t) - O.L(t)’

where og, oy, are given by (87), (88), respectively.

Since the initial value problem for (6) is well-posed, this Cauchy problem is
presumably solvable. The solution ¢ may form singularities, in which case it would
have to be continued by a weak solution.

7.5. Matching: slow twist waves. This case corresponds to a > 3 > 0, when
a > b > 0. Since the twist waves are slower than the splay waves, they generate splay
waves both in front and behind them. As a result, the twist waves are embedded
inside a splay-wave field. (See Figure 3(b).) The speeds of the twist waves depend
on the splay-wave field, leading to a free-boundary problem for the trajectories of
the twist waves, coupled with a wave equation for the splay wave that is subject to
jump conditions across the twist-wave trajectories.

We will not write out detailed asymptotic equations for the weakly nonlinear
twist waves in this case, but we summarize the equations satisfied by the leading-
order outer splay-wave solution ¢(x,t). The main point is the derivation of jump
conditions for ¢, across the twist-wave trajectories.

The right and left moving twist waves are located at © = sgr(t) and = sp,(t),
respectively, where

dj—f(t) =b(¢(sr(t),t)), d;—tL(t) = —b(p(sL(t),1), (89)

sr(0) =0, s1.(0) = 0. (90)
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The solution ¢ is continuous across = sg(t) and = = s1(t), so that

[‘P]R =0, [‘P]L =0. (91)

Here, and below, we use [-|g, [-]1 to denote the jumps across @ = sg(t), x = sp(¢),
respectively, meaning that

plpt) = lim x,t) — lim x,t),
[ ]R() smsm(t)+ p(z,t) omsm(t)- p(z,t)
plp () = lim  ¢(z,t) — lim ¢(z,t).
], () rosr(t) (z,1) rmsr(t)- (2,1)

Considering the right-moving twist wave for definiteness, we have

P20 (95 t) — 0+ (t) as 0 — 00, (92)
w20(0,t) — o_(t) as § — —oo, (93)
for some functions o (), o_(t). The corresponding matching conditions for ¢(x,t)

are

lim g, (z,t) = o4 (¢), lim g (z,t) = o_(t). (94)

mﬁs;(t) zﬂsg(t)

From (83), (92)—(93), (94), and the analogous equations for the left-moving twist
wave, we find that ¢, satisfies the following jump conditions across the twist waves:

S (B e + (B55) 2la=0. 69
%{(a%b;b%>[(pw]L}_<a%;b%> [¥2], =0. (96)

Furthermore, from (82) and (84), and their analogs for left-moving waves, we get
the initial conditions

o) = (b [ g2 g 97
[SDI]R() - a2—b2 RO ’ ( )
0 0 —00
2 / %)
q5bob
e 0) = (228 [" Fyan (98)
0 0 —0o0

Finally, matching the outer solution with the initial, linearized solution, we find
that ¢(x,t) satisfies the initial conditions

QD((E, O) = %o, th((E, O) =0, for x 7é 0. (99)

Summarizing, we find that the free-boundary problem for ¢, sgr, s;, consists of
(6) for p(z,t) in —oo < x < 0o, t > 0 with the initial condition (99). The functions
sr(t), sp(t) satisfy (89)—(90), and ¢(x,t) satisfies the jump conditions (91), (95)-
(98) across the curves z = sg(t), x = sp(t).

We will not investigate this problem here. We remark, however, that Proposi-
tion 4 in Section 6 implies that there is a smooth solution of the ‘inner’ asymp-
totic equations for the weakly nonlinear twist wave (79)—(82), (92)—(93) whenever
the derivatives oy (t) = ¢, (sﬁ(t),t) of the ‘outer’ splay-wave solution of the free-
boundary problem on either side of the twist wave are smooth functions of time.
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8. Periodic twist waves. Spatially periodic splay waves satisfy the following ver-
sion of the HS-equation [15, 16]

(e use), = 3 (03— (u2). (100)

Here, u(x,t) is a periodic function of z, and angular brackets denote an average
over a period. If the period is normalized to 27, then, for a function f(z,t), we
have

1 27

N =5 [ St
T Jo

We note that differentiation of (100) with respect to x implies that u satisfies (16).
A periodic splay wave drives a mean-field, which evolves on the same time-scale as
the nonlinear time-scale of the wave. We do not write out the mean-field equations
here.

In this section, we derive asymptotic equations for weakly nonlinear, spatially
periodic twist waves. These waves also generate a mean field, but, unlike the case
of splay waves, the mean-field evolves on a faster time-scale than the wave. This is
a consequence of the fact that the nonlinear self-interaction of a weakly nonlinear
twist wave is cubic, whereas the mean-field is driven by quadratic nonlinearities.

In this section, we derive the following generalization of the twist-wave asymp-
totic equation (14) that applies to periodic waves:

(ve + un), + p(v2)o =0, (101)

Ugz = V2 — (v2), (102)
Here, u(z,t), v(z,t) are periodic functions of 2, which we assume to have zero mean
without loss generality, and p is a constant that cannot be removed by rescaling.
We will derive (101)—(102) from the one-dimensional wave equations (12)—(13), but
a similar derivation would apply to more general systems.

It is interesting to note that the mean-field interaction introduces a dispersive
term of Klein-Gordon type into the evolution equation (101) for v, despite the fact
that the original system is scale-invariant and non-dispersive. The scale-invariance
is preserved by the fact that the coefficient of the dispersive term is proportional to
(v2), which is constant for smooth solutions.

The mean-terms prevent the elimination of v from the system (101)-(102) by
cross-differentiation, as is possible in the case of (14). Instead, one finds that

1
(u + uug), — gui —(02) Qu+mw?)| =0,

x

which suggests that (101)—(102) may not be completely integrable when u # 0.

8.1. Derivation of the periodic equation. We consider spatially-periodic solu-
tions of (12)—(13) with period of the order & in which ) has amplitude of the order
e!/2 where ¢ is a small parameter. The corresponding time-scale for the nonlinear
evolution of the t-wave is of the order 1. As we will see, the i-wave generates
a mean -field which evolves on a time-scale of the order /2. This mean field
modulates the speed of the ¥-wave on the same time-scale.
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We therefore introduce multiple-scale variables
T el/2s (t/1/?)

3

t (103)

where s(7) is a function that we will determine as part of the expansion. We look
for an asymptotic solution of (12)—(13) of the form

© = o (T) +epa (0,7,1) + O(e3/?),
) = eV (0,7,1) + e (6, 7,) + O(¥/?),

where all the terms are periodic functions of 8. We will also require below that the
terms are periodic functions of 7.
We use this ansatz in (12)—(13), expand derivatives as
1

1
&_1/2 67’ +at7 aw - g897

1
at - __57'80 +
€
Taylor expand the result with respect to e, and equate coefficients of powers of !/2
to zero.
We consider first the -equation (13). At the order e~3/2, we obtain that

(s2 —b5) ¥1ge = 0,
where the 0-subscript on a function of ¢ denotes evaluation at ¢ = ¢g. It follows

from this equation that s2 = bZ. For definiteness, we consider a right-moving wave
and assume that

S = bo, (104)

where by > 0.
At the order e~!, we obtain that

2or
25,197 + (S-,—-,— + ZO sT> e = 0. (105)
0

We may choose 11 so that it is a zero-mean periodic function of . It follows from
(104) and (105) that

v(0,t
Y16, 7,t) = _v6H 1/3 (106)
q0(7)by" " (7)
where v(0,t) is a zero-mean periodic function of § which is independent of 7.
At the order e /2, we obtain that
2qo- / _
25:1p20r + | S7r + ?ST o9 + 251100 + (2b0bo2thie)g — Y1rr = 0.
Using (104), we may write this equation as
(a0bt*20) -+ aobi/*troe + (aobt “thpavng), = —Ptner =0 (107
0

We will return to (107) after we expand the yp-equation.
The leading-order terms in the expansion of the p-equation (12) are of the order
e~ 1, and give
(s2 = ad) w200 + agboboYiy + Porr = 0.
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Using (104) and (106) in this equation, we get

(b — ag) 200 + byvg + orr = 0. (108)
Averaging this equation with respect to 8, we find that
Porr + <Ug> 0=0, (109)

where the angular brackets denote an average with respect to 6. As we will see,
for smooth solutions, the quantity (v3) is a constant independent of ¢, so (109) is
consistent with the ansatz that ¢ depends only on 7.

Equation (109) provides an ODE for g, corresponding to motion in a potential
proportional to the twist-wave speed by = b(pp). For definiteness, we assume that
the solution of (109) for ¢o(7) is a periodic function of 7. We then require that all
other terms in the expansion are periodic functions of 7.

Subtracting (109) from (108), we find that

(bg - a%) 200 + by (vg - <v§>) =0.

Hence, we may write

902(9,7', t) = [M} u(@,t), (110)

(QObé/Q'l/J%) + vgr +

(b)” 0 1
(wvg)y — —— | ——= v=0.
L e A

Averaging this equation with respect to 7, we get

(v¢ + Auvg)y, + Nv =0,

/N2
A = % gbO) P dT,
ag — by

1 qo 1
N ——7{— —— | dr
2 byz(%%”>”

Here, j§ denotes an average over a period in 7.
To make the dependence of ¢y on v explicit, we introduce a new time variable

T = (v2)'/?7.

where

We may then rewrite (109) as
worT + b6 =0. (111)

Given a solution of this equation for o (T'), we have N = (vZ)M, where

1 qo 1
el fm, (_/) ar
bO QObO T
is a constant independent of v, and ¢ denotes an average with respect to 7" over a

period. From (111), we have
1
590(2)T +bo=FE
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for some constant E. Using an integration by parts, we may also write M as

M = lj{i(b%_T_q%_T>dT
2 by \402 2

_ 7{E—bo (%) (a)”

= — dr.

Thus, the final equations for u(0,t), v(6,t) are
(vy + Auvg), + M (v3)v = 0, (112)
ugg = vg — (v3). (113)

It follows from these equations that, for smooth solutions,

1
)+ [& (i3 + 3o + 43u) + 2et637] <o
0
Taking the average of this equation with respect to 6, we find that (v3) is constant
in time, as stated earlier.
In summary, the asymptotic solution of (12)—(13) is given by

_ - eby (1) u 3/2
Y = 900( ) + a%(T) — b%(T) (evt) + O(E )7
1/2
Y = mvwﬁ +O(e),
0

where the multiple-scale variables 0, 7 are evaluated at (103), s satisfies (104), g
satisfies (109), and u, v satisfy (112)—(113).
If A # 0 then we may rescale variables in (112)—(113) to get (101)—(102) with

M

= N
As an example, let us consider the wave speeds in (11) arising from the one-
dimensional director field equations, where

b(p) = \/6 sin? ¢ 4 v cos2 .

If B < 7, then b has a minimum at ¢ = 7/2, and (109) has periodic solutions for
the mean field ¢( that oscillate around 7/2. Our asymptotic solution applies in this
case. If 8 > ~, then b has a minimum at ¢ = 0. Although (109) also has periodic
solutions in this case, there is a loss of strict hyperbolicity at ¢ = 0, where a = b,
and the asymptotic solution breaks down.

Appendix A. Algebraic details.

A.1. Linearized equations. The linearization of (3) at ng is
n}, = aV(divn’) — feurl (A'ng) — yeurl (B’ x ng) + N'ny, (114)
where
A’ =ng - curln’, B’ =ny x curln/,

and the Lagrange multiplier A" is chosen so that ng-n’ = 0.
The Fourier mode

I’II(X, t) _ i,ieik-x—i(.ut7 )\I(X, t) _ /):eik»x—iwt
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is a solution of the linearized equations (114) if
LA— ng=0, mng-n=0, (115)
where the linear map £ : R?® — R3 is defined by
cﬁ:&fl—a(k-ﬁ)kwﬁ(kxno)ﬂkx(ﬁxno), (116)
A=ng-(kxf), B=mnyx(kxn).
We solve this eigenvalue problem in the next proposition.

Proposition 5. Suppose that ng,k € R® where ng is a unit vector and k is non-
zero, and o, 3,y € R are distinct positive constants. For w € R let £ : R? — R3 be
the linear map defined in (116). Then the linear system

Lm — Any =F, np-m=0G (117)
has a unique solution for {m,\} € R3 x R for every {F,G} € R3 x R unless
w? = a?(k;ng) or w? = b?(k;ng), where a?, b2 are defined in (24)-(25).

(a) If k is not parallel to ng and w? = a?(k;ny), then the general solution of (117)
when F =0, G =0 is

m = cR, A= —c(a—7)R?*(k-ny), (118)
where ¢ is an arbitrary constant, R =k — (k- ng) ng, and R = |R|. Equation (117)
is solvable for {m, A} if and only if {F,G} satisfy

F-R+ (a—7)R*(k-ng)G = 0. (119)
(b) If k is not parallel to ng and w? = b*(k;ng), then the general solution of (117)
when F =0, G =0 is

m=cS, A=0, (120)
where ¢ is an arbitrary constant and S = k x ng. Equation (117) is solvable for
{m, \} if and only if F satisfies

F-S=0. (121)
(c) If k is parallel to ng and w? = ~y(k - ng)?, then the general solution of (117)
when F =0, G =0 is {m, \} = {m™*, 0} where m* is any vector orthogonal to n.
Equation (117) is solvable for {m,\} if and only if F is parallel to ny.

Proof. First, we suppose that k is not parallel to ny. Expanding
m = ming + mok + msS,
we find, after some algebra, that (117) is equivalent to
[(W? — vE*)m1 — AJng + [(w? — ak?)mg — (a — ) (k - ng)m; ]k
+[(w? = y(k - no)* = B(k* — (k- n9)*)ms]S = F,
mi1 + (k- ng)ms = G,
with k = |k|. The last equation gives:
mi; =G — (k- ng)ma.
Using it in the previous equation, we find
[(W? = v&%)my — Alng + [(w? — a?(k; ng))ma]k
+[(w® = b*(k;ng))ms]S = F + (o — 7)(k - no)Gk.
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Using the decomposition F = Fing + Fyk + F3S, and taking the components of ng,
we can determine A:

A= (W = 7k)[G — (k- ng)ma] — F1.
Similarly, taking the components of k and S, we find equations for my and ms:
(w? = a®(king))ma = Fy + (a — 7)(k - no)G,
(w? = b*(k;m9))mg = F.
It is possible to verify that
R*Fy, =F-(Sxk), RF,=F R, RF3=F-S.

If w? = a2, then w? # b? (since k is not parallel to ng) and the second equation is
solvable for ms. The first equation reduces to the solvability condition (119). If F =
0, G = 0, then we find that m3 = 0 and my = ¢, where ¢ is an arbitrary constant.
Computing the corresponding value of A, and knowing that m; = —(k - ng)c, we
get (118).

If w? = b2, then the first equation is solvable for my. The second equation reduces
to the solvability condition (121). If F = 0, G = 0, then ma = 0, and m3 = ¢, which
gives A = 0, my = 0, and thus (120).

Finally, we suppose that k = kng is parallel to ng, in which case a? = b = vk2.
Then

Lm = (w® —vk*) m — (@ — 7)k? (no - m) no.
Equation (117) is therefore uniquely solvable unless w? = k2, when
Lm = —(a —v)k? (ng - m) ng.

In that case, (117) is solvable if and only if F = Fng is parallel to ng, and the
solution is

m = Gng + m™, A=—[F+(a—)k*G],

L is an arbitrary vector orthogonal to ng. O

where m
From Proposition 5, the solutions of the eigenvalue problem (115) are given by
(23)—(27).

A.2. Weakly nonlinear splay waves. We look for an asymptotic solution of (3)
of the form (30)—(31). We expand derivatives as

k
8 — —%99 +0n Vo0 +V, (122)
where w, k are defined in (32). The corresponding expansions of A\, A, B are
1
A:gAl—F)\Q—F, A:A1+EA2—|—, B:B1+EB2+

where

A1 =ng - (k xnp) +np - curlng,
B1 =1ng X (k X nlg) +ng X curlno,
As =np - (k Xng) +n; - (k xnyg)+ng-curlng 4+ ny - curlng,

By =np x (k x ng) + ny x (k x nyp) + ng x curln; +n; x curlng,
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with ny term of order €2 in (31). We write these expressions as
A=A + Ay, B; =B, +B,,

. N (123)

Ai:no'(kxnw), Bi:n())((k)(nig).

We use these expansions in (3), Taylor expand the result with respect to &, and
equate coefficients of powers of . At the order £~!, we obtain linearized equations
for ni, A1, which have the form

El’lw@ — )\11’10 = 0, g -1n; = 0, (124)

where L is the linear map defined in (116).

The system (124) has the splay-wave eigenvalue w? = a? (k;ng), where a is
defined in (24). The corresponding solution for n;, after two integrations with
respect to 6, is

n;(0,x,t) = u(d,x,t)R(x, t),

where u is an arbitrary scalar-valued function, and R is defined in (26). The solution
for \p is

)\1 = — (Oé — "y) ’U,99R2 (k . no) .

At the order £°, we obtain equations for ng, A;. Using the fact that ng is a
solution of (3), with A = Ao say, we may write them as

Lns99 — Aomg = Fy, ng - np = G, (125)
where Xg =X — Mg and
Fi =2wnjg + wmnig + a{(divng) k+ V (k-nig)}
—B{Avgg (k xmg) + Ay (k xnip) +k x (Ainy),
—h@lcurl ng + curl (glno) }
+7{—k X (]§29 X no) +B; x (kxnyp) —kx (By xny),

—i—ﬁl x curlng — curl (f’)l X no)} + Anq,

1
G1 = —5111 1.

From Proposition 5, equation (125) is solvable for nagg and Xg if and only if
R-F; + (a—7) R?*(k-ng)Gge = 0.

After some algebra, we find that this solvability condition gives (33).

A.3. Weakly nonlinear twist waves. We look for an asymptotic solution of

(3) of the form (35)—(36), expanding derivatives as in (122). The corresponding
expansions of A\, A, B are

1 1 1
)\:m)\l‘f'g)@'i‘m)\?,'i‘,
1
A= — Ay + Ay +e A5+ ..,
gl/2
1
B:—B1+B2+El/2B3+...,

c1/2
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where

A =ng - (k xny),

B1 =ng x (k x niyg),

As =ng - (k X ngp) +n; - (k X nyg) + ng - curlng,

B =ng x (k X ngg) +n; x (k x njp) + ng x curlny,

As =mng - (k xngp) +n1 - (k X ngy) +ns - (k X nyp)
+ng - curlny 4+ ny - curlng,

B3 =ng x (k x ngp) + ny x (k x ngp) +ny x (k x nyp)

+ng X curln; + ny X curlng,

with ngz term of order £%/2 in (36). We write these expressions as in (123).

Using these expansions in (3), Taylor expanding the result, and equating coeffi-
cients of powers of €'/2, we get at the order e=3/2 the linearized equations (124).
From Proposition 5, this system has the twist-wave eigenvalue w? = b?(k; ng), where
b is given by (25). The corresponding solution for {ny, A;} is

ny (0,x,t) = v(0,x,t)S(x,1), AL =0, (126)

where v is an arbitrary scalar-valued function, and S is defined in (27).
Equating coefficients of the order e !, we obtain that

Lnggg — Aong = Fy, ng-np = Gy, (127)

where L is defined in (116) and

F1 = —6 |:12[29 (k X Ilo) —+ k X (Alnl)e + Al (k X Il19)j|
—y [k X (]?)29 X 1’10) + k x (Bl X 1’11)9 — By x (k X 1’119)} + Anq,

1
Gl = —51’11 -1y,

Using Proposition 5 to solve (127), we find that

1
Nno = —7ru (k . no)R+ 5’1}2(1{ X S),

Ao = 2 {ng +r(B—7) (k-n0)2} [k? ~ (k-no)?], 1

where u(6,x,t) satisfies (40), and

B—n

a—f3

We could add an arbitrary scalar multiple of the null-vector S to ns, but this would

not alter our final result, so we omit it for simplicity.
Equating coefficients of the order e71/2, we obtain that

T =

Lnszge — Asng = Fo, ng - ng = Go, (129)
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where
Fy = 2wnig: + wingg + Aong + Aing + a[div (n1g) k + V (k- nyp)]
—8 [ Ao (k x ) + K x (Azma), +k x (Aima)y + Az (k X 11g)
+A; (k X ngy) + Ajcurlng + curl (A1ng)]
— {k X (f’)gg X no) +kx (Bg xny),+kx (B; xny),
—Bs x (k x njp) — By x (k X ng)
—B; x curlng + curl (By x ngp)],
Gy = —nj - no.
From Proposition 5, this system is solvable if S - Fo = 0. After some algebra, we

compute that this solvability condition gives (39).

A.4. Weakly nonlinear polarized waves. We assume that ng and k are constant
and k = kng is parallel to ng. We look for an expansion of the same form as the
one used in the previous section for twist waves, with a plane-wave phase ®(z,t) =
k-x—wt.

When k is parallel to ng, the linearized dispersion relation (23) reduces to
[w2 — ”yk2]2 = 0, so w? = vk%. From Proposition 5, the solution of the leading-
order O(e73/2)-equation (124) is then

n1(97X7 t) = u(eaxv t)a )\1 - Oa

where u is an arbitrary vector such that ng-u = 0.
The O(e™!)-equation (127) simplifies to

angg — /\2110 = —’}/kz (UQ . u‘g) ngp,
ng-ng = 1(u u)
0 2 — 2 )
whose solution is
1
n, = ——(u-u)nog,
2
1 2 2
o E(a —y)k* (u-u)yy +vk* (up - ug) .

We could add to ny an arbitrary vector orthogonal to ng, but this would not alter
our final equations, so we omit it for simplicity.

Computing Fs in the O(¢~!/2)-equation (129) and imposing the solvability con-
dition in Proposition 5 that Fs is parallel to ng, we get after some algebra that

2
w «
ug; + Eno -Vug + — (u-ug)yu

2w
Bk?
— 5w~ (mo x uge)] (no x u) +2[u- (ng x )] (no x ug)} (130)
vk?
~ 5y [(u-u)ugl, — (ug-up)u} = 0.

A computation in terms of components shows that if u is orthogonal to the constant
unit vector ng, then

[u- (ng X ugg)] (ng xu) +2[u- (ng x ug)| (ng x uy)

— (u-ug)yu — [(u-w) ugly + (ug - up) u.
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Using this result in (130), we obtain (43).
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