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CHAPTER 3

Sobolev spaces

These spaces, at least in the particular case p = 2, were known
since the very beginning of this century, to the Italian mathe-
maticians Beppo Levi and Guido Fubini who investigated the
Dirichlet minimum principle for elliptic equations. Later on
many mathematicians have used these spaces in their work. Some
French mathematicians, at the beginning of the fifties, decided to
invent a name for such spaces as, very often, French mathemati-
cians like to do. They proposed the name Beppo Levi spaces.
Although this name is not very exciting in the Italian language
and it sounds because of the name “Beppo”, somewhat peasant,
the outcome in French must be gorgeous since the special French
pronunciation of the names makes it to sound very impressive.
Unfortunately this choice was deeply disliked by Beppo Levi,
who at that time was still alive, and — as many elderly people
— was strongly against the modern way of viewing mathematics.
In a review of a paper of an Italian mathematician, who, imi-
tating the Frenchman, had written something on “Beppo Levi
spaces”, he practically said that he did not want to leave his
name mixed up with this kind of things. Thus the name had
to be changed. A good choice was to name the spaces after
S. L. Sobolev. Sobolev did not object and the name Sobolev
spaces is nowadays universally accepted

We will give only the most basic results here. For more information, see Shkoller
[37], Evans [9] (Chapter 5), and Leoni [26]. A standard reference is [I].

3.1. Weak derivatives

Suppose, as usual, that €2 is an open set in R".

DEFINITION 3.1. A function f € Li () is weakly differentiable with respect

loc

to ; if there exists a function g; € L () such that

fOipdr = —/ gi¢ dx for all ¢ € C° ().
Q Q
The function g; is called the weak ith partial derivative of f, and is denoted by 0; f.

Thus, for weak derivatives, the integration by parts formula

O;0dr = — 0; d
[ Fows /chb:v

1Fichera, 1977, quoted by Naumann [31].
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48 3. SOBOLEV SPACES

holds by definition for all ¢ € C°(2). Since C°(Q) is dense in L{, (), the weak

derivative of a function, if it exists, is unique up to pointwise almost everywhere
equivalence. Moreover, the weak derivative of a continuously differentiable function
agrees with the pointwise derivative. The existence of a weak derivative is, however,
not equivalent to the existence of a pointwise derivative almost everywhere; see
Examples 3.4 and

Unless stated otherwise, we will always interpret derivatives as weak deriva-
tives, and we use the same notation for weak derivatives and continuous pointwise
derivatives. Higher-order weak derivatives are defined in a similar way.

DEFINITION 3.2. Suppose that a € NjJ is a multi-index. A function f € L{ (2)
has weak derivative 9°f € L{ (Q) if

loc
/ (0°f) pdx = (—1)‘“|/f(6a¢) dr  forall ¢ € C2(Q).
Q Q

3.2. Examples

Let us consider some examples of weak derivatives that illustrate the definition.
We denote the weak derivative of a function of a single variable by a prime.

EXAMPLE 3.3. Define f € C(R) by
xz if x>0,
f(‘r)_{ 0 ifz<0.
We also write f(x) = x4. Then f is weakly differentiable, with
(3.1) I = X[0,00)>
where X|o,o0) is the step function

(1 ifz>0,
X0 () =1 0 itz <o

The choice of the value of f/'(z) at = 0 is irrelevant, since the weak derivative
is only defined up to pointwise almost everwhere equivalence. To prove (B.]), note
that for any ¢ € C2°(R), an integration by parts gives

/fsb'dx—/ooow'dx_—/owm_—/X[O,Oo)cz)dz.

EXAMPLE 3.4. The discontinuous function f: R — R

f(x)_{ (1) if 2 >0,

itz <.
is not weakly differentiable. To prove this, note that for any ¢ € C°(R),

[ g0 - /000 & dr = —(0).

Thus, the weak derivative g = f’ would have to satisfy
(3.2) /g(b dz = ¢(0) for all ¢ € C°(R).

Assume for contradiction that g € Li _(R) satisfies (3.2). By considering test

loc
functions with ¢(0) = 0, we see that g is equal to zero pointwise almost everywhere,

and then ([B.2]) does not hold for test functions with ¢(0) # 0.
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The pointwise derivative of the discontinuous function f in the previous ex-
ample exists and is zero except at 0, where the function is discontinuous, but the
function is not weakly differentiable. The next example shows that even a contin-
uous function that is pointwise differentiable almost everywhere need not have a
weak derivative.

EXAMPLE 3.5. Let f € C'(R) be the Cantor function, which may be constructed
as a uniform limit of piecewise constant functions defined on the standard ‘middle-
thirds’ Cantor set C. For example, f(x) = 1/2 for 1/3 <z <2/3, f(z) =1/4 for
1/9 < 2 <2/9, f(z) =3/4 for 7/9 < < 8/9, and so on[] Then f is not weakly
differentiable. To see this, suppose that f’ = g where

[oode=— [ to'ds

for all test functions ¢. The complement of the Cantor set in [0,1] is a union of

open intervals,
12 12 7 8
1 === - = — =
pane=(53)0(53) 0 (55) v

whose measure is equal to one. Taking test functions ¢ whose supports are com-
pactly contained in one of these intervals, call it I, and using the fact that f = ¢;
is constant on I, we find that

/g¢dw=—/Ifqﬁ’dac:—cf/l(b’dxzo.

It follows that g = 0 pointwise a.e. on [0,1]\ C, and hence if f is weakly differ-
entiable, then f’ = 0. From the following proposition, however, the only functions
with zero weak derivative are the ones that are equivalent to a constant function.
This is a contradiction, so the Cantor function is not weakly differentiable.

PROPOSITION 3.6. If f: (a,b) = R is weakly differentiable and ' =0, then f
is a constant function.

PROOF. The condition that the weak derivative f’ is zero means that
(3.3) /f(b’ de =0  for all ¢ € C°(a,b).

Choose a fixed test function n € C¢°(a,b) whose integral is equal to one. We may
represent an arbitrary test function ¢ € CS°(a,b) as

¢=An+'

2The Cantor function is given explicitly by: f(z) =0ifx <0; f(x) =1ifz > 1;

oo

1 Cn
f(w):§Z2—n

n=1

if e =730°, cn/3" with ¢, € {0,2} for all n € N; and
N Cn 1
Z on + oN+1
n=1

ife=>7",cn/3", with ¢, € {0,2} for 1 <n < k and ¢, = 1.

f(@) =

N | =
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where A € R and ¢ € C2°(a,b) are given by

b T
A= / pdv, )= / [6(t) — An(t)] dt.

Then (B3]) implies that
/f¢dw=A/fndx:c/¢d:E, c:/fndx.

It follows that
/(f—c)¢d:1c=0 for all ¢ € C°(a,b),

which implies that f = ¢ pointwise almost everywhere, so f is equivalent to a
constant function. O

As this discussion illustrates, in defining ‘strong’ solutions of a differential equa-
tion that satisfy the equation pointwise a.e., but which are not necessarily contin-
uously differentiable ‘classical’ solutions, it is important to include the condition
that the solutions are weakly differentiable. For example, up to pointwise a.e.
equivalence, the only weakly differentiable functions u : R — R that satisfy the
ODE

u' =0 pointwise a.e.
are the constant functions. There are, however, many non-constant functions that
are differentiable pointwise a.e. and satisfy the ODE pointwise a.e., but these so-
lutions are not weakly differentiable; the step function and the Cantor function are
examples.

ExXAMPLE 3.7. For a € R, define f: R" — R by

1
(3.4) flz) = —.
=]
Then f is weakly differentiable if a + 1 < n with weak derivative

a xX;

9if(z) = BEGEEE

That is, f is weakly differentiable provided that the pointwise derivative, which is
defined almost everywhere, is locally integrable.

To prove this claim, suppose that € > 0, and let ¢¢ € C°(R™) be a cut-off
function that is equal to one in B, (0) and zero outside Bz, (0). Then

belongs to C°°(R™) and f€ = f in |x| > 2e. Integrating by parts, we get

(3.5) [@ir0de=- [ @) da.
We have

a xZ;

1
Oif () = =77 1 = ¢°(@)] = =700 (2).
||+ |z ||
Since |0;¢°| < C/e and |0;¢°| = 0 when |z| < € or |z| > 2¢, we have

. c
|09 ()] < T
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It follows that

!

C
. fe <
0.0 <

where C’ is a constant independent of e. Moreover
a  x;
0ifé(x) = ——= — ointwise a.e. as ¢ — 07.
SO R P
If |z|~(@*1 is locally integrable, then by taking the limit of ([BX) as ¢ — 0T and
using the Lebesgue dominated convergence theorem, we get

/<_m%%>¢dx_—/f<ai¢> dz,

which proves the claim.
Alternatively, instead of mollifying f, we can use the truncated function

Foa) = XB. (0) (55)

x|®

3.3. Distributions

Although we will not make extensive use of the theory of distributions, it is
useful to understand the interpretation of a weak derivative as a distributional
derivative. Let €2 be an open set in R™.

DEFINITION 3.8. A sequence {¢, : n € N} of functions ¢,, € C2°(Q) converges
to ¢ € C°(Q) in the sense of test functions if:

(a) there exists Q' € Q such that supp ¢, C Q' for every n € N;
(b) 0%y, — 0%¢ as n — oo uniformly on § for every a € Ng.

The topological vector space D(Q2) consists of C'°(2) equipped with the topology
that corresponds to convergence in the sense of test functions.

Note that since the supports of the ¢, are contained in the same compactly
contained subset, the limit has compact support; and since the derivatives of all
orders converge uniformly, the limit is smooth.

The space D(2) is not metrizable, but it can be shown that the sequential
convergence of test functions is sufficient to determine its topology [19].

A linear functional on D(f2) is a linear map T : D(2) — R. We denote the
value of T acting on a test function ¢ by (T, ¢); thus, T is linear if

(T, A + pab) = MT', ¢) + u(T,)  for all \,pu € R and ¢, € D(Q).
A functional T is continuous if ¢,, — ¢ in the sense of test functions implies that
(T, ¢n) = (T, ¢) n R
DEFINITION 3.9. A distribution on (2 is a continuous linear functional
T:D(Q) >R
A sequence {T,, : n € N} of distributions converges to a distribution 7', written
T, = T, if (T,,,¢) — (T,¢) for every ¢ € D(Q). The topological vector space

D'(Q) consists of the distributions on  equipped with the topology corresponding
to this notion of convergence.

Thus, the space of distributions is the topological dual of the space of test
functions.
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ExaMPLE 3.10. The delta-function supported at a € Q is the distribution
0o : D(Q) - R
defined by evaluation of a test function at a:

(0a, @) = ¢(a).
This functional is continuous since ¢, — ¢ in the sense of test functions implies,
in particular, that ¢,(a) = ¢(a)

EXAMPLE 3.11. Any function f € L], () defines a distribution Ty € D'(2) by
Tp.0) = | fode
The linear functional T is continuous since if ¢, — ¢ in D(12), then
sup |¢n, — ¢ — 0
o4
on a set ' € Q that contains the supports of the ¢, so

(T~ @0 = | [ £160-0) ds| < ([ 111de) suplon— o1 0.

Any distribution associated with a locally integrable function in this way is called
a regular distribution. We typically regard the function f and the distribution T’
as equivalent.

ExXAMPLE 3.12. If i is a Radon measure on €2, then
Iy 0) = | ddp
Q

defines a distribution I, € D’(2). This distribution is regular if and only if p is
locally absolutely continuous with respect to Lebesgue measure A, in which case
the Radon-Nikodym derivative

_ ap 1
f d\ € LIOC(Q)
is locally integrable, and
(Iu;¢) = | fodx

Q
so I, = Ty. On the other hand, if u is singular with respect to Lebesgue measure
(for example, if p = 6, is the unit point measure supported at a € ), then I, is
not a regular distribution.

One of the main advantages of distributions is that, in contrast to functions,
every distribution is differentiable. The space of distributions may be thought of
as the smallest extension of the space of continuous functions that is closed under
differentiation.

DEFINITION 3.13. For 1 < i < n, the partial derivative of a distribution T €
D'(2) with respect to x; is the distribution 0;T € D'(2) defined by

(O:T, ¢) = —(T,8:6)  for all ¢ € D(S).
For a € Ni, the derivative 9*T € D'(Q) of order || is defined by
(0°T, ¢) = (—1)1*N(T,8%¢)  for all ¢ € D(Q).
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Note that if T' € D’(€2), then it follows from the linearity and continuity of the
derivative 0 : D(2) — D(£2) on the space of test functions that 9T is a continuous
linear functional on D(Q?). Thus, 0*T € D'(Q) for any T € D'(Q2). It also follows
that the distributional derivative 9 : D'(Q) — D’(Q) is linear and continuous on
the space of distributions; in particular if T,, — T', then 0%7T,, — 90T .

Let f € LL.(2) be a locally integrable function and Ty € D'(2) the associ-

ated regular distribution defined in Example 3.1l Suppose that the distributional
derivative of T is a regular distribution

0Ty =T, gi € Li, ().
Then it follows from the definitions that

fO;0dx = —/ gi¢p dx for all ¢ € C2°(0).
Q Q

Thus, Definition B.1] of the weak derivative may be restated as follows: A locally
integrable function is weakly differentiable if its distributional derivative is regu-
lar, and its weak derivative is the locally integrable function corresponding to the
distributional derivative.

The distributional derivative of a function exists even if the function is not
weakly differentiable.

ExXAMPLE 3.14. If f is a function of bounded variation, then the distributional
derivative of f is a finite Radon measure, which need not be regular. For example,
the distributional derivative of the step function is the delta-function, and the dis-
tributional derivative of the Cantor function is the corresponding Lebesgue-Stieltjes
measure supported on the Cantor set.

ExXAMPLE 3.15. The derivative of the delta-function d, supported at a, defined
in Example B.I0] is the distribution 9;0, defined by

(0i0a, §) = —0id(a).
This distribution is neither regular nor a Radon measure.

Differential equations are typically thought of as equations that relate functions.
The use of weak derivatives and distribution theory leads to an alternative point of
view of linear differential equations as linear functionals acting on test functions.
Using this perspective, given suitable estimates, one can obtain simple and general
existence results for weak solutions of linear PDEs by the use of the Hahn-Banach,
Riesz representation, or other duality theorems for the existence of bounded linear
functionals.

While distribution theory provides an effective general framework for the anal-
ysis of linear PDEs, it is less useful for nonlinear PDEs because one cannot define a
product of distributions that extends the usual product of smooth functions in an
unambiguous way. For example, what is T¢d, if f is a locally integrable function
that is discontinuous at a? There are difficulties even for regular distributions. For
example, f : x — |z|~"/? is locally integrable on R™ but f? is not, so how should
one define the distribution (7f)??

3.4. Properties of weak derivatives

We collect here some properties of weak derivatives. The first result is a product
rule.



54 3. SOBOLEV SPACES

PROPOSITION 3.16. If f € L _(Q) has weak partial derivative 0;f € Li ()

loc loc

and ¢ € C®(Q), then ¥ f is weakly differentiable with respect to x; and
(3.6) 9i(f) = (0) f +¥(0if).

PROOF. Let ¢ € C°(Q2) be any test function. Then ¢¢ € C°(Q) and the
weak differentiability of f implies that

F0i(06) di = / (8: Yo d.
Q

Q

Expanding 9;(v¢) = ¥ (0;¢) + (0;1)¢ in this equation and rearranging the result,
we get

@0 do =~ [ (@) +viaf)ods  forall o€ O @),
Thus, ¢ f is weakly differentiable and its weak derivative is given by ([B.6]). O

The commutativity of weak derivatives follows immediately from the commu-
tativity of derivatives applied to smooth functions.

PROPOSITION 3.17. Suppose that f € Li _(Q) and that the weak derivatives

loc

O%f, 0P f exist for multi-indices o, f € N§. Then if any one of the weak derivatives
0otBf 9298 f, OPO™f exists, all three derivatives exist and are equal.

ProOF. Using the existence of 9%u, and the fact that 3°¢ € C°(Q) for any
¢ € C(Q), we have

0udPpdr = (—1)|a‘/u8°‘+ﬁ¢)d$.

Q Q

This equation shows that 9*T#u exists if and only if °0%u exists, and in that case
the weak derivatives are equal. Using the same argument with « and § exchanged,
we get the result. 0

ExaMPLE 3.18. Consider functions of the form
u(z,y) = f(z) + g(y).
Then u € L _(R?) if and only if f,g € L _(R). The weak derivative 0,u exists if

loc loc

and only if the weak derivative f’ exists, and then O,u(z,y) = f'(z). To see this,
we use Fubini’s theorem to get for any ¢ € C2°(R?) that

/U(:E, Y)0xp(x, y) dudy

- /f(x)az U{b(l’,y) dy] dx+/g(y) [/&caﬁ(aﬁ,y) dx} dy.

Since ¢ has compact support,

/(%C(b(:t, y)dx = 0.
Also,
[ o)y = e(a)
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is a test function & € C°(R). Moreover, by taking ¢(z,y) = &£(z)n(y), where
n € C*(R) is an arbitrary test function with integral equal to one, we can get
every £ € C(R). Since

[utw)o.otw. v dody = [ 1) ) da,

it follows that 0,u exists if and only if f’ exists, and then d,u = f’.
In that case, the mixed derivative 0,0,u also exists, and is zero, since using
Fubini’s theorem as before

/fl($)5y¢($ay) dzdy = /f’(w) {/ Oyd(z,y) dy} dr = 0.

Similarly 9,u exists if and only if ¢’ exists, and then dyu = ¢’ and 9,0,u = 0.
The second-order weak derivative 0,,u exists without any differentiability as-
sumptions on f,g € L (R) and is equal to zero. For any ¢ € C°(R?), we have

/ w(z,y)Deyd(e, ) dady

— /f(a:)am </3y¢(x,y) dy) da:—l—/g(y)ay (/&cab(a:,y) dx) dy
=0.

Thus, the mixed derivatives 9,0,u and 0,0,u are equal, and are equal to the
second-order derivative 0,,u, whenever both are defined.

Weak derivatives combine well with mollifiers. If € is an open set in R™ and
e > 0, we define Q¢ as in (7)) and let n° be the standard mollifier (LG]).

THEOREM 3.19. Suppose that f € L .(Q) has weak derivative 0°f € L] ().
Then 1 * f € C*(Q°) and
0%+ f) =n"=(0°F).
Moreover,
O (e*f)—=0f in L (Q) as e — 0.
PROOF. From Theorem [[228 we have ¢ x f € C°°(Q) and
% (N + f) = (0°n°) * f.
Using the fact that y — n°(z — y) defines a test function in C°(Q) for any fixed
x € Q¢ and the definition of the weak derivative, we have

=0 (0°f) (x)
Thus (0%n°) * f =0 * (0*f). Since 0*f € L{, (), Theorem [[228 implies that
n o (0%f) = 0°f
in L] (Q), which proves the result. O
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The next result gives an alternative way to characterize weak derivatives as
limits of derivatives of smooth functions.

THEOREM 3.20. A function f € Li (Q) is weakly differentiable in ) if and only
if there is a sequence { f,} of functions f,, € C*(Q) such that f,, = f and 0%f, — ¢
in Li .(Q). In that case the weak derivative of f is given by g = 0% f € L] .(Q).

PRrROOF. If f is weakly differentiable, we may construct an appropriate sequence
by mollification as in Theorem B.I91 Conversely, suppose that such a sequence
exists. Note that if f,, — f in L{ _(Q) and ¢ € C.(Q), then

/fn¢d:b—>/f¢dx as n — oo,
Q Q
since if K =supp ¢ € Q2

‘/ fngbda:—/f(bdx ‘/ ) ¢dx

Thus, for any ¢ € C°(€2), the L] -convergence of f,, and 9° f,, implies that

<sup|¢|/ |fn— f| dz — 0.

f0%dx = lim /fn8a¢dx
Q n—oo

= (=1)* lim Bo‘fn(bdx

n—r oo
= (-1l / 9o dz.
Q
So f is weakly differentiable and 0“f = g. O

We can use this approximation result to derive properties of the weak derivative
as a limit of corresponding properties of smooth functions. The following weak
versions of the product and chain rule, which are not stated in maximum generality,
may be derived in this way.

PROPOSITION 3.21. Let €2 be an open set in R™.

(1) Suppose that a € C*(Q) and u € L} (Q) is weakly differentiable. Then
au is weakly differentiable and

Oi(au) = a (O;u) + (9;a) u

(2) Suppose that f : R — R is a continuously differentiable function with
' € L*®(R) bounded, and u € Li () is weakly differentiable. Then
v = fowu is weakly differentiable and

O = f'(u)d;u.

(3) Suppose that ¢ : Q — QisaC- diffeomorphism of Q onto Q= o(Q) C R™.
For u € L}, (2 ), define v € LIOC(Q) by v =wuo¢ t. Then v is weakly
differentiable in Q if and only if u is weakly differentiable in ), and

0¢; Ov
8:101 Z o0x; 8y] °9
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PROOF. We prove (2) as an example. Since f' € L>, f is globally Lipschitz
and there exists a constant M such that

|f(s) = f(t)] < M|s—t] for all s,t € R.

Choose u,, € C*(Q) such that u, — u and dju,, — d;u in L] (), where u, — u
pointwise almost everywhere in Q. Let v = f owu and v, = f o u,, € C*(), with

Oivn = [ (un)0iu, € C(Q).
If O € Q, then

|vp, —v| dz = [flun) — flu) de <M [ |up —u|dx—0
o

Q Q/

as n — 0o. Also, we have
|00, — f'(u)Ou| dx :/ |f (un)Bsuup — f'(u)0;ul| dx
o Q'

< [ 1f (un)] |0sun — Osul da

194

+ [ 1 (un) — f'(u)] |0:u] dz.

o
Then
/ |f (un)| |0sun, — Oju| de < M | |0iupn, — Oju| do — 0.
Q/ Q/
Moreover, since f'(u,) — f'(u) pointwise a.e. and
|f (un) = f'(u)] |Osu| < 2M [Dul,

the dominated convergence theorem implies that
/ If (un) — f'(u)] |0;u] dz — 0 as n — 0.
o

It follows that v, — fow and d;v, — f'(u)dju in Li . Then Theorem 320, which
still applies if the approximating functions are C', implies that f o u is weakly
differentiable with the weak derivative stated. O

In fact, (2) remains valid if f € W1°°(R) is globally Lipschitz but not neces-
sarily C'*. We will prove this is the useful special case that f(u) = |ul.

PROPOSITION 3.22. Ifu € L () has the weak derivative O;u € L (), then

loc loc

lu| € Li .(Q) is weakly differentiable and

du ifu>0,
(3.7) Oilu| = 0 fu=0,
—0;u qu < 0.

ProOOF. Let
fe@) = Vit2 + €2
Since f€is C! and globally Lipschitz, Proposition [B.21] implies that f€(u) is weakly
differentiable, and for every ¢ € C°(Q)
0;
/ FE(u)digp da = _/ 2P da.
Q Q

u? 4 €2
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Taking the limit of this equation as ¢ — 0 and using the dominated convergence
theorem, we conclude that

; |u|0;p dx = — /Q((?Z|u|)¢) dx

where 0;|u| is given by (B.7]). O

It follows immediately from this result that the positive and negative parts of
u=u"t —u", given by

1 1
wh=g(ll+u), =g (el - w),
are weakly differentiable if u is weakly differentiable, with
O ifu>0 _ 0 ifu>0
P ? ’ . _ Z Yy
Oiu _{ 0 ifu<0, Oiu _{—Biu if u < 0,

3.5. Sobolev spaces

Sobolev spaces consist of functions whose weak derivatives belong to L?. These
spaces provide one of the most useful settings for the analysis of PDEs.

DEFINITION 3.23. Suppose that €2 is an open set in R™, £k € N, and 1 < p < oc.
The Sobolev space WP (Q) consists of all locally integrable functions f : Q — R
such that

0%f e L? () for 0 < |a| < k.
We write W2(Q) = H*(Q).

The Sobolev space WP (Q) is a Banach space when equipped with the norm

1/p
ey = | 3 [ 10°51 do

la| <k
for 1 <p < oo and
1 w00 () = max sup |0%f].

al
As usual, we identify functions that are equal almost everywhere. We will use these
norms as the standard ones on W#?(Q), but there are other equivalent norms e.g.

1/p
T ( oot dx) |

la| <k

1/p
— @ r|P
ooy = mase ([ 107 )
The space H*(2) is a Hilbert space with the inner product

(f9)="> /Q (0° ) (0°g) da.

|| <K
We will consider the following properties of Sobolev spaces in the simplest
settings.

(1) Approximation of Sobolev functions by smooth functions;
(2) Embedding theorems;
(3) Boundary values of Sobolev functions and trace theorems;
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(4) Compactness results.

3.6. Approximation of Sobolev functions

To begin with, we consider Sobolev functions defined on all of R®. They may
be approximated in the Sobolev norm by by test functions.

THEOREM 3.24. For k € N and 1 < p < oo, the space C°(R™) is dense in
Wk,p(Rn)

PROOF. Let n° € C°(R™) be the standard mollifier and f € W*P(R™). Then
Theorem and Theorem imply that 7¢ * f € C>(R™) N W¥*P(R") and for
la| <k

M xf)=n"x(0°f) = 0%f  inLP(R") ase— 0T,
It follows that 7 x f — f in W*P(R™) as € — 0. Therefore C>°(R") N W*P?(R") is
dense in W*P(R").
Now suppose that f € C>(R") N WkP(R"), and let ¢ € C>°(R"™) be a cut-off

function such that o]
1 if |z <1,
o) :{ 0 if |z > 2.
Define ¢ (z) = ¢(z/R) and f£ = ¢®f € C°(R"). Then, by the Leibnitz rule,
aafR _ ¢Rao¢f+ %hR

where h® is bounded in L? uniformly in R. Hence, by the dominated convergence
theorem

o%ff 5 9f  inLP as R — oo,
so fB — fin WkP(R") as R — oo. It follows that C2°(9) is dense in W*»?(R"). O

If Q is a proper open subset of R™, then C%°(f)) is not dense in W*?(Q).
Instead, its closure is the space of functions Wé“ "P(Q) that ‘vanish on the boundary
09.” We discuss this further below. The space C>(Q)NW*?(Q) is dense in WP (Q)
for any open set 2 (Meyers and Serrin, 1964), so that W (Q2) may alternatively be
defined as the completion of the space of smooth functions in €2 whose derivatives
of order less than or equal to k belong to LP(€2). Such functions need not extend
to continuous functions on Q or be bounded on .

3.7. Sobolev embedding: p <n

G. H. Hardy reported Harald Bohr as saying ‘all analysts spend
half their time hunting through the literature for inequalities
which they want to use but cannot prove.

Let us first consider the following basic question: Can we estimate the LZ(R™)-
norm of a smooth, compactly supported function in terms of the LP(R™)-norm of
its derivative? As we will show, given 1 < p < n, this is possible for a unique value
of ¢, called the Sobolev conjugate of p.

We may motivate the answer by means of a scaling argument. We are looking
for an estimate of the form

(3.8) 1flle < CI|Df]lLe for all f € C°(R™)

3From the Introduction of [16].
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for some constant C' = C(p, q,n). For A > 0, let f) denote the rescaled function
x
A =1 (3)-
Then, changing variables x +— Az in the integrals that define the LP, L9 norms,
with 1 < p,q < 0o, and using the fact that

Dfy= 5D

1/ 1/
</ |Dfr|P d:z:> ’ = \n/p—1 </ |DfP dx) p,
1/q 1/q
7 dx =\ ( e da:) .
(/nw ) [

These norms must scale according to the same exponent if we are to have an
inequality of the desired form, otherwise we can violate the inequality by taking
A — 0 or A = co. The equality of exponents implies that ¢ = p* where p* satifies

1 1 1
(3.9) —=———.

p* p n
Note that we need 1 < p < n to ensure that p* > 0, in which case p < p* < oc.
We assume that n > 2. Writing the solution of (3.9]) for p* explicitly, we make the

following definition.

we find that

DEFINITION 3.25. If 1 < p < n, then the Sobolev conjugate p* of p is
L mp
p* = .
n—p
Thus, an estimate of the form (B8] is possible only if ¢ = p*; we will show
that B8] is, in fact, true when ¢ = p*. This result was obtained by Sobolev
(1938), who used potential-theoretic methods (c.f. Section [5.D]). The proof we give
is due to Nirenberg (1959). The inequality is usually called the Gagliardo-Nirenberg
inequality or Sobolev inequality (or Gagliardo-Nirenberg-Sobolev inequality ... ).
Before describing the proof, we introduce some notation, explain the main idea,
and establish a preliminary inequality.
For1 <i<nand z = (21,22,...,2,) € R, let

I’/L: (Il,---;ii;---xn) eRnily

where the ‘hat’ means that the ith coordinate is omitted. We write z = (z;, 27})

and denote the value of a function f : R™ — R at x by

f@) = f (zi,27) -
We denote the partial derivative with respect to x; by 0;.

If f is smooth with compact support, then the fundamental theorem of calculus
implies that

f = [ ol

Taking absolute values, we get

|f ()] g/ |8, f (£, )| dt.
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We can improve the constant in this estimate by using the fact that
oo
/ O; f(t,x}) dt = 0.
— 00

LEMMA 3.26. Suppose that g : R — R is an integrable function with compact
support such that fgdt =0. If

then

s@I < [ lola

PrROOF. Let g = g4+ — g— where the nonnegative functions g4, g_ are defined
by g4+ = max(g,0), g— = max(—g,0). Then |g| = g+ + g— and

1
/g+dt=/g_dt: §/|g|dt.
It follows that

@< [ awas [ gwa=3 [lla,

x o0 1
f@z- [ gwaz-[ gwia--; [lga
which proves the result. (|
Thus, for 1 < i < n we have
1 o0
s@I<3 [ 1o

The idea of the proof is to average a suitable power of this inequality over the
i-directions and integrate the result to estimate f in terms of Df. In order to do
this, we use the following inequality, which estimates the L'-norm of a function of
z € R" in terms of the L™ !-norms of n functions of @} € R"~! whose product
bounds the original function pointwise.

THEOREM 3.27. Suppose that n > 2 and
{gi cCPR"H:1<i< n}
are nonnegative functions. Define g € C°(R™) by
g9(@) = [[o:()).
i=1

Then

(3.10) /gd:c <IJllgll,,+-
i=1

Before proving the theorem, we consider what it says in more detail. If n = 2,
the theorem states that

/gl(Iz)gz(Il)diﬂldiﬂz < (/gl(l’z)dl’z> </92($1)d$1) :



62 3. SOBOLEV SPACES

which follows immediately from Fubini’s theorem. If n = 3, the theorem states that

/91(202,$3)92($1,$3)g3($1,$2)dwldw2dw3

1/2 1/2 1/2
< (/g%(l‘g,l’g;)dl‘gdl‘g;) (/g%(ml,m) d$1d$3> (/g§($1,I2) d$1d$2> )

To prove the inequality in this case, we fix z; and apply the Cauchy-Schwartz
inequality to the xox3-integral of g7 - gogs. We then use the inequality for n = 2 to
estimate the zoxs-integral of gogs, and integrate the result over ;. An analogous
approach works for higher n.

Note that under the scaling g; — Ag;, both sides of ([B.I0) scale in the same
way,

/gdw — <H )\i> /gd!E, H lgillp_y (H )\z‘) H 19ill,,—1
bl ie1 i=1 i=1

as must be true for any inequality involving norms. Also, under the spatial rescaling

T +— Az, we have
/gdx»—>/\7”/gdx,

while [|gi[l, = A==1/?) i, s0

n n
[Tlgilly = A== T llgill
i=1 i=1
Thus, if p =n — 1 the two terms scale in the same way, which explains the appear-

ance of the L™ 1-norms of the g;’s on the right hand side of (Z.10).

PROOF. We use proof by induction. The result is true when n = 2. Suppose
that it is true for n — 1 where n > 3.

For1 <i<mn,let g;: R" ' - Rand g : R® = R be the functions given in the
theorem. Fix 7 € R and define g,, : R"~! — R by

g1 (21) = g(z1, 7).
For 2 <i<mn,let 2} = (z1,2} ;) where
2= (&1,...,&,...an) ER"Z
Define g¢; 4, : R 2 - R and Gizy R ! = R by
Gixq (55/11) =i (551795/1,1') .
Then
n
9o (@) = 91(21) [ [ 9000 () -
i=2

Using Holder’s inequality with g =n — 1 and ¢’ = (n — 1)/(n — 2), we get

/gm day = /91 <H9i=zl (l’/l,i)> dry
=2

. (n—1)/(n—2)
< lg1ll,—s /(Hgml (xll,z')> dzy
1=2

(n=2)/(n=1)
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The induction hypothesis implies that

n (n—1)/(n—2)
/ (Hgi,ml (55/11)> day < H‘
i=2

<H|\g |0

g’L s L1

n—2

Hence,

n
/ Gor d2; < llga s [ Ngise0 My -

i=2
Integrating this equation over 1 and using the generalized Holder inequality with
p2=p3=--=p,=n—1, we get

/gdw < ||91||n71/ <H|9ix11”n—l> dy
=2
" 1/(n—1)
n—1
< llgall—s (H/|9i,wl||n—1 dwl) '
=2

n—1 n—1
[lsilit e = [ < Je dxa,i) dy

- HgZHn 1>

/gdx <TLlgl -

i=1
The result follows by induction. ([l

Thus, since

we find that

We now prove the main result.

THEOREM 3.28. Let1 < p < n, wheren > 2, and let p* be the Sobolev conjugate
of p giwen in Definition[3.20. Then

p SCIDFl,.  forall f € C(R")

where

(3.11) C(n,p) = L <Z‘1).

2n —p

PROOF. First, we prove the result for p = 1. For 1 < ¢ < n, we have

ol <3 [107(ta)

Multiplying these inequalities and taking the (n — 1)th root, we get

n/(n—1 1 - ~
Tika )Smga QZHQi
i=1
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where g;(z) = g;(}) with

1/(n-1)
gi(al) = ( [ ot dt) .

Theorem B.27] implies that

n
/ gde < [T lgill, .-
=1

1/(n-1)
o = ([ 101 a2)

n 1/(n—1)
n/(n— 1
/|f| / 1)d$SW<H/|3if|d$> :
=1

Note that n/(n — 1) = 1* is the Sobolev conjugate of 1.
Using the arithmetic-geometric mean inequality,

1
(il:[laz) < E;aia

n n/(n—1)
1
n/n=1) g, < [ L ,
Jlarroas < <2n > [10i dcc) ,

1
£l < 5 1Dl

Since

it follows that

we get

or

which proves the result when p = 1.
Next suppose that 1 < p < n. For any s > 1, we have

d
d—|:1c|S = ssgnaz|z[* .
x

Thus,

@) = / O\ f(t )| de
= 8/ i ()" sgn [ f (¢, )] 8 f (¢, ) dt.

— 00

Using Lemma [3.28] it follows that

@) <2 / £ (1 )DL f (8, )| e,

_5_00

and multiplication of these inequalities gives
sn S n - > S—
s < (3) TL[ I abosies)] d.
=17 "

Applying Theorem with the functions
0o 1/(n-1)
) = | [ 17 waons sl an
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we find that
sn S S—
171150y < 5 LTI 01, -
=1

1=

From Hélder’s inequality,

s—1 s—1
108, < 17, 1051
We have
s— s—1
Hf ! P’ = Hpr’(sfl)
We choose s > 1 so that
'(s—1)= o
p n_1
which holds if
(n— 1) sn .
s§=p ) =p.
n—p n—1

Then

I/

n 1/n
S
o<t (H ||az-f|p> .
i=1

Using the arithmetic-geometric mean inequality, we get

n 1/p
S
1l < 5 (Z ||aif|§> :
i=1

which proves the result. O

We can interpret this result roughly as follows: Differentiation of a function
increases the strength of its local singularities and improves its decay at infinity.
Thus, if Df € LP, it is reasonable to expect that f € LP" for some p* > p since
LP" -functions have weaker singularities and decay more slowly at infinity than LP-
functions.

EXAMPLE 3.29. For a > 0, let f, : R™ — R be the function
1
fa(z)

||

considered in Example 377 This function does not belong to L4(R™) for any a since
the integral at infinity diverges whenever the integral at zero converges. Let ¢ be a
smooth cut-off function that is equal to one for |z| < 1 and zero for |z| > 2. Then
go = @fq is an unbounded function with compact support. We have g, € LI(R"™)
if ag < n, and Dg, € LP(R™) if p(a + 1) < n or ap* < n. Thus if Dg, € LP(R"),
then g, € LY(R"™) for 1 < ¢ < p*. On the other hand, the function h, = (1 — ¢)f,
is smooth and decays like |z|~% as z — oo. We have h, € LY(R") if ga > n and
Dh, € LP(R™) if p(a+1) > n or p*a > n. Thus, if Dh, € LP(R™), then f € LI(R™)
for p* < ¢ < co. The function fu, = g, + hy belongs to LP" (R™) for any choice of
a,b > 0 such that Df,, € LP(R™). On the other hand, for any 1 < ¢ < oo such that
q # p*, there is a choice of a,b > 0 such that D fq, € LP(R™) but fup ¢ LY(R™).

The constant in Theorem [3.28] is not optimal. For p = 1, the best constant is

1

1/n
nan/

C(n,1) =
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where a,, is the volume of the unit ball, or

C(n,1) = n—\l/% r (1+g)]1/”

where T" is the I-function. Equality is obtained in the limit of functions that
approach the characteristic function of a ball. This result for the best Sobolev
constant is equivalent to the isoperimetric inequality that a sphere has minimal
area among all surfaces enclosing a given volume.

For 1 < p < n, the best constant is (Talenti, 1976)

1 p—I\"YP[  TA+n/2DR) V"
n'/Py/m \n—p I'(n/p)P(1+n—-n/p)|
Equality holds for functions of the form

C(n,p) =

1-n/
flz) = (a 4 b|x|p/(pfl)) b

where a, b are positive constants.
The Sobolev inequality in Theorem does not hold in the limiting case
p — n, p* — oco.

EXAMPLE 3.30. If ¢(z) is a smooth cut-off function that is equal to one for
|z] <1 and zero for |z| > 2, and

f() = é(x) loglog (1 + ﬁ) ,

then Df € L™(R™), and f € WL (R), but f ¢ L=(R").

We can use the Sobolev inequality to prove various embedding theorems. In
general, we say that a Banach space X is continuously embedded, or embedded for
short, in a Banach space Y if there is a one-to-one, bounded linear map: X — Y.
We often think of ¢ as identifying elements of the smaller space X with elements
of the larger space Y; if X is a subset of Y, then 2 is the inclusion map. The
boundedness of ¢+ means that there is a constant C such that ||y < C||z|x for
all z € X, so the weaker Y-norm of vz is controlled by the stronger X-norm of x.

We write an embedding as X — Y, or as X C Y when the boundedness is
understood.

THEOREM 3.31. Suppose that1 <p <n andp < g < p* where p* is the Sobolev
conjugate of p. Then WHP(R™) — L4(R™) and

Ifllg < Cllfllwrr  for all f € WHP(R™)
for some constant C = C(n,p,q).

PROOF. If f € WHP(R™), then by Theorem 324l there is a sequence of functions
fn € C(R™) that converges to f in W1P(R"). Theorem .28 implies that f,, — f
in LP"(R"). In detail: {Df,} converges to Df in LP so it is Cauchy in LP; since

||fn - fm p* < OHDfn - Dfm“p

{fn} is Cauchy in L?"; therefore f, — f for some f € L?" since L?" is complete;
and f is equivalent to f since a subsequence of {f,,} converges pointwise a.e. to f,
from the LP" convergence, and to f, from the LP-convergence.
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Thus, f € L?" (R™) and

1fllp= < CIDFlp-
Since f € LP(R"), Lemma [[.T1l implies that for p < ¢ < p*
£l < IFIDHF I
where 0 < 6 < 1 is defined by
1 6 1-6
=4 —.
qa p p

Therefore, using Theorem and the inequality
afpt < [99(1 B 9)1—0]1/1” (aP + bp)l/p,
we get
I1£lla < C*2UFIRID AN,
<o) P (I + D)
<= 0) )" |l
O

Sobolev embedding gives a stronger conclusion for sets €2 with finite measure.
In that case, LP () < L%(Q) for every 1 < ¢ < p*, so W'P(Q) — L4(Q) for
1< g <p* not just p < q < p*.

Theorem does not, of course, imply that f € LP" (R") whenever Df €
LP(R™), since constant functions have zero derivative. To ensure that f € LP" (R"),
we also need to impose a decay condition on f that eliminates the constant func-
tions. In Theorem B3] this is provided by the assumption that f € LP(R") in
addition to Df € LP(R™). We can instead impose the following weaker decay
condition.

DEFINITION 3.32. A Lebesgue measurable function f : R™ — R vanishes at
infinity if for every € > 0 the set {x € R™ : |f(z)| > €} has finite Lebesgue measure.

If f € LP(R™) for some 1 < p < oo, then f vanishes at infinity. Note that this
does not imply that lim|,| . f(x) = 0.

EXAMPLE 3.33. Define f: R — R by

1
F=Sx d=|mot ]

neN

where x7 is the characteristic function of the interval I. Then

1
/ fdx = Z 3 < 00,
neN
so f € LY(R). The limit of f(x) as |z| — oo does not exist since f(x) takes on the
values 0 and 1 for arbitrarily large values of x. Nevertheless, f vanishes at infinity

since for any € < 1,
1
Hz eR:|f(z)] > €} :Zﬁ’
neN
which is finite.
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EXAMPLE 3.34. The function f : R — R defined by

| 1/logx ifx>2
f(“’)_{o if v <2

vanishes at infinity, but f ¢ LP(R) for any 1 < p < co.

The Sobolev embedding theorem remains true for functions that vanish at
infinity.

THEOREM 3.35. Suppose that f € Li (R™) is weakly differentiable with Df €

loc

LP(R™) where 1 < p < n and f vanishes at infinity. Then f € LP" (R") and
[fllp= < ClIDSIlp

where C' is given in (311]).

As before, we prove this by approximating f with smooth compactly supported
functions. We omit the details.

3.8. Sobolev embedding: p > n

Friedrichs was a great lover of inequalities, and that affected me
very much. The point of view was that the inequalities are more
interesting than the equalities, the identities

In the previous section, we saw that if the weak derivative of a function that
vanishes at infinity belongs to LP(R™) with p < n, then the function has improved
integrability properties and belongs to L?" (R™). Even though the function is weakly
differentiable, it need not be continuous. In this section, we show that if the deriva-
tive belongs to LP(R™) with p > n then the function (or a pointwise a.e. equivalent
version of it) is continuous, and in fact Holder continuous. The following result is
due to Morrey (1940). The main idea is to estimate the difference |f(z) — f(y)| in
terms of Df by the mean value theorem, average the result over a ball B, (z) and
estimate the result in terms of ||Df||, by Holder’s inequality.

THEOREM 3.36. Let n < p < oo and

oa=1-— 2,
p
with « = 1 if p = co. Then there are constants C = C(n,p) such that
(3.12) [fla <CIDfll, — forall f € CZ(R"),
(3.13) sup [f| < C [ fllyr,  forall f € CZ(R™),
]Rn

where [-],, denotes the Holder seminorm [, pn defined in (L1).

ProoF. First we prove that there exists a constant C' depending only on n
such that for any ball B, (x)

(3.14) ]lB @) s dy =0 /B DI,

@) |z =yt

Let w € 9B; (0) be a unit vector. For s > 0
f(:v—l—sw)—f(:v):/ %f(x—i—tw)dt:/ Df(z 4+ tw) - wdt,
0 0

4 ouis Nirenberg on K. O. Friedrichs, from Notices of the AMS, April 2002.
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and therefore since |w| =1

F(x+ sw) — F(z)] < /0 D f(z+ tw)| dt.

Integrating this inequality with respect to w over the unit sphere, we get

/ F(@) — f( + sw)| dS(w) g/ (/ D+ tw)| dt) d5(w).
9B1(0) 8B1(0)
From Proposition [[.45]

/ (/ |Df(x+tw)|dt> dS (w / / DI + t0)| et 445 )
8B (0) 8B (0) L3
D
:/ | f(n)il1 ay.
&@Hw—m

IDf ()
/831<0>'f“ f(a + sw)| dS(w) < /B Rt

Using Proposition [.45] together with this inequality, and estimating the integral
over By (z) by the integral over B, (z) for s < r, we find that

/Br(m) |f(x) = f(y)|dy = /07" (/831(()) |f(z) — f(z + sw)| dS(w)) "1 s
[

" D
o[ orl,
n Jp, () lz =y

This gives 3.14) with C = (na,)~!.
Next, we prove [BI2). Suppose that z,y € R". Let r = |z — y| and Q =
B, (x) N By (y). Then averaging the inequality

[f(@) = )l < [f(2) = F) + [ (y) = f(2)]

with respect to z over (2, we get

Thus,

IN

B15) @)= )] < £ 1) = 1G] d+ £ 1) = )] b=
From ([B.I4) and Holder’s inequality,
)| dz < x) — f(2)| dz
]1|f )| ]{Wum 1)l
DS ()]
C —
= /BT(m) oy Y

1/p d 1/p’
<C / |Df[P dz / 72 =y :
B, (z) B, (z) |7 — z[P'("
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1/p ,
dz /p _c Topn=ldr 1/p _ opl-n/p
Bo(x) [T — 2[P"(n=D) B o rP(n=1) -

where C' denotes a generic constant depending on n and p. Thus,

]{2 F(2) = £(2)] dz < O/ |Df Ly

We have

with a similar estimate for the integral in which z is replaced by y. Using these
estimates in (BI5) and setting r = |x — y|, we get

(3.16) |f(z) = f(y)] < Clz — y|1_n/p HDfHLP(R") )

which proves (312).
Finally, we prove (813). For any = € R™, using (310, we find that

(@) < ]{3 @) = f) dy s Ji F)] dy

1(z)

<C ||Df||LP(R") +C Hf”Lp(Bl(ﬂC))
SO llwrr@ny s

and taking the supremum with respect to x, we get (3.13). O

Combining these estimates for

[fllcoe = sup|f]| + [fla

and using a density argument, we get the following theorem. We denote by C’g H(R™)
the space of Holder continuous functions f whose limit as  — oo is zero, meaning
that for every € > 0 there exists a compact set K C R™ such that |f(x)| < e if
zeR"\ K.

THEOREM 3.37. Letn <p < oo and o« =1—n/p. Then
WHP(R™) — C*(R™)
and there is a constant C = C(n,p) such that
[fllgoe <Clfllwrs — forall f e CZ(R™).

PROOF. From Theorem [3:24] the mollified functions n° x f¢ — f in WHP(R")
as € — 07, and by Theorem [3.36]

[f(@) = fW)| < Clz = y|" P |IDF -
Letting € — 0T, we find that

/(@) = f)] < Cla —y[* "7 | Df|

for all Lebesgue points z,y € R™ of f. Since these form a set of measure zero, f
extends by uniform continuity to a uniformly continuous function on R™.

Also from Theorem [3.24] the function f € WHP(R™) is a limit of compactly
supported functions, and from (BI3]), f is the uniform limit of compactly supported
functions, which implies that its limit as  — oo is zero. O
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We state two related results without proof (see §5.8 of [9]).

For p = oo, the same proof as the proof of (B12]), using Holder’s inequality
with p = co and p’ = 1, shows that f € W1°(R") is globally Lipschitz continuous,
with

[/l < CIDSl oo -
A function in W1°°(R™) need not approach zero at infinity. We have in this case
the following characterization of Lipschitz functions.

THEOREM 3.38. A function f € L{ _(R") is globally Lipschitz continuous if
and only if it is weakly differentiable and Df € L>°(R™).

When n < p < oo, the above estimates can be used to prove that the pointwise
derivative of a Sobolev function exists almost everywhere and agrees with the weak
derivative.

THEOREM 3.39. If f € VVliéD(R") for some n < p < oo, then f is differentiable
pointwise a.e. and the pointwise derivative coincides with the weak derivative.

3.9. Boundary values of Sobolev functions

If f € C(Q) is a continuous function on the closure of a smooth domain €,
then we can define the boundary values of f pointwise as a continuous function
on the boundary 02. We can also do this when Sobolev embedding implies that
a function is Holder continuous. In general, however, a Sobolev function is not
equivalent pointwise a.e. to a continuous function and the boundary of a smooth
open set has measure zero, so the boundary values cannot be defined pointwise.
For example, we cannot make sense of the boundary values of an LP-function as an
LP-function on the boundary.

EXAMPLE 3.40. Suppose T : C*°([0,1]) — R is the map defined by T : ¢ —
B(0). If ¢¢(x) = e~*/¢, then ||¢¢|z1 — 0 as e — 0T, but ¢°(0) = 1 for every
€ > 0. Thus, T is not bounded (or even closed) in L' and we cannot extend it by
continuity to L'(0,1).

Nevertheless, we can define the boundary values of suitable Sobolev functions at
the expense of a loss of smoothness in restricting the functions to the boundary. To
do this, we show that the linear map on smooth functions that gives their boundary
values is bounded with respect to appropriate Sobolev norms. We then extend the
map by continuity to Sobolev functions, and the resulting trace map defines their
boundary values.

We consider the basic case of a half-space R}. We write = (2/,2,) € R}
where z,, > 0 and (2/,0) € R} =R"~1.

The Sobolev space WP (R") consists of functions f € LP(R") that are weakly
differentiable in R with Df € LP(R’). We begin with a result which states that
we can extend functions f € W?(R") to functions in WP (R"™) without increasing
their norm. An extension may be constructed by reflecting a function across the
boundary OR”} in a way that preserves its differentiability. Such an extension map
E is not, of course, unique.

THEOREM 3.41. There is a bounded linear map
E:W"P(RY) — WHP(R™)
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such that Ef = [ pointwise a.e. in R’} and for some constant C = C(n, p)
HEf”WLP(R") < ¢ HfHWI,p(Ri) .

The following approximation result may be proved by extending a Sobolev
function from R’} to R™, mollifying the extension, and restricting the result to the
half-space.

THEOREM 3.42. The space C'° (EZ) of smooth functions is dense in WHP(R').

Functions f : Ei — Rin C° (Ei) need not vanish on the boundary dR”. On
the other hand, functions in the space C°(R") of smooth functions whose support
is contained in the open half space R’} do vanish on the boundary, and it is not true
that this space is dense in W#» (R™). Roughly speaking, we can only approximate
Sobolev functions that ‘vanish on the boundary’ by functions in CZ°(R’} ). We make
the following definition.

DEFINITION 3.43. The space Wé’p(Ri) is the closure of C2°(R") in WHP(R7).

The interpretation of WO1 P(R%) as the space of Sobolev functions that vanish
on the boundary is made more precise in the following theorem, which shows the
existence of a trace map T that maps a Sobolev function to its boundary values,
and states that functions in WO1 P(R") are the ones whose trace is equal to zero.

THEOREM 3.44. For 1 < p < 0o, there is a bounded linear operator
T:WhP(R") — LP(ORY)
such that for any f € C° (Ei)
(Tf) (@) = f(2',0)
and

”TfHLP(R”*l) <cC Hf”WLP(]Ri)

for some constant C' depending only on p. Furthermore, f € Wéc’p (R™}) if and only
if Tf=0.

PROOF. First, we consider f € C° (Ki) For 2/ € R""! and p > 1, we have

If (@, 0))" < p/ |f @ O [0 f (1) dt.

0
Hence, using Holder’s inequality and the identity p'(p — 1) = p, we get

Jiraora <p [T1raor s @0l

oo '(p—1) 1/p’ e 1/p
<p ( / f (=", )" da:’dt) ( / 0, f (2, )7 dx’dt)
0 0

-1
<plfIp lonfll,
< Pl Ipen-

The trace map
T:CX([RY) — CFR")
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is therefore bounded with respect to the WP(R”) and LP(9R”.) norms, and ex-
tends by density and continuity to a map between these spaces. It follows immedi-
ately that Tf = 0 if f € WP (R?).

We omit the proof that T'f = 0 implies that f € Wok’p(]Ri). (The idea is to
extend f by 0, translate the extension into the domain, and mollify the translated
extension to get a smooth compactly supported approximation; see e.g., [9]). O

If p = 1, the trace T : WHY(R%) — LY(R" 1) is onto, but if 1 < p < oo
the range of T is not all of LP. In that case, T : WIP(R") — Bl=1/pP(R"1)
maps WP onto a Besov space B'~1/P?; roughly speaking, this is a Sobolev space
of functions with fractional derivatives, and there is a loss of 1/p derivatives in
restricting a function to the boundary [26].

An alternative, and more concrete, way to define the trace map is to show that
if f € WHH(R?Y), then f = f pointwise a.e. in R?” where f(z',z,) is an absolutely
continuous function of 0 < z,, < oo for 2’ pointwise a.e. in R”~!. In that case,
(Tf)(2') = f(a',0) is defined pointwise a.e. on the boundary by continuity [3]E

Note that if f € WP(R™), then 9;f € WP (R™), so T(d;f) = 0. Thus, both
fand D f vanish on the boundary. The correct way to formulate the condition that
f has weak derivatives of order less than or equal to two and satisfies the Dirichlet
condition f = 0 on the boundary is that f € W2P(R%) N W, P (R?).

3.10. Compactness results

A Banach space X is compactly embedded in a Banach space Y, written X € Y,
if the embedding ¢+ : X — Y is compact. That is, » maps bounded sets in X to
precompact sets in Y; or, equivalently, if {z,,} is a bounded sequence in X, then
{1z, } has a convergent subsequence in Y.

An important property of the Sobolev embeddings is that they are compact on
domains with finite measure. This corresponds to the rough principle that uniform
bounds on higher derivatives imply compactness with respect to lower derivatives.
The compactness of the Sobolev embeddings, due to Rellich and Kondrachov, de-
pend on the Arzela-Ascoli theorem. We will prove a version for VVO1 "P(Q) by use of
the LP-compactness criterion in Theorem

THEOREM 3.45. Let Q) be a bounded open set in R™, 1 <p < n, and1 < q < p*.
If F is a bounded set in Wy '*(2), then F is precompact in LI(R™).

PROOF. By a density argument, we may assume that the functions in F are
smooth and supp f € 2. We may then extend the functions and their derivatives by
zero to obtain smooth functions on R™, and prove that F is precompact in L?(R").

Condition (1) in Theorem [[.TH] follows immediately from the boundedness of
and the Sobolev embeddeding theorem: for all f € F,

I fllaggny = 1fllLac) < CllfllLes ) < CIDfllLrwny < C

where C' denotes a generic constant that does not depend on f. Condition (2) is
satisfied automatically since the supports of all functions in F are contained in the
same bounded set.

5The definition of weakly differentiable functions as absolutely continuous functions on lines
z; = constant, pointwise a.e. in the remaining coordinates m;, goes back to the Italian mathemati-
cian Levi (1906) before the introduction of Sobolev spaces.
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To verify (3), we first note that since D f is supported inside the bounded open
set €,

IDflLr@ny < CNDSN Lo ny -
Fix h € R™ and let f(z) = f(x + h) denote the translation of f by h. Then

1 1
(@) — ()] = ] [ e pst+imal <ol [ 105+

Integrating this inequality with respect to x and using Fubini’s theorem to exchange
the order of integration on the right-hand side, together with the fact that the inner
z-integral is independent of ¢, we get

[ 1@ = 5@ d < BIDS sy < CRIIDS oy

Thus,
(3.17) Ifn = fllpr@ny < CIRHID S Loy -
Using the interpolation inequality in Lemma [[L.TT] we get for any 1 < ¢ < p* that

0 —0
(3.18) 1 fn = Fllpagny < Ifn = FllLa@ny 1fn = Fll" @)
where 0 < 6 <1 is given by

The Sobolev embedding theorem implies that
”fh — fHLP* (R™) <C ”Df”LP(]R") :
Using this inequality and B.I7) in BI8), we get
1 = oy < CIRIE DAl poan, -

It follows that F is L9-equicontinuous if the derivatives of functions in F are uni-
formly bounded in L?, and the result follows. O

Equivalently, this theorem states that if {f.k € N} is a sequence of functions in
WP (€2) such that
I il <C forallk €N,
for some constant C, then there exists a subsequence fi, and a function f € L?(2)
such that
fe, = f as i — oo in LI(N).
The assumptions that the domain €2 satisfies a boundedness condition and that
q < p* are necessary.

EXAMPLE 3.46. If ¢ € WLP(R™) and f,,(z) = ¢(x — ¢m), where ¢, — 00
as m — oo, then || fmllwir = ||¢|lwir is constant, but {f,} has no convergent
subsequence in L9 since the functions ‘escape’ to infinity. Thus, compactness does
not hold without some limitation on the decay of the functions.

EXAMPLE 3.47. For 1 < p < n, define f : R® — R by
R (= k|x]) i x| < 1/E,
fk(x)_{ 0 if |z] > 1/k.

Then supp fr. C By (0) for every k € N and {fx} is bounded in W1?(R"), but no
subsequence converges strongly in LP" (R™).
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The loss of compactness in the critical case ¢ = p* has received a great deal of
study (for example, in the concentration compactness principle of P.L. Lions).

If © is a smooth and bounded domain, the use of an extension map implies that
WhP(Q) € L4(f2). For an example of the loss of this compactness in a bounded
domain with an irregular boundary, see [26].

THEOREM 3.48. Let 2 be a bounded open set in R™, and n < p < co. Suppose
that F is a set of functions whose weak derivative belongs to LP(R™) such that: (a)
supp f € Q; (b) there exists a constant C' such that

IDfll, <C for all f € F.
Then F is precompact in Co(R™).

PRrROOF. Theorem [3.36] implies that the set F is bounded and equicontinuous,
so the result follows immediately from the Arzela-Ascoli theorem. |

In other words, if {f,, : m € N} is a sequence of functions in W1?(R") such
that supp f, C 2, where Q € R”, and

Hfm”wl,p <C for all m € N

for some constant C', then there exists a subsequence f,,, such that f,, — f
uniformly, in which case f € C.(R").

3.11. Sobolev functions on ) C R"

Here, we briefly outline how ones transfers the results above to Sobolev spaces
on domains other than R™ or R’;.

Suppose that €2 is a smooth, bounded domain in R"™. We may cover the closure
Q by a collection of open balls contained in € and open balls with center z € 9.
Since Q is compact, there is a finite collection {B; : 1 <4 < N} of such open balls
that covers Q. There is a partition of unity {¢; : 1 <4 < N} subordinate to this
cover consisting of functions ¢; € C2°(B;) such that 0 < +; <1 and ) ,1¢; =1 on
Q.

Given any function f € L{ (), we may write f = Y, f; where f; = ¥;f
has compact support in B; for balls whose center belongs to €, and in B; N Q) for
balls whose center belongs to 9€). In these latter balls, we may ‘straighten out the
boundary’ by a smooth map. After this change of variables, we get a function f;
that is compactly supported in EZ. We may then apply the previous results to the
functions {f; : 1 <i < N}.

Typically, results about Wé“ "P(Q) do not require assumptions on the smooth-
ness of 9€2; but results about W*?(Q2) — for example, the existence of a bounded
extension operator E : W*P(Q) — WHP(R"™) — only hold if 95 satisfies an appro-
priate smoothness or regularity condition e.g. a C¥, Lipschitz, segment, or cone
condition [IJ.

The statement of the embedding theorem for higher order derivatives extends
in a straightforward way from the one for first order derivatives. For example,

1 1 k

WFP(R") — LYR")  if - =—-— =,

g p n
The result for smooth bounded domains is summarized in the following theorem.
As before, X C Y denotes a continuous embedding of X into Y, and X € Y denotes

a compact embedding.
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THEOREM 3.49. Suppose that Q is a bounded open set in R™ with C* boundary,
k,meNwith k>m, and 1 < p < oo.
(1) If kp < n, then
WkP(Q) € LYQ) for 1 <gq<mnp/(n—kp);
WhP(Q) C LYQ)  for g =mnp/(n — kp).
More generally, if (k—m)p <n, then
WhP(Q) e W™U(Q)  for 1 <q<np/(n—(k—m)p);
WhP(Q) c W™UQ)  for g =np/(n— (k —m)p).
(2) If kp = n, then
WkP(Q) € LY() for1 < g < oo.

(3) If kp > n, then
whr(Q) e CO* (Q)
forO<pu<k—-n/pifk—n/p<l, for0<u<lifk—n/p=1, and for
w=1ifk—n/p>1;and

WhP(Q) c CO* (Q)
foru=k—n/pifk—n/p<1. More generally, if (k —m)p > n, then
WhP(Q) € ™" (Q)

for0<p<k—m-n/pifk—m-n/p<1, for0<pu<1lifk—m-n/p=1,
and forpy=11ifk—m—n/p>1; and

WhP(Q) c C™* (Q)
foruy=k—m-—n/pifk—m—n/p=0.
These results hold for arbitrary bounded open sets  if W*P(Q) is replaced by
Wg ()
o .
EXAMPLE 3.50. If u € W™1(R"), then u € Co(R™). This can be seen from the

equality
u(z / / Oy -+ Opu(x’)dxy ... dx),

which holds for all u € C2°(R™) and a density argument. In general however, it is
not true that w € L™ in the critical case kp = n c.f. Example 3.3
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