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Abstract. Hardy, Littlewood and Pólya first introduced the notion of similar or-
dering of pairs of rationals, and A.E. Mayer proved that pairs of Farey fractions in
FQ are similarly ordered when Q is large enough. We generalize Mayer’s result to
Ducci iterates of Farey sequence and visible points in convex regions. We also study
the distribution of generalized indices of these sequences.

1. Introduction

For a positive integer Q the Farey series FQ of order Q is defined as the set of reduced
fractions between 0 and 1 with denominators less than or equal to Q. Denote by N(Q)
the number of elements in FQ and write these elements in increasing order as

γ1 =
a1

q1

< γ2 =
a2

q2

< · · · < γN(Q) =
aN(Q)

qN(Q)

. (1.1)

To study the basic properties of Farey series the reader is referred to the classical book
by Hardy and Wright [12, Chapter III]. Hardy, Littlewood and Pólya [11] introduced
the notion of similar ordering for pairs of rational numbers as follows: two fractions
γ = a

q
and γ′ = a′

q′
are called similarly ordered if (a − a′)(q − q′) ≥ 0. Mayer [14]

proved that any two neighboring Farey fractions are similarly ordered. Furthermore,
he showed that for large values of Q, not immediate neighbors in Farey series are
similarly ordered too. More precisely, for any positive integer k there exists a number
Q(k), so that for any Q > Q(k), and any 1 ≤ j < j′ ≤ N(Q) with j′ − j < k, the
numbers

aj
qj

and
aj′

qj′
are similarly ordered.

The notion of similar ordering can be naturally extended for two sequences of numbers.
We say two sets of real numbers, A = {a1, . . . , an} and B = {b1, . . . , bn} are similarly
ordered if (ai − ai+1)(bi − bi+1) ≥ 0 for all i = 1, ..., n − 1. In this term Mayer’s first
result states that the sets of numerators and denominators of any Farey sequence are
similarly ordered. We denote by ψ = ψ(1) the Ducci operation on a tuple of numbers,
namely ψA = {|a1−a2|, |a2−a3|, . . . , |an−1−an|}. Also denote by ψ(k)A = ψ(ψ(k−1)A)
the k-th iteration of the Ducci operation. The first main result of this paper is the
following theorem.

Theorem 1.1. For any positive integer k, there exists a number Q0 = Q0(k) such
that if Q ≥ Q0 is a positive integer, and A and Q are the sets of numerators and
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denominators of the Farey series FQ, respectively, then the sequences ψ(k)A and ψ(k)Q
are similarly ordered.

The next theorem of this paper shows this phenomenon in a more general setting.
A lattice point on the plane is called visible if there is no other lattice point on
the line segment connecting it to the origin. For a region Ω ⊂ R2 we define FΩ =
{(q1, a1), (q2, a2), . . . , (qn, an)} as the set of visible lattice points of Ω in the order of
increasing arguments. In what follows FΩ should be interpreted as a circular set, mean-
ing that (q1, a1) should be considered not as the first element but rather the successor
of (qn, an). We also define

QΩ = {q1, q2, . . . , qn} and AΩ = {a1, a2, . . . , an}
as the sets of first and second coordinates of the points in FΩ, respectively. For a tuple
of numbers X = {x1, x2, . . . , xn} we define the analogue of the Ducci operator

ψ̃X = ψ̃(1)X = {|x1 − x2|, |x2 − x3|, . . . , |xn − x1|},

and naturally ψ̃(k)X = ψ̃(ψ̃(k−1)X ). Note that ψ̃ does not make the tuple shorter unlike
ψ. The following result demonstrates the phenomenon of similar ordering for the sets
AΩ and QΩ for certain regions Ω.

Theorem 1.2. Let Ω ⊂ R2 be an open convex region with piecewise smooth boundary
and containing the origin. Then for any positive integer k there exists a number x0(Ω, k)

so that for any x > x0 the sets ψ̃(k)QxΩ and ψ̃(k)AxΩ are similarly ordered.

Since Farey fractions also correspond to visible points in the plain this theorem is in
the same spirit as Theorem 1.1. However, it cannot be considered as a generalization
of Theorem 1.1 since the region for which the set of visible points corresponds to FQ
is the triangle with vertices (0, 0), (0, Q) and (Q,Q) which apparently does not satisfy
the requirements of Theorem 1.2.

Another aspect that we are going to study in this paper relates to the index of Farey
fractions. In [10], the index of the i-th fraction γi = ai

qi
in FQ is defined as

νi := νQ(γi) =

⌊
Q+ qi−1

qi

⌋
=
qi+1 + qi−1

qi
=
ai+1 + ai−1

ai
,

and it was proved in [10] that ∑
i

νi = 3N(Q)− 1.

Moreover, from [6], the following∑
i

νiνi+j = A(j)N(Q) +Oj(Q log2Q)

holds, where A(j) is some constant� 1 + log j. In [13], Haynes considered the j-index
of γi as

νj(γi) := ai+j−1qi−1 − ai−1qi+j−1,
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and showed that ν2(γi) = νQ(γi). The study of νj(γi) arises naturally in problems
where the denominators of the fractions are restricted to an arithmetic progression
with composite moduli (see [1, 2, 7]). It was shown in [13] that for any integer j ≥ 0,
there exists a real constant B(j) such that

1

N(Q)

N(Q)∑
i=1

νj(γi) = B(j) +Oj

(
(logQ)2

Q

)
,

as Q→∞. Later, in [3], Badziahin and Haynes considered the distribution of νj(γi) =
k with some divisibility constrains on the denominator of γi. This is fundamental in
the study of gap distribution of special subsets of Farey fractions such as in [5]. We
are going to consider the quantity

ν
(k)
j (γi) = a

(k)
i+j−1q

(k)
i−1 − a

(k)
i−1q

(k)
i+j−1 = − det

(
a

(k)
i−1 a

(k)
i+j−1

q
(k)
i−1 q

(k)
i+j−1

)
(1.2)

for the sequences ψ(k)(A) and ψ(k)(Q), which generalizes the j-index of elements in FQ.

We will prove the existence of the limiting distribution of ν
(k)
j as Q→∞ and this can

be generalized to visible points in convex regions with rectifiable boundary. It turns
out that the limiting distribution is independent of the region.

2. Proof of Theorem 1.1

We need some preliminary lemmas before we prove the main theorem.

Lemma 2.1. Let
ai
qi
,
ai+1

qi+1

, . . . ,
ai+j
qi+j

be consecutive Farey fractions in FQ. Then

max{qi, qi+j} >
Q

j + 1
.

Proof. Suppose qi, qi+j ≤ Q
j+1

and consider the following fractions:

bm =
ai +mai+j
qi +mqi+j

, m = 1, . . . , j.

Then

bm − bm−1 =
ai+jqi − aiqi+j

(qi +mqi+1)(qi + (m− 1)qi+j)
> 0,

and also qi + mqi+j ≤ Q, which gives at least j Farey fractions between ai
qi

and
ai+j
qi+j

,

which is a contradiction. �

Let X = {x1, x2, . . . , xn} be a set of real numbers. We denote by x
(k)
i the i-th element

of ψ(k)X . Clearly, x
(k)
i is a linear combination of xi, xi+1, . . . , xi+k. The next lemma

gives a bound on the coefficients of that combination.
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Lemma 2.2. Let x
(k)
i be given by the linear form L

(k)
i (X ) =

i+k∑
j=i

c
(k)
i,j xj. Then for any

i = 1, . . . , n− k we have

|c(k)
i,j | ≤ 2k−1, for all j = i, i+ 1, . . . , i+ k.

Proof. We proceed by induction on k. For k = 1 we have L
(1)
i (X ) = xi − xi+1 or

L
(1)
i (X ) = xi+1 − xi so in both cases c

(1)
i,j = ±1. Suppose |c(k−1)

i,j | ≤ 2k−2. Then

L
(k)
i (X ) = |L(k−1)

i (X )− L(k−1)
i+1 (X )| = |

i+k−1∑
j=i

c
(k−1)
i,j xj −

i+k∑
j=i+1

c
(k−1)
i+1,j xj|

= |c(k−1)
i,i xi +

i+k−1∑
j=i+1

(c
(k−1)
i,j − c(k−1)

i+1,j )xj − c(k−1)
i+1,i+kxi+k|.

Thus, c
(k)
i,i = ±c(k−1)

i,i and c
(k)
i,i+k = ±c(k−1)

i+1,i+k, so |c(k)
i,i |, |c

(k)
i,i+k| ≤ 2k−2. For intermediate

indices j = i+ 1, . . . , i+ k − 1,

|c(k)
i,j | = |c

(k−1)
i,j − c(k−1)

i+1,j | ≤ 2k−2 + 2k−2 = 2k−1.

�

Lemma 2.3. Let Xj = {0, . . . , 0, xj, yj, xj − yj, 0, . . . , 0}, j = 1, 2 be two sets starting
and ending with n zeros and satisfying xj ≥ 2nyj, for j = 1, 2. Then all the terms
of ψ(r)Xj, j = 1, 2, are either of the form xj − αyj or βyj, with 0 ≤ α, β ≤ 2r, for
0 ≤ r ≤ n. Moreover, the sequences ψ(r)X1 and ψ(r)X2 follow the same pattern for
0 ≤ r ≤ n, meaning that if the i-th term of ψ(r)X1 is x1 − αy1, then the i-th term of
ψ(r)X2 is x2 − αy2. Likewise, if the i-th term of ψ(r)X1 is βy1, then the i-th term of
ψ(r)X2 is βy2. In particular, this means that ψ(n)X1 and ψ(n)X2 are similarly ordered.

Proof. We proceed by induction on r. The statement is obviously true for r = 0.
Suppose both parts of the claim are true for r − 1. Then any term in the r-th Ducci
iteration of Xj has one of the following forms with 0 ≤ α1, α2, β1, β2 ≤ 2r−1:

(1) |β1yj − β2yj| = |β1 − β2|yj, and 0 ≤ |β1 − β2| ≤ 2r,

(2) |xj − α1yj − β1yj| = xj − (α1 + β1)yj, and 0 ≤ α1 + β1 ≤ 2r,

(3) |(xj − α1yj)− (xj − α2yj)| = |α1 − α2|yj, and 0 ≤ |α1 − α2| ≤ 2r.

This proves the first statement of the lemma and also shows that it is uniquely deter-
mined if a certain term of ψ(r)Xj is of a form xj−αyj or βyj. This in turn implies that
ψ(r)X1 and ψ(r)X2 are similarly ordered. �

Lemma 2.4. Let k be a fixed positive integer and a
q

be a fixed proper fraction. Then

Q > (2k + 1)q implies that FQ has the following pattern around a
q
:

u− ka
v − kq

< · · · < u− 2a

v − 2q
<
u− a
v − q

<
u

v
<
a

q
<
z

w
<
z − a
w − q

< · · · < z − ka
w − kq

, (2.1)
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where w, v ∈ (Q− q,Q], w ≡ −ā (mod q) and v ≡ ā (mod q).

Proof. We prove the lemma only for the right side of a
q
; the argument for the left side

is identical. First, if z
w

is the successor of a
q
, then by the basic properties of consecutive

Farey fractions, qz − aw = 1 and q + w > Q, which implies Q − q < w ≤ Q and
w ≡ −ā (mod q). Next, denote the i-th term to the right of z

w
by zi

wi
, i.e., the sequence

is a
q
< z

w
< z1

w1
< z2

z2
< .... We prove the lemma by induction on k. For k = 1, the

condition is Q > 3q. Now, we know that w|(w1 +q) and 2w > 2(Q−q) = Q+Q−2q >
Q + q ≥ w1 + q, hence w = w1 + q, or equivalently w1 = w − q. By the property of
consecutive Farey fractions, z1 is uniquely determined by z, w and w1. Since z1 = z−a
satisfies z1w − z(w − q) = 1, then z1 = z − a. Next, suppose the statement is true for
k−1, i.e., zi = z−ia and wi = w−iq for i = 1, 2, ..., k−1, and show that Q > (2k+1)q
implies zk = z − ka and wk = w − kq. Indeed, we know wk−1|(wk−2 + wk). On one
hand,

wk−1 = w − (k − 1)q = w − (k − 2)q − q < wk−2 + wk.

On the other hand,

3wk−1 = 3(w − (k − 1)q) = w − (k − 2)q + 2w − (2k − 1)q

> wk−2 +Q+Q− (2k + 1)q > wk−2 +Q ≥ wk−2 + wk.

Therefore, 2wk−1 = wk−2 + wk, which implies

wk = 2wk−1 − wk−2 = 2(w − (k − 1)q)− (w − (k − 2)q) = w − kq.

Again, zk is uniquely determined by zk−1, qk−1 and wk. Since zk = z − kq satisfies
zkwk−1 − zk−1wk = 1, then the proof is complete. �

Lemma 2.5. Let a
q

be a fixed proper fraction and suppose Q ≥ 2k+1q2. Let N be the set

of 2k + 2 neighbors of a
q

in FQ and let A and Q be, respectively, the set of numerators

and denominators of the fractions in N . Then ψ(k)A and ψ(k)Q are similarly ordered.

Proof. Notice that since Q ≥ 2k+1q2 ≥ (2k+ 1)q, then by Lemma 2.4 N is of the form
(2.1). One can explicitly compute ψA and ψQ and see that they are indeed similarly
ordered. Hence we will hereafter assume that k ≥ 2. We also assume for concreteness
that u ≥ z; therefore also v ≥ w. The other case is handled in a similar way. Now the
second Ducci iterations of the sets A and Q have the following forms:

A(2) = ψ(2)A = {0, ..., 0︸ ︷︷ ︸
k−1

, u− 2a, u− z, z − 2a, 0, ..., 0︸ ︷︷ ︸
k−1

},

Q(2) = ψ(2)Q = {0, ..., 0︸ ︷︷ ︸
k−1

, v − 2q, v − w,w − 2q, 0, ..., 0︸ ︷︷ ︸
k−1

},

and it suffices to show that ψ(k−2)A(2) and ψ(k−2)Q(2) are similarly ordered. We will
prove that A(2) and Q(2) satisfy the conditions of Lemma 2.3 and that will finish the
proof.
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First, we have v > Q − q, so v − 2q > Q − 3q. On the other hand, w > Q − q, so
v − w < q. Thus

v − 2q ≥ 2k+1q2 − 3q ≥ (2k+1 − 3)q ≥ 2kq ≥ 2k(v − w),

which is the condition of the lemma for Q(2).
Next, u

v
< a

q
implies u < a

q
v ≤ a

q
Q. On the other hand, u = av−1

q
> a

q
(Q − q) − 1

q
. So

the following bounds for u holds:

a

q
Q− a− 1

q
< u <

a

q
Q. (2.2)

Similarly, a
q
< z

w
implies z > a

q
w > a

q
(Q−q) = a

q
Q−a. On the other hand, z = aw+1

q
≤

a
q
Q+ 1

q
. Thus

a

q
Q− a < z ≤ a

q
Q+

1

q
. (2.3)

The bounds (2.2) and (2.3) imply u− z ≤ a+ 1 ≤ q. Finally,

u− 2a >
a

q
Q− a− 1

q
− 2a ≥ Q

q
− 4q ≥ (2k+1q − 4)q ≥ 2kq ≥ 2k(u− z),

which is the condition of Lemma 2.3 for Q(2). �

Now we are ready to prove the main result.

Proof of Theorem 1.1. Define the function K(k) = 2k+1(k + 1)2 for k ≥ 0. We show
by induction on k that if Q ≥ 2k+1K2(k), then ψ(k)A and ψ(k)Q are similarly ordered.
The statement is trivially true for k = 0, and the case when k = 1 can be proven by
elementary arguments. In fact, in these two cases the statement is true for any value of
Q. Indeed, if we assume that ψA and ψQ are not ordered similarly, then there are three
consecutive terms a′

q′
< a

q
< a′′

q′′
in FQ such that (|a′′−a|−|a−a′|)(|q′′−q|−|q−q′|) < 0.

This means that |a′′ − a| − |a− a′| and |q′′ − q| − |q − q′| have opposite signs. We will
show a contradiction in the case when |a′′− a| − |a− a′| > 0 and |q′′− q| − |q− q′| < 0;
the other case can be done in a similar way. By the basic property of neighboring Farey

fractions, a′

q′
= a

q
− 1

qq′
and a′′

q′′
= a

q
+ 1

qq′′
, so

∣∣∣ q′′aq + 1
q
− a
∣∣∣ > ∣∣∣a+ 1

q
− q′a

q

∣∣∣, hence∣∣∣∣q′′ − q +
1

a

∣∣∣∣ > ∣∣∣∣q − q′ + 1

a

∣∣∣∣ and |q′′ − q| < |q − q′| .

The only non-trivial case when these two inequalities can hold together is when q−q′ >
0, q′′−q < 0 and |q′′ − q|−|q − q′| < 2

a
, that is when q′−q′′ < 2

a
. Now, q′−q′′ 6= 0, since

otherwise we would have |q′′ − q| = |q − q′|; therefore q′−q′′ = 1, which is possible only
if a = 1. This further implies that q′−a′q = 1 and a′′q−a′+ 1 = 1, i.e., (a′′−a′)q = 1,
which can’t be true since q 6= 1.
Next, we assume that ψ(k−1)A and ψ(k−1)Q are similarly ordered and show that our
choice of Q implies that ψ(k)A and ψ(k)Q are as well. Suppose the contrary holds:
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assume the similarity of ψ(k)A and ψ(k)Q is violated at the i-th position, i.e., a
(k)
i+1−a

(k)
i

and q
(k)
i+1 − q

(k)
i have opposite signs. This means that∣∣∣(a(k)

i+1 − a
(k)
i )− t(q(k)

i+1 − q
(k)
i )
∣∣∣ > 1, (2.4)

for any t > 0. Let qj = min{qi, qi+1, . . . , qi+k+1} and take t =
aj
qj

. If we had qj ≤ K(k),

then by Lemma 2.5 ψ(k)A and ψ(k)Q would be similarly ordered. Thus, we should have
qj > K(k). Now, for all r = i, i+ 1, . . . , i+ k + 1,∣∣∣∣arqr − t

∣∣∣∣ =

∣∣∣∣arqr − aj
qj

∣∣∣∣ ≤ i+k∑
l=i

∣∣∣∣alql − al+1

ql+1

∣∣∣∣ ≤ i+k∑
l=i

1

qlql+1

.

For each l = i, i+ 1, . . . , i+k we have min{ql, ql+1} ≥ Q
2

and max{ql, ql+1} ≥ qj. Hence∣∣∣∣arqr − t
∣∣∣∣ ≤ 2(k + 1)

qjQ
,

which implies |ar − tqr| ≤ 2(k+1)
qj

for all r = i, i + 1, . . . , i + k + 1. Recall that aki =∣∣∣a(k−1)
i+1 − a(k−1)

i

∣∣∣ and qki =
∣∣∣q(k−1)
i+1 − q(k−1)

i

∣∣∣. Suppose the values of a
(k−1)
i and a

(k−1)
i+1 are

computed in terms of elements of A by the linear forms L
(k−1)
i and L

(k−1)
i+1 , respectively:

a
(k−1)
i = L

(k−1)
i (A) =

i+k−1∑
r=i

ci,rar, a
(k−1)
i+1 = L

(k−1)
i+1 (A) =

i+k∑
r=i+1

di,rar.

The induction hypothesis implies that the linear forms for q
(k−1)
i and q

(k−1)
i+1 should have

the same coefficients as those for a
(k−1)
i and a

(k−1)
i+1 , that is

q
(k−1)
i = L

(k−1)
i (Q) =

i+k−1∑
r=i

ci,rqr, q
(k−1)
i+1 = L

(k−1)
i+1 (Q) =

i+k∑
r=i+1

di,rqr.

Moreover, ψ(k−1)A and ψ(k−1)Q being similarly ordered implies that a
(k−1)
i+1 −a

(k−1)
i and

q
(k−1)
i+1 − q(k−1)

i are of the same sign. Then,∣∣∣a(k)
i − tq

(k)
i

∣∣∣ =
∣∣∣|a(k−1)

i+1 − a(k−1)
i | − t|q(k−1)

i+1 − q(k−1)
i |

∣∣∣
=
∣∣∣(a(k−1)

i+1 − a(k−1)
i )− t(q(k−1)

i+1 − q(k−1)
i )

∣∣∣
=
∣∣∣(a(k−1)

i+1 − tq(k−1)
i+1 )− (a

(k−1)
i − tq(k−1)

i )
∣∣∣

=

∣∣∣∣∣
i+k∑
r=i+1

di,r(ar − tqr)−
i+k−1∑
r=i

ci,r(ar − tqr)

∣∣∣∣∣ .
Now, by Lemma 2.2, |di,r|, |ci,r| ≤ 2k−2 for all r = i, i+ 1, . . . , i+ k, and hence∣∣∣a(k)

i − tq
(k)
i

∣∣∣ ≤ 2(k + 1)2k−2 2(k + 1)

qj
=

2k(k + 1)2

qj
.
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By the same argument this bound holds for
∣∣∣a(k)
i+1 − tq

(k)
i+1

∣∣∣ as well. Hence,

∣∣∣(a(k)
i+1 − a

(k)
i )− t(q(k)

i+1 − q
(k)
i )
∣∣∣ ≤ ∣∣∣a(k)

i+1 − tq
(k)
i+1

∣∣∣+
∣∣∣a(k)
i − tq

(k)
i

∣∣∣
≤ 2k+1(k + 1)2

qj
< 1,

which contradicts 2.4. This completes the proof. �

3. Proof of Theorem 1.2

This section is devoted to the proof of Theorem 1.2, which proceeds along the same line
as that of Theorem 1.1. One needs to prove the analogs of Lemmas 2.1 - 2.5 and then
proceed as in the proof of Theorem 1.1. Notice that all these lemmas except Lemma
2.4 can be generalized easily in this setting. We are only left to prove the analog of
Lemma 2.4, which will be shown in this section by geometrical arguments. We need
several lemmas leading up to it. In the following lemmas Dr(P ) is used to denote the
disk of radius r centered at the point P .

Lemma 3.1. Let Ω ⊂ R2 be an open, bounded, convex region with a piecewise smooth
boundary and containing the origin O. Then there exist numbers ε and h satisfying the
following property: if ρ is a ray starting at the origin and intersecting the boundary of
Ω at the point B, and Pε and Nε are the interiors of the angles at B of size 2ε with the
bisectors coinciding with positive and negative directions of ρ, respectively, then there
exist h and ε such that

Nε ∩Dh(B) ⊂ Ω and Pε ∩ Ω = ∅.
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O

Ω

ε
ε

ε
ε

B

ρ

Nε

Pε

Proof. Let the numbers R and r be such that Ω ⊂ DR(O) and D2r(O) ⊂ Ω. We
will show that ε := arcsin r

R
and h := r satisfy the lemma. Indeed, let BT1 and BT2

be the tangent lines to the circle of radius r centered at O and denote θ = ∠T1BO.
Since Ω is convex, then the open triangle 4BT1T2 ⊂ Ω. Moreover, since |BO| ≥ 2r,
then Nθ ∩ Dr(B) ⊂ 4BT1T2. Finally, since sin θ = r

|BO| ≥
r
R

= sin ε, then Nε ⊂ Nθ.

Therefore, Nε ∩ Dr(B) ⊂ Ω. To show the second part we again use the fact that
sin θ ≥ sin ε, which implies that Pε ⊂ Pθ so it is enough to show that Pθ ∩ Ω = ∅.
Suppose contrary holds: assume there exists a point P ∈ Pε ∩ Ωc. Then by convexity
of Ω the line segments PT1 and PT2 lie in Ω. In particular, the points Q1 = PT1∩T2B
and Q2 = PT2 ∩ T1B are in Ω. Therefore the line segment Q1Q2 ⊂ Ω so the point
Q = Q1Q2 ∩ ρ ∈ Ω as well. However Q is on the continuation of the line segment OB
which is a contradiction with the fact that B is a boundary point.
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O

T1

T2

B

P

Q2

Q1

θ
θ

�

Remark. It can be seen from the proof of lemma that if ε and h are the constant for
region Ω, then one can take ε and xh as the constant for xΩ.

Lemma 3.2. Let Ω ⊂ R2 be a convex region and let A1 = (a1, q1), A2 = (a2, q2) ∈ Ω
be consecutive points of FΩ. Then

det

(
a2 a1

q2 q1

)
= 1.

Proof. We apply Pick’s theorem for the triangle OA1A2. There are no lattice points
on the sides OA1 and OA2 since the points A1 and A2 are visible, and there are no
lattice points on the side A1A2 and in the interior of the triangle since A1 and A2 are
consecutive in FΩ. Therefore Area(4OA1A2) = 3

2
− 1 = 1

2
, and the lemma follows

from

det

(
a2 a1

q2 q1

)
= 2Area(4OA1A2).

�

Lemma 3.3. Let Ω ⊂ R2 be a convex region and let (a1, q1), (q2, a2), (q3, a3) ∈ Ω be
consecutive points of FΩ. Then (q3, a3) = −(q1, a1) + t(q2, a2) for some integer t.
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Proof. By Lemma 3.2 we have det

(
a2 a1

q2 q1

)
= 1 and det

(
a3 a2

q3 q2

)
= 1. These two

imply that det

(
a3 + a1 a2

q3 + q1 q2

)
= 0, which means that the first column is a multiple of

the second, i.e., (q3 + q1, a3 + a1) = t(q2, a2). Now we are left to show that t is an
integer. If not, then (t−btc)(q2, a2) is lattice point on the line segment connecting the
origin to (q2, a2), contradicting the visibility of (q2, a2). �

Now we are ready to prove the analog of Lemma 2.4 and thus complete the proof of
Theorem 1.2.

Lemma 3.4 (Analog of Lemma 2.4). Let k be a fixed positive integer and let (q, a) be
a visible point in the plane. Let Ω ⊂ R2 be an open, bounded, convex region with a
piecewise smooth boundary and containing the origin O. Then there exists a number
x0(q,Ω) so that for any x > x0 the k + 1 predecessors and k + 1 successors of (q, a) in
FxΩ are of the following form:

(v−kq, v−ka), . . . , (v−q, u−a), (v, u), (q, a), (w, z), (w−q, z−a), . . . , (w−kq, z−ka).

Proof. We will again prove the lemma only for the successors of (q, a), since the proof
for the other part is almost identical. Let (w, z) be the successor of (q, a) in FxΩ. Then
the point (q, a) + (w, z) is outside xΩ, since its argument is between the arguments of
(q, a) and (z, w). This means that ‖(w, z)‖ → ∞ as x→∞. Therefore we can choose
x0 so that x > x0 implies

2

‖(q, a)‖(‖(w, z)‖ − (2k + 2)‖(q, a)‖)
< sin ε,

(k + 1)‖(q, a)‖ < h, (3.1)

‖(w, z)‖ ≥ (k + 2)‖(q, a)‖,

where ε and h are the constant of Lemma 3.1 for the region xΩ. Note that we use the re-
mark of Lemma 3.1 for the second inequality of (3.1). Denote the i-th successor of (w, z)
by (wi, zi), i.e., we have the sequence ordered as (q, a), (w, z), (w1, z1), . . . , (wk, zk). We
prove by induction on k that the lemma holds true with a value of x0 for which the
conditions (3.1) are satisfied. Since the reasoning here is mostly geometrical it is con-
venient to make some notations. Denote the points M := (q, a), A := (w, z) and Ai :=
(w, z)− i(q, a) for i = 1, . . . , k. Also, denote D := −(q, a) + 2(w, z), C := (q, a) + (w, z)
and let B be the point of intersection of the line segment AC with the boundary of Ω
(see the picture below).
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O
M(q, a)

−(q, a)

A
B

C(w + q, z + a)

D(2w − q, 2z − a)

EA1

For k = 1 by Lemma 3.3 we know (w1, z1) is of the form −(q, a) + t(w, z) for some
integer t (dashed line on the picture). We will show that the point corresponding to
t = 1 is inside and the one corresponding to t = 2 is outside Ω and that will prove
that (w1, z1) = A1. Since ‖A1B‖ ≤ ‖A1C‖ = 2‖(q, a)‖ < h, and sin(∠OBA1) <

sin(∠OAA1) = 2Area(4OAA1)
‖AO‖·‖AA1‖ = 1

‖(w,z)‖·‖(q,a)‖ ≤ sin ε, then by Lemma 3.1 A1 is inside Ω.

Next, let E be a point on the continuation of the ray OB. Then

∠DBE = π − ∠OBD

sin(∠OBD) =
2Area(4OBD)

‖OB‖ · ‖BD‖
≤ 1

‖OB‖ · ‖BD‖
Now, two sides of 4ADC are ~AC = (q, a) and ~AD = (w−q, z−a) so Area(4DCA) =
1
2
. Moreover,

‖OB‖ > ‖OA‖ − ‖AB‖ ≥ ‖(w, z)‖ − ‖AB‖ ≥ ‖(w, z)‖ − ‖(q, a)‖ ≥ ‖(q, a)‖,

‖DB‖ > ‖DA‖ − ‖AB‖ ≥ ‖(w − q, z − a)‖ − ‖AB‖ ≥ ‖(w, z)‖ − 2‖(q, a)‖,
thus

sin(∠DBE) = sin(∠OBD) ≤ 1

‖(q, a)‖(‖(w, z)‖ − 2‖(q, a)‖)
< sin ε,

therefore, by Lemma 3.1 the point D is outside Ω. Next, suppose the statement is
true for k − 1, i.e., (wi, zi) = (w − iq, z − ai) for i = 1, . . . , k − 1 and show that
the conditions (3.1) imply (wk, zk) = (w − kq, z − ak). By Lemma 3.3 we have
(wk, zk) = −(wk−2, zk−2)+ t(wk−1, zk−1) for some integer t. We will show that the point
corresponding to t = 2 (which is Ak) is inside and the one corresponding to t = 3 is out-
side Ω and that will prove the statement. Since ‖AkB‖ < ‖AkC‖ = (k+ 1)‖(q, a)‖ < h
and sin(∠OBAk) < sin(∠OAAk) = k

‖(w,z)‖·‖k(q,a)‖ < sin ε, then by Lemma 3.1 Ak is

inside Ω.



DUCCI ITERATES ON FAREY FRACTIONS 13

O
M(q, a)

A
B

C(w + q, z + a)

F

E
A1

Ak−1

Ak

Next, let F be the point corresponding to t = 3, i.e., (2w − (2k + 1)q, 2z − (2k + 1)z).
Then

sin(∠FBE) = sin(∠FBO) <
2Area(4FBO)

‖OB‖‖BF‖

‖OB‖ ≥ ‖(w, z)‖ − ‖(q, a)‖ ≥ (k + 1)‖(q, a)‖.

‖BF‖ ≥ ‖AF‖−‖AB‖ ≥ ‖(w−(2k+1)q, z−(2k+1)a)‖−‖(q, a)‖ ≥ ‖(w, z)‖−(2k+2)‖(q, a)‖

Moreover Area(4FBO) ≤ 2(k + 1)1
2

= (k + 1). Thus

sin(∠FBE) ≤ 2(k + 1)

(k + 1)‖(q, a)‖(‖(w, z)‖ − (2k + 2)‖(q, a)‖)
< sin ε,

therefore by Lemma 3.1 the point F is outside Ω.

�

4. Statistics of generalized index of Farey sequence

In this section, we focus on the distribution of the generalized index ν
(k)
j (γi) defined

by (1.2). First we give a relation between ν
(k)
1 (γi) and ν2(γi). To do this, we will need

the patterns of pairs of (ν2(γi), ν2(γi+1)). To simplify notation, we use νi for the index
of γi from [10], which is the same as ν2(γi) in [13].
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Lemma 4.1. If νi = r and νi+1 = t are indices of two consecutive Farey fractions,
then the possible combinations of (r, t) are as follows:

r = 1, t ≥ 2,
r = 2, t = 1, 2, 3,
r = 3, 4, t = 1, 2,
r ≥ 5, t = 1.

Proof. If νi = 1, then qi+1 = qi−qi−1, and qi+2 = νi+1qi+1−qi = νi+1qi+1−qi+1−qi−1 =
(νi+1 − 1)qi+1 − qi−1, which implies that νi+1 ≥ 2. If νi = r ≥ 2 and νi+1 = t, then{

r ≤ qi−1+Q
qi

< r + 1

t ≤ qi+Q
rqi−qi−1

< t+ 1
, (4.1)

which implies that

qi
qi−1

∈
(

t+ 2

(t+ 1)r − 1
,
t+ 1

tr − 2

]
∩
(

2

r + 1
,

2

r − 1

]
.

To guarantee the intersection is non empty, it is equivalent to{ t+2
(t+1)r−1

< 2
r−1

t+1
tr−2

> 2
r+1

⇔
{
t > 0
t < 1 + 6

r−1

If r ≥ 7, then we have t = 1. In the cases when r = 6, t = 2 or r = 5, t = 2, we see
that the system 4.1 has no solutions. This proves the lemma. �

Lemma 4.2. We have ν
(1)
1 (γi+1) = ν2(γi+1)− 2, where ν

(k)
1 (γi+1) is given by (1.2).

Proof. Note that from the definition

ν
(k)
1 (γi) = a

(k)
i+j−1q

(k)
i−1 − a

(k)
i−1q

(k)
i+j−1 = − det

(
a

(k)
i−1 a

(k)
i+j−1

q
(k)
i−1 q

(k)
i+j−1

)
,

which means

ν
(1)
1 (γi+1) = − det

(
|ai − ai+1| |ai+1 − ai+2|
|qi − qi+1| |qi+1 − qi+2|

)
.

Each pair of consecutive denominators (qi, qi+1) corresponds to an integer lattice point
(x, y) with x + y > Q. Moreover, the quantity bx+Q

y
c gives the index of the fraction

ai+1

qi+1
. So the region

Ωk(Q) := {(x, y) : (x+ y) > Q, k ≤ x+Q

y
< k + 1} (4.2)

corresponds to fractions with index k. Also note that in this region

2

k + 1
<
y

x
≤ 2

k − 1
.

Next, the condition (qi− qi+1)(qi+1− qi+2) > 0 holds if the point (x, y) is in the region

Dk(Q) := {(x, y) : (x− y)(x− (k − 1)y) > 0}, (4.3)
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which doesn’t intersect Ωk(Q) as long as k ≥ 3. Therefore, for ν2(γi+1) ≥ 3, we have
(qi − qi+1)(qi+1 − qi+2) < 0, which gives

ν
(1)
1 (γi+1) = − det

(
ai+1 − ai ai+1 − ai+2

qi+1 − qi qi+1 − qi+2

)
= ν2(γi+1)− 2.

For ν2(γi+1) = 1, we have qi+1 > qi and

det

(
a

(1)
i a

(1)
i+1

q
(1)
i q

(1)
i+1

)
= det

(
ai+1 − ai ai
qi+1 − qi qi

)
= 1 = −ν2(γi+1) + 2.

For ν2(γi+1) = 2,

det

(
a

(1)
i a

(1)
i+1

q
(1)
i q

(1)
i+1

)
= det

(
ai − ai+1 ai+1 − ai
qi − qi+1 qi+1 − qi

)
= 0 = −ν2(γi+1) + 2.

This completes the proof. �

Next we consider ν
(2)
1 (γi+1). We first give formulae for a

(2)
i and q

(2)
i .

Lemma 4.3. The following is true for a
(2)
i and q

(2)
i :

q
(2)
i =

{
0 if νi+1 = 2
|2qi − νi+1qi+1| if νi+1 6= 2

=



qi+1 − 2qi if νi+1 = 1, qi+1

qi
≥ 2

−qi+1 + 2qi if νi+1 = 1, qi+1

qi
∈ [1, 2)

0 if νi+1 = 2
νi+1qi+1 − 2qi if νi+1 ≥ 3, qi+1

qi
∈ [ 2

νi+1
, 2
νi+1−1

]

2qi − νi+1qi+1 if νi+1 ≥ 3, qi+1

qi
∈ [ 2

νi+1+1
, 2
νi+1

],

a
(2)
i =

{
0 if νi+1 = 2
|2ai − νi+1ai+1| if νi+1 6= 2

=



ai+1 − 2ai if νi+1 = 1, qi+1

qi
≥ 2

−ai+1 + 2ai if νi+1 = 1, qi+1

qi
∈ [1, 2)

0 if νi+1 = 2
νi+1ai+1 − 2ai if νi+1 ≥ 3, qi+1

qi
∈ [ 2

νi+1
, 2
νi+1−1

]

2ai − νi+1ai+1 if νi+1 ≥ 3, qi+1

qi
∈ [ 2

νi+1+1
, 2
νi+1

].

Proof. Since the sequence starting from qi is of the form qi, qi+1, νi+1qi+1 − qi, then
after the first iteration, we get |qi+1 − qi|, |(νi+1 − 1)qi+1 − qi|. If νi+1 = 1, then
|qi+1 − qi| = qi+1 − qi, |(νi+1 − 1)qi+1 − qi| = qi. If νi+1 = 2, then it is easy to see

that q
(2)
i = 0. If νi+1 > 2, then we have |qi+1 − qi| = qi − qi+1, |(νi+1 − 1)qi+1 − qi| =

(νi+1 − 1)qi+1 − qi. The proof of the second formula follows from the fact that a
(1)
i ’s

and q
(1)
i ’s are similarly ordered for any Q. �
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Lemma 4.4. The following formula is true for ν
(2)
1 (γi+1):

ν
(2)
1 (γi+1) =



0 if (νi+1 − 2)(νi+2 − 2) = 0
−νi+2 + 4 if νi+1 = 1, νi+2 ≥ 3 and ( qi+1

qi
− νi+2

νi+2−2
)( qi+1

qi
− 2) ≥ 0

νi+2 − 4 if νi+1 = 1, νi+2 ≥ 3 and ( qi+1

qi
− νi+2

νi+2−2
)( qi+1

qi
− 2) < 0

−νi+1 + 4 if νi+1 ≥ 3, νi+2 = 1 and ( qi+1

qi
− 1

νi+1−2
)( qi+1

qi
− 2

νi+1
) ≥ 0

νi+1 − 4 if νi+1 ≥ 3, νi+2 = 1 and ( qi+1

qi
− 1

νi+1−2
)( qi+1

qi
− 2

νi+1
) < 0.

Proof. If νi+1 = 2, or νi+2 = 2, then q
(2)
i = 0 and a

(2)
i = 0 or q

(2)
i+1 = 0 and a

(2)
i+1 = 0,

which gives

det

(
a

(2)
i a

(2)
i+1

q
(2)
i q

(2)
i+1

)
= 0.

If νi+1 6= 2 and νi+2 6= 2, then from Lemma 4.3,

det

(
a

(2)
i a

(2)
i+1

q
(2)
i q

(2)
i+1

)
= det

(
|2ai − νi+1ai+1| |2ai+1 − νi+2ai+2|
|2qi − νi+1qi+1| |2qi+1 − νi+2qi+2|

)
= det

(
|2ai − νi+1ai+1| |νi+2ai − (νi+1νi+2 − 2)ai+1|
|2qi − νi+1qi+1| |νi+2qi − (νi+1νi+2 − 2)qi+1|

)
.

If νi+1 = 1, νi+2 ≥ 3, then the above simplifies to

det

(
a

(2)
i a

(2)
i+1

q
(2)
i q

(2)
i+1

)
= det

(
|2ai − ai+1| |νi+2ai − (νi+2 − 2)ai+1|
|2qi − qi+1| |νi+2qi − (νi+2 − 2)qi+1|

)

=

{
νi+2 − 4, if ( qi+1

qi
− νi+2

νi+2−2
)( qi+1

qi
− 2) ≥ 0,

−νi+2 + 4, if ( qi+1

qi
− νi+2

νi+2−2
)( qi+1

qi
− 2) < 0.

If νi+2 = 1, νi+1 ≥ 3, then

det

(
a

(2)
i a

(2)
i+1

q
(2)
i q

(2)
i+1

)
= det

(
|2ai − νi+1ai+1| |ai − (νi+1 − 2)ai+1|
|2qi − νi+1qi+1| |qi − (νi+1 − 2)qi+1|

)

=

{
νi+1 − 4, if ( qi+1

qi
− 1

νi+1−2
)( qi+1

qi
− 2

νi+1
) ≥ 0,

−νi+1 + 4, if ( qi+1

qi
− 1

νi+1−2
)( qi+1

qi
− 2

νi+1
) < 0.

Note that by Lemma 4.1 this formula covers all cases. �

In the rest of the section, we consider the distribution of the values of the quantity

ν
(k)
j (γi+1) = − det

(
a

(k)
i a

(k)
i+j

q
(k)
i q

(k)
i+j

)
. We define

Pk,j(t, Q) =
1

N(Q)
#
{
i ≤ N(Q)− k − 1 : ν

(k)
j (γi+1) = t

}
, (4.4)
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as the “frequency” of ν
(k)
j admitting the value t. We are going to prove that the

limiting distribution of Pk,j(t, Q) exists as Q → ∞, and give the explicit formulae for
j = 1, k ≤ 2. We need to understand the frequencies of consecutive indices of Farey
sequence.

Lemma 4.5. Let Ω ⊂ [0, R1] × [0, R2] be a region in R2 with rectifiable boundary ∂Ω
and let g : Ω→ R be a C1 function on Ω. Suppose R ≥ min(R1, R2), then we have∑

(a,b)∈Ω∩Z2
vis

g(a, b) =
6

π2

∫∫
Ω

g(x, y)dxdy +O(||Dg||∞area(Ω) logR)

+O

(
||g||∞

(
R +

area(Ω)

R
+ length(∂Ω) logR

))
,

where Z2
vis is the set of visible points in Z2.

Proof. This is Lemma 2.1 in [6]. �

Lemma 4.6. If c ∈ (0, 1], then

#{γ ∈ FQ : γ ≤ c} = #
{

(q1, q2) :
1≤q1,q2≤Q,q1+q2>Q,gcd(q1,q2)=1,

∃0≤a1<q1,0≤a2<q2,s.t. a2q1−a1q2=1,a2/q2≤c

}
Proof. This is Corollary 1.2 in [4]. �

Lemma 4.7. Let PQ(r, t) be the probability of (r, t) appearing as a pair of consecutive
indices in the Farey sequence FQ, and let P (r, t) be the limit of PQ(r, t) as Q → ∞.
Then P (1, 2) = P (2, 1) = P (2, 3) = 1

15
, P (1, 3) = P (3, 1) = 8

105
, P (1, 4) = P (4, 1) =

2
35

, P (2, 2) = 1
5
, P (3, 2) = 2

35
, P (4, 2) = 1

105
and

P (r, t) =

{
8

t(t+1)(t+2)
, r = 1, t ≥ 5,

8
r(r+1)(r+2)

, r ≥ 5, t = 1.

Proof. From Lemma 4.6, we see that FQ corresponds to visible points in the triangle
defined by the points (0, Q), (Q, 0), (Q,Q). From (4.2), we see that

#{γ ∈ FQ} = #{(qi−1, qi) : 1 ≤ qi−1, qi ≤ Q, qi−1 + qi > Q, gcd(qi−1, qi) = 1}.
Applying Lemma 4.5, we have N(Q) = 3

π2Q
2 + O(Q logQ). The condition νi = r and

νi+1 = t is given by (4.1). Thus

#{γi ∈ FQ : νi = r, νi+1 = t}

= #

{
(qi−1, qi) :

1≤qi−1,qi≤Q,qi−1+qi>Q,gcd(qi−1,qi)=1,

r≤ qi−1+Q

qi
<r+1,t≤ qi+Q

rqi−qi−1
<t+1

}
.

If we define the region

R(r, t) :=
{

(x, y) :
0≤x,y≤1,x+y>1,

r≤x+1
y
<r+1,t≤ y+1

ry−x<t+1

}
, (4.5)

Then from Lemma 4.5,

#{γi ∈ FQ : νi = r, νi+1 = t} =
6Q2

π2
area(R(r, t)) +O(Q logQ),
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which gives

P (r, t) = 2area(R(r, t)).

Now, the problem is reduced to computing the areas of R(k, t).
R(1, 2) is the triangle with vertices

(0, 0),

(
1

5
,
4

5

)
,

(
1

3
, 1

)
,

so the area is 1
30

. R(1, 3) is the quadrilateral with vertices(
1

5
,
4

5

)
,

(
2

7
,
5

7

)
,

(
1

2
, 1

)
,

(
1

3
, 1

)
,

so the area is 4
105

. For t ≥ 5, R(1, t) is the quadrilateral with vertices(
t− 3

t+ 1
,
t+ 2

t+ 1

)
,

(
t− 2

t+ 2
,
t+ 3

t+ 2

)
,

(
t− 1

t+ 1
, 1

)
,

(
t− 2

t
, 1

)
,

which has area 4
t(t+1)(t+2)

. Similarly, for r ≥ 5, R(r, 1) is the quadrilateral with vertices(
r − 1

r + 1
,

2

r + 1

)
,

(
r

r + 2
,

2

r + 2

)
,

(
1,

2

r + 1

)
,

(
1,

2

r

)
,

which has area 4
r(r+1)(r+2)

. Next, R(2, 1) is the triangle with vertices(
1

3
,
2

3

)
,

(
2

5
,
3

5

)
, (1, 1) ,

which has area 1
30

. R(2, 2) is the quadrilateral with vertices(
2

5
,
3

5

)
,

(
1

2
,
1

2

)
,

(
1,

4

5

)
, (1, 1) ,

which has area 1
10

. R(2, 3) is the triangle with vertices(
1

2
,
1

2

)
,

(
1,

2

3

)
,

(
1,

4

5

)
,

which has area 1
30

. R(3, 1) is the quadrilateral with vertices(
1

2
,
1

2

)
,

(
4

7
,
3

7

)
,

(
1,

3

5

)
,

(
1,

2

3

)
,

which has area 4
105

. R(3, 2) corresponds to the quadrilateral with vertices(
4

7
,
3

7

)
,

(
3

5
,
2

5

)
,

(
1,

1

2

)
,

(
1,

3

5

)
,

which has area 1
35

. R(4, 1) corresponds to the quadrilateral with vertices(
3

5
,
2

5

)
,

(
2

3
,
1

3

)
,

(
1,

3

7

)
,

(
1,

1

2

)
,
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which has area 1
35

. Finally, R(4, 2) corresponds to the triangle with vertices(
2

3
,
1

3

)
,

(
1,

2

5

)
,

(
1,

3

7

)
,

which has area 1
210

. �

Finally, we are able to provide the values of limiting probabilities for some particular
values of k, j and t.

Theorem 4.8. We have the following limits:

lim
Q→∞

P0,1(1, Q) = 1, (4.6)

lim
Q→∞

P1,1(−1, Q) =
1

3
, (4.7)

lim
Q→∞

P1,1(t, Q) =
8

(t+ 2)(t+ 3)(t+ 4)
, t ≥ 0, (4.8)

lim
Q→∞

P2,1(t, Q) =



61
105
, if t = 0,

1
14
, if t = 1,

11
70
, if t = −1,

8
(|t|+4)(|t|+5)(|t|+6)

, if |t| ≥ 2,

(4.9)

where Pk,j(t, Q) is defined by (4.4).

Proof. For k = 0, we have ν
(0)
1 (γi+1) = − det

(
ai ai+1

qi qi+1

)
= 1, so (4.6) holds trivially.

For k = 1, by Lemma 4.2, ν
(1)
1 (γi+1) = ν2(γi+1) − 2, thus (4.7) and (4.8) follow from

Lemma 4.7.

For k = 2, by Lemma 4.4, we have

ν
(2)
1 (γi+1) = 0

if and only if (νi+1 − 2)(νi+2 − 2)(νi+1 − 4)(νi+2 − 4) = 0. Thus by Lemma 4.7,

lim
Q→∞

P2,1(0, Q) = P (1, 2) + P (2, 1) + P (2, 2) + P (2, 3) + P (3, 2) + P (1, 4) + P (4, 1) + P (4, 2)

=
1

15
+

1

15
+

1

5
+

1

15
+

2

35
+

2

35
+

2

35
+

1

105
=

61

105
.

If νi+1 = 1, νi+2 = 3, then

ν
(2)
1 (γi+1) =

{
1, if qi+1

qi
≥ 3,

−1, if 2 ≤ qi+1

qi
≤ 3.

The first case corresponds to the triangle with vertices(
1

5
,
4

5

)
,

(
1

4
,
3

4

)
,

(
1

3
, 1

)
,
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the area of which is 1
120

and the second case corresponds to the quadrilateral with
vertices (

1

4
,
3

4

)
,

(
1

3
, 1

)
,

(
1

2
, 1

)
,

(
2

7
,
5

7

)
,

the area of which is 5
168

.
If νi+1 = 1, νi+2 = r, r ≥ 5, then

ν
(2)
1 (γi+1) =

{
−r + 4, if qi+1

qi
≤ r

r−2
,

r − 4, if r
r−2
≤ qi+1

qi
≤ 2.

The first case corresponds to the triangle with vertices(
r − 2

r + 2
,

r

r + 2

)
,

(
r − 1

r + 1
, 1

)
,

(
r − 2

r
, 1

)
,

with area 2
r(r+1)(r+2)

. The second case corresponds to the triangle with vertices(
r − 3

r + 1
,
r − 1

r + 1

)
,

(
r − 2

r + 2
,

r

r + 2

)
,

(
r − 2

r
, 1

)
,

with area 2
r(r+1)(r+2)

.

If νi+1 = 3, νi+2 = 1, then

ν
(2)
1 (γi+1) =

{
1, if qi+1

qi
≤ 2

3
,

−1, if 2
3
≤ qi+1

qi
≤ 1.

The first case corresponds to the triangle with vertices(
3

4
,
1

2

)
,

(
1,

3

5

)
,

(
1,

2

3

)
,

whose area is 1
120

. The second region is the quadrilateral(
1

2
,
1

2

)
,

(
4

7
,
3

7

)
,

(
3

4
,
1

2

)
,

(
1,

2

3

)
,

whose area is 5
168

.

If νi+1 = r, νi+2 = 1, r ≥ 4, then

ν
(2)
1 (γi+1) =

{
r − 4, if qi+1

qi
≤ 2

r
,

−r + 4, if qi+1

qi
≥ 2

r
.

The first case correspond to the triangle with vertices(
r

r + 2
,

2

r + 2

)
,

(
1,

2

r + 1

)
,

(
1,

2

r

)
,

the area of which is 2
r(r+1)(r+2)

. The second case corresponds to the triangle with

vertices (
r − 1

r + 1
,

2

r + 1

)
,

(
r

r + 2
,

2

r + 2

)
,

(
1,

2

r

)
,

the area of which is 2
r(r+1)(r+2)

.
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The case det = −1 comes from the pairs (1, 3), (3, 1), (5, 1) and (1, 5) which give a total
area of 1

120
+ 1

120
+ 1

105
+ 1

105
= 1

28
. The case det = 1 comes from (1, 3), (3, 1), (5, 1) or

(1, 5) which give a total area of 5
168

+ 5
168

+ 1
105

+ 1
105

= 11
140

. Thus (4.9) follows from
the fact that the Farey sequence correspond to the triangle (0, 1), (1, 0), (1, 1) with area
1
2
. �

Theorem 4.9. If t ≥ 223, then

lim
Q→∞

P3,1(−t, Q) =
8

(t+ 4)(t+ 5)(t+ 6)
, (4.10)

lim
Q→∞

P3,1(t, Q) =
16

(t+ 4)(t+ 5)(t+ 6)
. (4.11)

Proof. From Lemma 1 in [3], we know that if νi+1 ≥ 9, then νi = νi+2 = 1 and

νi−1 = νi+3 = 2. This allows us to compute the probability of large values of ν
(3)
1 (γi).

If r ≥ 9, then there are three cases for the triple (νi+1, νi+2, νi+3). We first give the
probability of such triples’ appearance.

The probability of (qi, qi+1) ∈ F2
Q such that (νi+1, νi+2, νi+3) = (2, 1, r) corresponds to

the region defined by 
2 ≤ x+1

y
< 3

1 ≤ y+1
2y−x < 2

r ≤ 2y−x+1
y−x ≤ r + 1

,

which is a quadrilateral with vertices ( r−5
r+1

, r−3
r+1

), ( r−4
r+2

, r−2
r+2

), ( r−3
r+1

, r−1
r+1

), ( r−4
r
, r−2

r
) with

area 4
r(r+1)(r+2)

.

The probability of (qi, qi+1) ∈ F2
Q such that (νi+1, νi+2, νi+3) = (1, r, 1) corresponds to

the region defined by 
1 ≤ x+1

y
< 2

r ≤ y+1
y−x ≤ r + 1

1 ≤ y−x+1
(r−1)y−rx < r + 1

,

which is a quadrilateral with vertices ( r−3
r+1

, r−1
r+1

), ( r−2
r+2

, r
r+2

), ( r−1
r+1

, 1), ( r−2
r
, 1) which has

area 4
r(r+1)(r+2)

.

The probability of (qi, qi+1) ∈ F2
Q such that (νi+1, νi+2, νi+3) = (r, 1, 2) corresponds to

the region defined by 
r ≤ x+1

y
< r + 1

1 ≤ y+1
ry−x ≤ 2

2 ≤ ry−x+1
(r−1)y−x < 3

,

which is a quadrilateral with vertices ( r−1
r+1

, 2
r+1

), ( r
r+2

, 2
r+2

), (1, 2
r+1

), (1, 2
r
), with area

4
r(r+1)(r+2)

.

Now we consider the value of ν
(3)
1 (γi+1) in each of the three cases above.
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If νi+1 = r, νi+2 = 1, νi+3 = 2, then

ν
(3)
1 (γi+1) =

{
r − 4, if 2

r+2
≤ qi+1

qi
≤ 2

r
,

−r + 4, if 2
r
≤ qi+1

qi
≤ 2

r−1
,

and both of them have probability 4
r(r+1)(r+2)

.

If νi+1 = 2, νi+2 = 1, νi+3 = r, then

ν
(3)
1 (γi+1) =

{
r − 4, if r−2

r−4
≤ qi+1

qi
≤ 2

r−1
,

−r + 4, if 2
r+1
≤ qi+1

qi
≤ r−2

r−4
,

and both of them have probability 4
r(r+1)(r+2)

.

If νi+1 = 1, νi+2 = r, νi+3 = 1, then

ν
(3)
1 (γi+1) = r − 4,

and this has probability 8
k(k+1)(k+2)

.

To compute ν
(3)
1 (γi+1), we need γi, γi+1, νi+1, νi+2, νi+3. If νi+1, νi+2, νi+3 ≤ 8, then

|ν(3)
1 (γi)| ≤ 2 · (4νi+1νi+2νi+3)2 ≤ 223.

Thus, if ν
(3)
1 (γi+1) = t, for some |t| > 223, there must exist j ∈ {i+ 1, i+ 2, i+ 3} such

that νj ≥ 9, which will be in one of the three cases discussed above. Thus the theorem
follows by combining all three cases. �

Note that the bound for t is not optimal, and numerical computations suggest that the
formula holds when t ≥ 5.

Next we show the existence of limQ→∞ Pk,j(n,Q). First we note that there is an alge-
braic relation between νj(γi) and ν2(γt), where t = i, . . . , i+ j − 2.

Lemma 4.10. For any γi ∈ FQ,

νj(γi) =

(
2j − 1

2

)
Kj−1(−ν2(γi), ν2(γi+1), . . . , (−1)j−1ν2(γi+j−2)),

where
( ·

2

)
is the Kronecker symbol and Kj(x1, . . . , xj) are known as the convergent

polynomials (continuant polynomials), and they appear in the study of continued frac-
tions (See [9], Section 6.7). In fact, these polynomials are defined inductively by
Kj(x1, . . . , xj) = xjKj−1(x1, . . . , xj−1) +Kj−2(x1, . . . , xj−2), K0(·) = 1 and K1(x) = x.

Proof. This is Theorem 1 in [13]. �

Theorem 4.11. For any k, j, n, limQ→∞ Pk,j(n,Q) exists.

Proof. For any k, we know that q
(k)
i =

∑k
r=0 ci,rqi+r is a linear form. Replacing qi+r =

νi+r−1qi+r−1−qi+r−2, we can see that q
(k)
i = gk,i(qi, qi+1, νi+1, . . . , νi+k) = λqi,qi+1

(~vk)qi+
ηqi,qi+1

(~vk)qi+1, which is linear in qi and qi+1 for a fixed k-tuple (νi+1, νi+2, . . . , νi+k).
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Next, given a k-tuple, depending on qi+1

qi
, there are at most 2k+2 choices for λ and

η. Similarly, q
(k)
i+j = g̃k+j,i(qi, qi+1, νi+j+1, . . . , νi+j+k) = λ̃qi,qi+1

(~vk)qi + η̃qi,qi+1
(~vk)qi+j+1.

Thus, for a fixed (k+ j) tuple ~v = (ν1, . . . , νk+j), there are at most 2k+2 lines αs(~v)x+
βs(~v)y = 0, s ≤ 2k+2 that divide the region R(ν1, u) defined in (4.5) into at most

2k+2 + 1 parts, such that ν
(k)
j (γi+1) is a constant on each region. Denote these regions

by Rs(~v), s ≤ 2k+2 + 1, and let the constant be f(~v, s). Then given ~v ∈ Zk+j, there
exists a unique index sqi,qi+1

such that ( qi
Q
, qi+1

Q
) ∈ Rsqi,qi+1

(~v). Thus

Pk,j(n,Q) =
1

N(Q)

∑
~v∈Zk

∑
s

∑
(
qi
Q
,
qi+1
Q

)∈Rs(~v)

gcd(qi,qi+1)=1

1(f(~v, s) = n)

=
6Q2

π2N(Q)

∑
~v∈Zk

∑
s

1(f(~v, s) = n)

∫∫
Rs(~v)

1dxdy +O

(
logQ

Q

)

= 2
∑
~v∈Zk

∑
s

1(f(~v, s) = n)

∫∫
Rs(~v)

1dxdy +O

(
logQ

Q

)
,

Since for a given n, there are finitely many ~v and s such that f(~v, s) = n, then
limQ→∞ Pk,j(n,Q) exists.

�

5. Statistics of generalized index of visible points in convex region

In this section we generalize the statistics of ν
(k)
j (γi+1) = − det

(
a

(k)
i a

(k)
i+j

q
(k)
i q

(k)
i+j

)
, where

(qi, ai) belongs to a convex region Ω with rectifiable boundary. Let

Pk,j,Ω(t, Q) =
1

NΩ(Q)
#

{
i ≤ NΩ(Q) + k − 1 : ν

(k)
j ((qi+1, ai+1)) = − det

(
a

(k)
i a

(k)
i+j

q
(k)
i q

(k)
i+j

)
= t

}
,

where (qi, ai) is the i-visible point in the region QΩ, (q
(k)
i , a

(k)
i ) is obtained from k

iterations of ψ and NΩ(Q) is the number of visible points in QΩ. First we consider
a convex region Tα,β,Q bounded by y = x tanα, y = x tan β and y = Q, where 0 ≤
α < β < π

2
and x, y ≥ 0. From Lemma 4.5, we know that there are approximately

Q2(cotα−cotβ)
2ζ(2)

visible points in Tα,β,Q. In fact, the visible points in Tα,β,Q correspond to

the Farey fractions with denominators ≤ Q which belong to the interval [cot β, cotα].



24 JUNXIAN LI, ALBERT TAMAZYAN, AND ALEXANDRU ZAHARESCU

By Lemma 4.6, we see that

#{γ ∈ FQ : γ ≤ cotα} = #
{

(q1, q2) :
1≤q1,q2≤Q,q1+q2>Q,gcd(q1,q2)=1,

∃0≤a1<q1,0≤a2<q2,s.t. a2q1−a1q2=1,a2/q2≤cotα

}
=

Q∑
q2=1

∑
0<a2≤q2 cotα

∑
Q−q2<q1≤Q
gcd(q1,q2)=1

1(q1a2 ≡ 1 (mod q2))

We will show the existence of limQ→∞ Pk,j,Tα,β,1(n,Q) for any fixed k, j, n. To prove
this, we need the following lemma which is closely related to Kloosterman sum results,
proved by Estermann in [8], using Weil’s estimates of exponential sums over prime
fields (See [15]).

Lemma 5.1. Suppose that I1 and I2 are subintervals of [1, q], then

#{(x, y) ∈ I1 × I2 : xy = 1 (mod q)} =
ϕ(q)

q2
|I1||I2|+O

(
σ0(q)σ 1

2
(q)q

1
2 log2 q

)
,

where σc(n) =
∑

d|n d
c and ϕ(n) =

∑
d≤n,gcd(d,n)=1 1 is the Euler Phi function.

Proof. This is Lemma 1.7 in [4], which employs incomplete Kloosterman sums to esti-
mate the error term. �

Lemma 5.2. Suppose f is piecewise C1 on [a, b], Then

∑
a≤k≤b

gcd(k,d)=1

f(k) =
ϕ(q)

q

∫ b

a

f +O

(
σ0(q)

(
||f ||∞ +

∫ b

a

|f ′|
))

, (5.1)

∑
a≤k≤b

ϕ(k)

k
f(k) =

1

ζ(2)

∫ b

a

f +O

(
log b

(
||f ||∞ +

∫ b

a

|f ′|
))

. (5.2)

Proof. These are Lemmas 2.2 and 2.3 in [4]. �

Lemma 5.3. For any k, j, n, the limit limQ→∞ Pk,j,Tα,β,1(t, Q) = ρk,j(t), exists, where
ρk,j(t) is a piecewise smooth function.



DUCCI ITERATES ON FAREY FRACTIONS 25

Proof. Applying Lemma 5.1 and 5.2,

#{γ ∈ FQ : γ ≤ cotα} = #
{

(q1, q2) :
1≤q1,q2≤Q,q1+q2>Q,gcd(q1,q2)=1,

∃0≤a1<q1,0≤a2<q2,s.t. a2q1−a1q2=1,a2/q2≤cotα

}
=

Q∑
q2=1

∑
0<a2≤q2 cotα

∑
Q−q2<q1≤Q
gcd(q1,q2)=1

1(q1a2 ≡ 1 (mod q2))

=

Q∑
q=1

(
ϕ(q)

q2
q2 cotα +O

(
σ0(q)σ 1

2
(q)q

1
2 log2 q

))

=
cotα

2ζ(2)
Q2 +O(Q logQ) +

Q∑
q=1

(
O
(
σ0(q)σ 1

2
(q)q

1
2 log2 q

))
=

cotα

2ζ(2)
Q2 +O

(
σ0(Q)σ 1

2
(Q)Q

3
2 log2Q

)
This also shows that

#{γ ∈ FQ : cot β ≤ γ ≤ cotα} =
cotα− cot β

2ζ(2)
Q2 +O

(
σ0(Q)σ 1

2
(Q)Q

3
2 log2Q

)
.

We now prove the existence of limQ→∞ Pk,j,Tα,β,1(n,Q). From the proof of Theorem

4.11, we see that for a fixed ~v ∈ Zk and s, for any
(
qi
Q
, qi+1

Q

)
∈ Rs(~v), ν

(k)
j ((qi+1, ai+1))

is a constant denoted byf(~v, s). Also,

#

{
(q1, q2) :

1≤q1,q2≤Q,q1+q2>Q,gcd(q1,q2)=1,

∃0≤a1<q1,0≤a2<q2,s.t. a2q1−a1q2=1,a2/q2≤cotα

(
qi
Q
,
qi+1
Q

)∈Rs(~v)

}

=

Q∑
q2=1

∑
0<a2≤cotαq2

∑
Q−q2<q1≤Q
gcd(q1,q2)=1

(
qi
Q
,
qi+1
Q

)∈Rs(~v)

1(q1a2 ≡ 1 (mod q2))

= cotα

Q∑
q=1

(
ϕ(q)

q
fRs(~v)(q)Q+O

(
σ0(q)σ 1

2
(q)q

1
2 log2 q

))

=
cotαQ

ζ(2)

∫ Q

1

fRs(~v)(q)dq +O(Q logQ) +

Q∑
q=1

(
O
(
σ0(q)σ 1

2
(q)q

1
2 log2 q

))
=

cotα

ζ(2)
Q2

∫∫
Rs(~v)

1 +O
(
σ0(Q)σ 1

2
(Q)Q

3
2 log2Q

)
,
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where fRs(~v)(q) is the length of line segment of (1− q/Q, 1] ∩Rs(~v). Thus,

Pk,j,Tα,β,1(n,Q) =
1

NTα,β,1(Q)

∑
~v∈Zk

∑
s

∑
(
qi
Q
,
qi+1
Q

)∈Rs(~v)∩Tα,β,1
gcd(qi,qi+1)=1

1(f(~v, s) = n)

=
6Q2(cotα− cot β)

π2N(Q)(cotα− cot β)

∑
~v∈Zk

∑
s

1(f(~v, s) = n)

∫∫
Rs(~v)

1 +O
(
σ0(Q)σ 1

2
(Q)Q−

1
2 log2Q

)
= 2

∑
~v∈Zk

∑
s

1(f(~v, s) = n)

∫∫
Rs(~v)

1 +O
(
σ0(Q)σ 1

2
(Q)Q−

1
2 log2Q

)
,

which proves the existence of limQ→∞ Pk,j,Tα,β,1(n,Q) for fixed k, j, n. We also see that
the limit is independent of α, β, which completes the proof. �

Theorem 5.4. Given any convex region Ω with rectifiable boundary and any integers
k, j, t,

lim
Q→∞

Pk,j,Ω(t, Q) = ρk,j(t).

Proof. We are going to use Tα,β,h to approximate Ω. It is enough to consider Ω∗ :=
Ω ∩ {(x, y) : y ≥ x, y ≥ 0, x ≥ 0}. Denote

Eα,β,m,M,Q := Tα,β,MQ \ Tα,β,mQ,

hence

area(Eα,β,m,M,Q) =
1

2
Q2(M2 −m2)(cotα− cot β).

Let ∆ = (π/4 = α0 < α1 < · · · < αn+1 = π/2) be a partition of [π/4, π/2] with norm
||∆|| = max0≤k≤n(αk+1 − αk) and let θk, ξk ∈ [αk, αk+1], 0 ≤ k ≤ n. Suppose the
boundary of Ω∗ is defined by the curve y(Ω). Let yΩ(θk) = mk = minα∈[αk,αk+1] y(α)
and yΩ(ξk) = Mk = maxα∈[αk,αk+1] yα. Let E(Ω,∆, Q) be the difference of the region
QΩ and

⋃n
k=0 Tαk,αk+1,mkQ, then

area(E(Ω,∆, Q)) ≤
n∑
k=0

area(Eαk,αk+1,mk,Mk,Q)

=
1

2

n∑
k=0

(cotαk − cotαk+1)|M2
k −m2

k|

≤ 1

2

n∑
k=0

(cotαk − cotαk+1)
(
|yΩ(ξk)

2 − yΩ(αk)
2|+ |yΩ(αk)

2 − yΩ(θk)
2|
)

When Q2||∆|| → 0, area(E(Ω,∆, Q)) � Q2||yΩ||∞||y′Ω||∞||∆|| → 0. Thus, we fix a
large Q such that after k-iterations, the sets of first and second coordinates of the
visible points are similarly ordered. Then fix n large enough and ∆ so that ||∆|| � 1

n
,

thus the visible points in QΩ and
⋃n
r=0 Tαr,αr+1,mrQ are ordered the same way, except

for O(Q2/n) terms. Then after k-iteration, the sequence {(q(k), a(k)) : (q, a) ∈ QΩ}
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and
⋃n
r=0{(q(k), a(k)) : (q, a) ∈ Tαr,αr+1,mrQ} differ by at most O(k(nQ+Q2/n)) terms.

Thus,

Pk,j,Ω(t, Q) =
1

NΩ(Q)
#
{
i ≤ NΩ(Q) + k − 1 : ν

(k)
j ((qi+1, ai+1)) = t, (qi, ai) ∈ QΩ

}
=

1

NΩ(Q)

(
#

{
i : ν

(k)
j ((qi+1, ai+1)) = t, (qi, ai) ∈

n⋃
r=0

Tαr,αr+1,mrQ,

}
+O(knQ+ kQ2/n)

)

=

∑n
r=0 Pk,j,Tαr,αr+1,mrQ

(t, Q)NTαr,αr+1,mr
(Q)

NΩ(Q)
+O(kn/Q+ k/n)

Choose n = Q1/2, then we see as Q→∞,

lim
Q→∞

Pk,j,Ω(t, Q) = 2
∑
~v∈Zk

∑
s

1(f(~v, s) = t)

∫∫
Rs(~v)

1,

since

lim
Q→∞

Pk,j,Tαr,αr+1,mrQ
(t, Q) = 2

∑
~v∈Zk

∑
s

1(f(~v, s) = t)

∫∫
Rs(~v)

1

and ∑n
r=0 NTαr,αr+1,mr

(Q)

NΩ(Q)
= 1 +O

(
1

n

)
.

�
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[1] E. Alkan, A. H. Ledoan, M. Vâjâitu, and A. Zaharescu. Discrepancy of fractions with divisibility
constraints. Monatsh. Math., 149(3):179–192, 2006.
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