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1. Riemann Surfaces and Elliptic Functions

1.1. Basic Definitions. Let us begin with defining Riemann surfaces and their
moduli spaces.

Definition 1.1 (Riemann surfaces). A Riemann surface is a paracompact Haus-
dorff topological space C with an open covering C =

⋃
λ Uλ such that for each open

set Uλ there is an open domain Vλ of the complex plane C and a homeomorphism

(1.1) φλ : Vλ −→ Uλ

that satisfies that if Uλ ∩ Uµ 6= ∅, then the gluing map φ−1
µ ◦ φλ

(1.2) Vλ ⊃ φ−1
λ (Uλ ∩ Uµ)

φλ−−−−→ Uλ ∩ Uµ

φ−1
µ−−−−→ φ−1

µ (Uλ ∩ Uµ) ⊂ Vµ

is a biholomorphic function.

Remark. (1) A topological space X is paracompact if for every open covering
X =

⋃
λ Uλ, there is a locally finite open cover X =

⋃
i Vi such that Vi ⊂ Uλ

for some λ. Locally finite means that for every x ∈ X, there are only
finitely many Vi’s that contain x. X is said to be Hausdorff if for every
pair of distinct points x, y of X, there are open neighborhoods Wx 3 x and
Wy 3 y such that Wx ∩Wy = ∅.
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Figure 1.1. Gluing two coordinate charts.

(2) A continuous map f : V −→ C from an open subset V of C into the complex
plane is said to be holomorphic if it admits a convergent Taylor series
expansion at each point of V ⊂ C. If a holomorphic function f : V −→ V ′

is one-to-one and onto, and its inverse is also holomorphic, then we call it
biholomorphic.

(3) Each open set Vλ gives a local chart of the Riemann surface C. We often
identify Vλ and Uλ by the homeomorphism φλ, and say “Uλ and Uµ are
glued by a biholomorphic function.” The collection {φλ : Vλ −→ Uλ} is
called a local coordinate system.

(4) A Riemann surface is a complex manifold of complex dimension 1. We
call the Riemann surface structure on a topological surface a complex
structure. The definition of complex manifolds of an arbitrary dimension
can be given in a similar manner. For more details, see [19].

Definition 1.2 (Holomorphic functions on a Riemann surface). A continuous func-
tion f : C −→ C defined on a Riemann surface C is said to be a holomorphic
function if the composition f ◦ φλ

Vλ
φλ−−−−→ Uλ ⊂ C

f−−−−→ C
is holomorphic for every index λ.

Definition 1.3 (Holomorphic maps between Riemann surfaces). A continuous map
h : C −→ C ′ from a Riemann surface C into another Riemann surface C ′ is a
holomorphic map if the composition map (φ′µ)−1 ◦ h ◦ φλ

Vλ
φλ−−−−→ Uλ ⊂ C

h−−−−→ C ′ ⊃ U ′
µ

φ′µ−−−−→ V ′
µ

is a holomorphic function for every local chart Vλ of C and V ′
µ of C ′.

Definition 1.4 (Isomorphism of Riemann surfaces). If there is a bijective holo-
morphic map h : C −→ C ′ whose inverse is also holomorphic, then the Riemann
surfaces C and C ′ are said to be isomorphic. We use the notation C ∼= C ′ when
they are isomorphic.

Since the gluing function (1.2) is biholomorphic, it is in particular an orientation
preserving homeomorphism. Thus each Riemann surface C carries the structure of
an oriented topological manifold of real dimension 2. We call it the underlying
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topological manifold structure of C. The orientation comes from the the natu-
ral orientation of the complex plane. All local charts are glued in an orientation
preserving manner by holomorphic functions.

A compact Riemann surface is a Riemann surface that is compact as a topo-
logical space without boundary. In these lectures we deal mostly with compact
Riemann surfaces.

The classification of compact topological surfaces is completely understood. The
simplest example is a 2-sphere S2. All other oriented compact topological surfaces
are obtained by attaching handles to an oriented S2. First, let us cut out two
small disks from the sphere. We give an orientation to the boundary circle that
is compatible with the orientation of the sphere. Then glue an oriented cylinder
S1×I (here I is a finite open interval of the real line R) to the sphere, matching the
orientation of the boundary circles. The surface thus obtained is a compact oriented
surface of genus 1. Repeating this procedure g times, we obtain a compact
oriented surface of genus g. The genus is the number of attached handles.
Since the sphere has Euler characteristic 2 and a cylinder has Euler characteristic
0, the surface of genus g has Euler characteristic 2− 2g.

A set of marked points is an ordered set of distinct points (p1, p2, · · · , pn) of a
Riemann surface. Two Riemann surfaces with marked points

(
C, (p1, · · · , pn)

)
and(

C ′, (p′1, · · · , p′n)
)

are isomorphic if there is a biholomorphic map h : C −→ C ′

such that h(pj) = p′j for every j.

Definition 1.5 (Moduli space of Riemann surfaces). The moduli space Mg,n is
the set of isomorphism classes of Riemann surfaces of genus g with n marked points.

The goal of these lectures is to give an orbifold structure to Mg,n × Rn
+ and to

determine its Euler characteristic for every genus and n > 0.

1.2. Elementary Examples. Let us work out a few elementary examples. The
simplest Riemann surface is the complex plane C itself with the standard complex
structure. The unit disk D1 = {z ∈ C

∣∣ |z| < 1} of the complex plane is another
example. We note that although these Riemann surfaces are homeomorphic to
one another, they are not isomorphic as Riemann surfaces. Indeed, if there was
a biholomorphic map f : C −→ D1, then f would be a bounded (since |f | < 1)
holomorphic function defined entirely on C. From Cauchy’s integral formula, one
concludes that f is constant.

The simplest nontrivial example of a compact Riemann surface is the Riemann
sphere P1. Let U1 and U2 be two copies of the complex plane, with coordinates
z and w, respectively. Let us glue U1 and U2 with the identification w = 1/z for
z 6= 0. The union P1 = U1 ∪ U2 is a compact Riemann surface homeomorphic to
the 2-dimensional sphere S2.

The above constructions give all possible complex structures on the 2-plane R2

and the 2-sphere S2, which follows from the following:

Theorem 1.6 (Riemann Mapping Theorem). Let X be a Riemann surface with
trivial fundamental group: π1(X) = 1. Then X is isomorphic to either one of the
following:

(1) the entire complex plane C with the standard complex structure;
(2) the unit disk {z ∈ C

∣∣ |z| < 1} with the standard complex structure induced
from the complex plane C; or
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(3) the Riemann sphere P1.

Remark. The original proof of the Riemann mapping theorem is due to Riemann,
Koebe, Carathéodory, and Poincaré. Since the technique we need to prove this
theorem has nothing to do with the topics we deal with in these lectures, we refer
to [41], volume II, for the proof.

We note that P1 is a Riemann surface of genus 0. Thus the Riemann mapping
theorem implies that M0 consists of just one point.

A powerful technique to construct a new Riemann surface from a known one is
the quotient construction via a group action on the old Riemann surface. Let us
examine the quotient construction now.

Let X be a Riemann surface. An analytic automorphism of X is a biholo-
morphic map f : X −→ X. The set of all analytic automorphisms of X forms a
group through the natural composition of maps. We denote by Aut(X) the group
of analytic automorphisms of X. Let G be a group. When there is a group ho-
momorphism φ : G −→ Aut(X), we say the group G acts on X. For an element
g ∈ G and a point x ∈ X, it is conventional to write

g(x) = (φ(g))(x),

and identify g as a biholomorphic map of X into itself.

Definition 1.7 (Fixed point free and properly discontinuous action). Let G be a
group that acts on a Riemann surface X. A point x ∈ X is said to be a fixed
point of g ∈ G if g(x) = x. The group action of G on X is said to be fixed point
free if no element of G other than the identity has a fixed point. The group action
is said to be properly discontinuous if for every compact subsets Y1 and Y2 of
X, the cardinality of the set

{g ∈ G
∣∣ g(Y1) ∩ Y2 6= ∅}

is finite.

Remark. A finite group action on a Riemann surface is always properly discontin-
uous.

When a group G acts on a Riemann surface X, we denote by X/G the quotient
space, which is the set of orbits of the G-action on X.

Theorem 1.8 (Quotient construction of a Riemann surface). If a group G acts on
a Riemann surface X properly discontinuously and the action is fixed point free,
then the quotient space X/G has the structure of a Riemann surface.

Proof. Let us denote by π : X −→ X/G the natural projection. Take a point
x̂ ∈ X/G, and choose a point x ∈ π−1(x̂) of X. Since X is covered by local
coordinate systems X =

⋃
µ Uµ, there is a coordinate chart Uµ that contains x.

Note that we can cover each Uµ by much smaller open sets without changing the
Riemann surface structure of X. Thus without loss of generality, we can assume
that Uµ is a disk of radius ε centered around x, where ε is chosen to be a small
positive number. Since the closure Uµ is a compact set, there are only finitely many
elements g in G such that g(Uµ) intersects with Uµ. Now consider taking the limit
ε → 0. If there is a group element g 6= 1 such that g(Uµ) ∩ Uµ 6= ∅ as ε becomes
smaller and smaller, then x ∈ Uµ is a fixed point of g. Since the G action on X is



MODULI OF RIEMANN SURFACES 5

fixed point free, we conclude that for a small enough ε, g(Uµ) ∩ Uµ = ∅ for every
g 6= 1.

Therefore, π−1(π(Uµ)) is the disjoint union of g(Uµ) for all distinct g ∈ G.
Moreover,

(1.3) π : Uµ −→ π(Uµ)

gives a bijection between Uµ and π(Uµ). Introduce the quotient topology to
X/G by defining π(Uµ) as an open neighborhood of x̂ ∈ X/G. With respect to the
quotient topology, the projection π is continuous and locally a homeomorphism.
Thus we can introduce a holomorphic coordinate system to X/G by (1.3). The
gluing function of π(Uµ) and π(Uν) is the same as the gluing function of Uµ and
g(Uν) for some g ∈ G such that Uµ ∩ g(Uν) 6= ∅, which is a biholomorphic function
because X is a Riemann surface. This completes the proof. �

Remark. (1) The above theorem generalizes to the case of a manifold. If a
group G acts on a manifold X properly discontinuously and fixed point
free, then X/G is also a manifold.

(2) If the group action is fixed point free but not properly discontinuous, then
what happens? An important example of such a case is a free Lie group
action on a manifold. A whole new theory of fiber bundles starts here.

(3) If the group action is properly discontinuous but not fixed point free, then
what happens? The quotient space is no longer a manifold. Thurston
coined the name orbifold for such an object. We will study orbifolds in
later sections.

Definition 1.9 (Fundamental domain). Let G act on a Riemann surface X prop-
erly discontinuously and fixed point free. A region Ω of X is said to be a funda-
mental domain of the G-action if the disjoint union of g(Ω), g ∈ G, covers the
entire X:

X =
∐
g∈G

g(Ω).

The simplest Riemann surface is C. What can we obtain by considering a group
action on the complex plane? First we have to determine the automorphism group
of C. If f : C −→ C is a biholomorphic map, then f cannot have an essential
singularity at infinity. (Otherwise, f is not bijective.) Hence f is a polynomial in
the coordinate z. By the fundamental theorem of algebra, the only polynomial that
gives a bijective map is a polynomial of degree one. Therefore, Aut(C) is the group
of affine transformations

C 3 z 7−→ az + b ∈ C,

where a 6= 0.

Exercise 1.1. Determine all subgroups of Aut(C) that act on C properly discon-
tinuously and fixed point free.

Let us now turn to the construction of compact Riemann surfaces of genus 1.
Choose an element τ ∈ C such that Im(τ) > 0, and define a free abelian subgroup
of C by

(1.4) Λτ = Z · τ ⊕ Z · 1 ⊂ C.
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This is a lattice of rank 2. An elliptic curve of modulus τ is the quotient
abelian group

(1.5) Eτ = C
/
Λτ .

It is obvious that the natural Λτ -action on C through addition is properly discon-
tinuous and fixed point free. Thus Eτ is a Riemann surface. Figure 1.2 shows a
fundamental domain Ω of the Λτ -action on C. It is a parallelogram whose four
vertices are 0, 1, 1+τ , and τ . It includes two sides, say the interval [0, 1) and [0, τ),
but the other two parallel sides are not in Ω.

0 1

τ 1 τ+

Ω

Figure 1.2. A fundamental domain of the Λτ -action on the com-
plex plane.

Topologically Eτ is homeomorphic to a torus S1×S1. Thus an elliptic curve is a
compact Riemann surface of genus 1. Conversely, one can show that if a Riemann
surface is topologically homeomorphic to a torus, then it is isomorphic to an elliptic
curve.

Exercise 1.2. Show that every Riemann surface of genus 1 is an elliptic curve.
(Hint: Let Y be a Riemann surface and X its universal covering. Show that X has
a natural complex structure such that the projection map π : X −→ Y is locally
biholomorphic.)

An elliptic curve Eτ = C
/
Λτ is also an abelian group. The group action by

addition
Eτ × Eτ 3 (x, y) 7−→ x + y ∈ Eτ

is a holomorphic map. Namely, for every point y ∈ Eτ , the map x 7−→ x + y is a
holomorphic automorphism of Eτ . Being a group, an elliptic curve has a privileged
point, the origin 0 ∈ Eτ .

When are two elliptic curves Eτ and Eµ isomorphic? Note that since Im(τ) > 0,
τ and 1 form a R-linear basis of R2 = C. Let[

ω1

ω2

]
=

[
a b
c d

] [
τ
1

]
,

where [
a b
c d

]
∈ SL(2, Z).

Then the same lattice Λτ is generated by (ω1, ω2):

Λτ = Z · ω1 ⊕ Z · ω2.
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Therefore,

(1.6) Eτ = C
/
(Z · ω1 ⊕ Z · ω2).

To make (1.6) into the form of (1.5), we divide everything by ω2. Since the division
by ω2 is a holomorphic automorphism of C, we have

Eτ = C
/
(Z · ω1 ⊕ Z · ω2) ∼= Eµ,

where

(1.7) τ 7−→ µ =
ω1

ω2
=

aτ + b

cτ + d
.

The above transformation is called a linear fractional transformation, which is
an example of a modular transformation. Note that we do not allow the matrix[
a b
c d

]
to have determinant −1. This is because when the matrix has determinant

−1, we can simply interchange ω1 and ω2 so that the net action is obtained by an
element of SL(2, Z).

Exercise 1.3. Show that the linear fractional transformation (1.7) is a holomorphic
automorphism of the upper half plane H = {τ ∈ C

∣∣ Im(τ) > 0}.

Conversely, suppose we have an isomorphism

f : Eτ
∼−−−−→ Eµ.

We want to show that µ and τ are related by a fractional linear transformation (1.7).
By applying a translation of Eτ if necessary, we can assume that the isomorphism
f maps the origin of Eτ to the origin of Eµ, without loss of generality. Let us
denote by πτ : C −→ Eτ the natural projection. We note that it is a universal
covering of the torus Eτ . It is easy to show that the isomorphism f lifts to a
homeomorphism f̃ : C −→ C. Moreover it is a holomorphic automorphism of C:

(1.8)

C f̃−−−−→
∼

C

πτ

y yπµ

Eτ
f−−−−→
∼

Eµ.

Since f̃ is an affine transformation, f̃(z) = sz + t for some s 6= 0 and t. Since
f(0) = 0, f̃ maps Λτ to Λµ bijectively. In particular, t ∈ Λµ. We can introduce a
new coordinate in C by shifting by t. Then we have

(1.9)
[
µ
1

]
=

[
a b
c d

] [
sτ
s

]
for some element

[
a b
c d

]
∈ SL(2, Z) (again after interchanging µ and 1, if neces-

sary). The equation (1.9) implies (1.7).
It should be noted here that a matrix A ∈ SL(2, Z) and −A (which is also an

element of SL(2, Z)) define the same linear fractional transformation. Therefore,
to be more precise, the projective group

PSL(2, Z) = SL(2, Z)
/
{±1},
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called the modular group, acts on the upper half plane H through holomorphic
automorphisms. We have now established the first interesting result on the moduli
theory:

Theorem 1.10 (The moduli space of elliptic curves). The moduli space of Riemann
surfaces of genus 1 with one marked point is given by

M1,1 = H
/
PSL(2, Z),

where H = {τ ∈ C
∣∣ Im(τ) > 0} is the upper half plane.

Since H is a Riemann surface and PSL(2, Z) is a discrete group, we wonder if the
quotient space H

/
PSL(2, Z) becomes naturally a Riemann surface. To answer this

question, we have to examine if the modular transformation has any fixed points.
To this end, it is useful to know

Proposition 1.11 (Generators of the modular group). The group PSL(2, Z) is
generated by two elements

T =
[
1 1

1

]
and S =

[
−1

1

]
.

Proof. Clearly, the subgroup 〈S, T 〉 of PSL(2Z) generated by S and T contains[
1 n

1

]
and

[
1
n 1

]
for an arbitrary integer n. Let A =

[
a b
c d

]
be an arbitrary element of PSL(2, Z).

The condition ad − bc = 1 implies a and b are relatively prime. The effect of the
left and right multiplication of the above matrices and S to A is the elementary
transformation of A:

(1) Add any multiple of the second row to the first row and leave the second
row unchanged;

(2) Add any multiple of the second column to the first column and leave the
second column unchanged;

(3) Interchange two rows and change the sign of one of the rows;
(4) Interchange two columns and change the sign of one of the columns.

The consecutive application of elementary transformations on A has an effect of
performing the Euclidean algorithm to a and b. Since they are relatively prime, at

the end we obtain 1 and 0. Thus the matrix A is transformed into
[
1 0
c′ 1

]
. It is in

〈S, T 〉, hence so is A. This completes the proof. �

We can immediately see that S(i) = i and (TS)(eπi/3) = eπi/3. Note that S2 = 1
and (TS)3 = 1 in PSL(2, Z). The system of equations{

ai+b
ci+d = i

ad− bc = 1

shows that 1 and S are the only stabilizers of i, and{
aeπi/3+b
ceπi/3+d

= eπi/3

ad− bc = 1
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shows that 1, TS, and (TS)2 are the only stabilizers of eπi/3. Thus the subgroup
〈S〉 ∼= Z

/
2Z is the stabilizer of i and 〈TS〉 ∼= Z

/
3Z is the stabilizer of eπi/3. In

particular, the quotient space H
/
PSL(2, Z) is not naturally a Riemann surface.

Since the PSL(2, Z)-action on H has fixed points, the fundamental domain can-
not be defined in the sense of Definition 1.9. But if we allow overlap

X =
⋃
g∈G

g(Ω)

only at the fixed points, an almost as good fundamental domain can be chosen.
Figure 1.3 shows the popular choice of the fundamental domain of the PSL(2, Z)-
action.

-1 -0.5 0 0.5 1

0.5

1

1.5

2

2.5

0 11

e i2 π i/3 eπ i/3

Figure 1.3. The fundamental domain of the PSL(2, Z)-action on
the upper half plane H and the tiling of H by the PSL(2, Z)-orbits.

Since the transformation T maps τ 7−→ τ + 1, the fundamental domain can
be chosen as a subset of the vertical strip {τ ∈ H

∣∣ − 1/2 ≤ Re(τ) < 1/2}.
The transformation S : τ 7−→ −1/τ interchanges the inside and the outside of the
semicircle |τ | = 1, Im(τ) > 0. Therefore, we can choose the fundamental domain
as in Figure 1.3. The arc of the semicircle from e2πi/3 to i is included in the
fundamental domain, but the other side of the semicircle is not. Actually, S maps
the left-side segment of the semicircle to the right-side, leaving i fixed. Note that
the union

H =
⋃

A∈PSL(2,Z)

A(Ω)

of the orbits of the fundamental domain Ω by all elements of PSL(2, Z) is not
disjoint. Indeed, the point i is covered by Ω and S(Ω), and there are three regions
that cover e2πi/3.

The quotient space H
/
PSL(2, Z) is obtained by gluing the vertical line Re(τ) =

−1/2 with Re(τ) = 1/2, and the left arc with the right arc. Thus the space looks
like Figure 1.4.

The moduli space M1,1 is an example of an orbifold, and in algebraic geometry,
it is an example of an algebraic stack. It has two corner singularities.
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e

i

2π  i /3

Figure 1.4. The moduli space M1,1.

1.3. Weierstrass Elliptic Functions. Let ω1 and ω2 be two nonzero complex
numbers such that Im(ω1/ω2) > 0. (It follows that ω1 and ω2 are linearly inde-
pendent over the reals.) The Weierstrass elliptic function, or the Weierstrass
℘-function, of periods ω1 and ω2 is defined by
(1.10)

℘(z) = ℘(z|ω1, ω2) =
1
z2

+
∑

m,n∈Z
(m,n) 6=(0,0)

(
1

(z −mω1 − nω2)2
− 1

(mω1 + nω2)2

)
.

Let Λω1,ω2 = Z · ω1 + Z · ω2 be the lattice generated by ω1 and ω2. If z /∈ Λω1,ω2 ,
then the infinite sum (1.10) is absolutely and uniformly convergent. Thus ℘(z) is a
holomorphic function defined on C \ Λω1,ω2 . To see the nature of the convergence
of (1.10), fix an arbitrary z /∈ Λω1,ω2 , and let N be a large positive number such
that if |m| > N and |n| > N , then |mω1 + nω2| > 2|z|. For such m and n, we have∣∣∣∣ 1

(z −mω1 − nω2)2
− 1

(mω1 + nω2)2

∣∣∣∣ =
|z| · |2(mω1 + nω2)− z|

|(z −mω1 − nω2)2(mω1 + nω2)2|

<
|z| · 5

2 |mω1 + nω2|
1
4 |mω1 + nω2|4

< C
1

|mω1 + nω2|3

for a large constant C independent of m and n. Since∑
|m|>N,|n|>N

1
|mω1 + nω2|3

< ∞,

we have established the convergence of (1.10). At a point of the lattice Λω1,ω2 ,
℘(z) has a double pole, as is clearly seen from its definition. Hence the Weierstrass
elliptic function is globally meromorphic on C. From the definition, we can see that
℘(z) is an even function:

(1.11) ℘(z) = ℘(−z).

Another characteristic property of ℘(z) we can read off from its definition (1.10) is
its double periodicity:

(1.12) ℘(z + ω1) = ℘(z + ω2) = ℘(z).
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For example,

℘(z + ω1)

=
1

(z + ω1)2
+

∑
m,n∈Z

(m,n) 6=(0,0)

(
1

(z − (m− 1)ω1 − nω2)2
− 1

(mω1 + nω2)2

)

=
1

(z + ω1)2
+

∑
m,n∈Z

(m,n) 6=(0,0),(1,0)

(
1

(z − (m− 1)ω1 − nω2)2
− 1

((m− 1)ω1 + nω2)2

)

+
∑

m,n∈Z
(m,n) 6=(0,0),(1,0)

(
1

((m− 1)ω1 + nω2)2
− 1

(mω1 + nω2)2

)

+
1
z2
− 1

ω2
1

=
1
z2

+
∑

m,n∈Z
(m,n) 6=(1,0)

(
1

(z − (m− 1)ω1 − nω2)2
− 1

((m− 1)ω1 + nω2)2

)

= ℘(z).

Note that there are no holomorphic functions on C that are doubly periodic, except
for a constant. The derivative of the ℘-function,

(1.13) ℘′(z) = −2
∑

m,n∈Z

1
(z −mω1 − nω2)3

,

is also a doubly periodic meromorphic function on C. The convergence and the
periodicity of ℘′(z) is much easier to prove than (1.10).

Let us define two important constants:

g2 = g2(ω1, ω2) = 60
∑

m,n∈Z
(m,n) 6=(0,0)

1
(mω1 + nω2)4

,(1.14)

g3 = g3(ω1, ω2) = 140
∑

m,n∈Z
(m,n) 6=(0,0)

1
(mω1 + nω2)6

.(1.15)

These are the most fundamental examples of the Eisenstein series. The com-
bination ℘(z) − 1/z2 is a holomorphic function near the origin. Let us calculate
its Taylor expansion. Since ℘(z) − 1/z2 is an even function, the expansion con-
tains only even powers of z. From (1.10), the constant term of the expansion is 0.
Differentiating it twice, four times, etc., we obtain

(1.16) ℘(z) =
1
z2

+
1
20

g2z
2 +

1
28

g3z
4 + O(z6).

It follows from this expansion that

℘′(z) = −2
1
z3

+
1
10

g2z +
1
7
g3z

3 + O(z5).

Let us now compare

(℘′(z))2 = 4
1
z6
− 2

5
g2

1
z2
− 4

7
g3 + O(z2),
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4(℘(z))3 = 4
1
z6

+
3
5
g2

1
z2

+
3
7
g3 + O(z2).

It immediately follows that

(℘′(z))2 − 4(℘(z))3 = −g2
1
z2
− g3 + O(z2).

Using (1.16) again, we conclude that

f(z) def= (℘′(z))2 − 4(℘(z))3 + g2℘(z) + g3 = O(z2).

The equation means that
(1) f(z) is a globally defined doubly periodic meromorphic function with pos-

sible poles at the lattice Λω1,ω2 ;
(2) it is holomorphic at the origin, and hence holomorphic at every lattice point,

too;
(3) and it has a double zero at the origin.

Therefore, we conclude that f(z) ≡ 0. We have thus derived the Weierstrass
differential equation:

(1.17) (℘′(z))2 = 4(℘(z))3 − g2℘(z)− g3.

The differential equation implies that

z =
∫

dz =
∫

dz

d℘
d℘ =

∫
d℘

℘′
=

∫
d℘√

4(℘)3 − g2℘− g3

.

This last integral is called an elliptic integral. The Weierstrass ℘-function is thus
the inverse function of an elliptic integral, and it explains the origin of the name
elliptic function. Consider an ellipse

x2

a2
+

y2

b2
= 1, b > a > 0.

From its parametric expression {
x = a cos(θ)
y = b sin(θ),

the arc length of the ellipse between 0 ≤ θ ≤ s is given by

(1.18)
∫ s

0

√(
dx

dθ

)2

+
(

dy

dθ

)2

dθ = b

∫ s

0

√
1− k2 sin2(θ)dθ,

where k2 = 1 − a2/b2. This last integral is the Legendre-Jacobi second elliptic
integral. Unless a = b, which is the case for the circle, (1.18) is not calculable in
terms of elementary functions such as the trigonometric, exponential, and logarith-
mic functions. Mathematicians were led to consider the inverse functions of the
elliptic integrals, and thus discovered the elliptic functions. The integral (1.18) can
be immediately evaluated in terms of elliptic functions.

The usefulness of the elliptic functions in physics was recognized soon after their
discovery. For example, the exact motion of a pendulum is described by an elliptic
function. Unexpected appearances of elliptic functions have never stopped. It is an
amazing coincidence that the Weierstrass differential equation implies that

u(x, t) = −℘(x + ct) +
c

3
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solves the KdV equation

ut =
1
4
uxxx + 3uux,

giving a periodic wave solution traveling at the velocity −c. This observation was
the key to the vast development of the 1980s on the Schottky problem and integrable
systems of nonlinear partial differential equations called soliton equations [30].

1.4. Elliptic Functions and Elliptic Curves. A meromorphic function is a holo-
morphic map into the Riemann sphere P1. Thus the Weierstrass ℘-function defines
a holomorphic map from an elliptic curve onto the Riemann sphere:

(1.19) ℘ : Eω1,ω2 = C
/
Λω1,ω2 −−−−→ P1 = C ∪ {∞}.

To prove that the map is surjective, we must show that the Weierstrass ℘-function

C \ Λω1,ω2 −→ C
is surjective. To this end, let us first recall Cauchy’s integral formula. Let

∞∑
n=−k

anzn

be a power seires such that the sum of positive powers
∑

n≥0 anzn converges ab-
solutely around the oriign 0 with the radius of convergence r > 0. Then for any
positively oriented circle γ = {z ∈ C

∣∣ |z| = ε} of radius ε < r, we have

1
2πi

∮
γ

∞∑
n=−k

anzn = a−1.

In this formulation, the integral formula is absolutely obvious. It has been gen-
eralized to the more familiar form that is taught in a standard complex analysis
course.

Let Ω be the parallelogram whose vertices are 0, ω1, ω2, and ω1 + ω2. This
is a fundamental domain of the Λω1,ω2-action on the plane. Since the group acts
by addition, the translation Ω + z0 of Ω by any number z0 is also a fundamental
domain. Now, choose the shift z0 cleverly so that ℘(z) has no poles or zeros on the
boundary γ of Ω + z0. From the double periodicity of ℘(z) and ℘′(z), we have

(1.20)
∮

γ

℘′(z)
℘(z)

dz =
∮

γ

d

dz
log ℘(z)dz = 0.

This is because the integral along opposite sides of the parallelogram cancels. The
function ℘′(z)

/
℘(z) has a simple pole of residue m where ℘(z) has a zero of order

m, and has a simple pole of residue −m where ℘(z) has a pole of order m. It is
customary to count the number of zeros and poles with their multiplicity. Therefore,
(1.20) shows that the number of poles and zeros of ℘(z) are exactly the same on
the elliptic curve Eω1,ω2 . Since we know that ℘(z) has only one pole of order 2 on
the elliptic curve, it must have two zeros or a zero of order 2. Here we note that
the formula (1.20) is also true for

d

dz
log(℘(z)− c)

for any constant c. This means that ℘(z) − c has two zeros or a zero of order 2.
It follows that the map (1.19) is surjective, and its inverse image consists of two
points, generically.
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Let e1, e2, and e3 be the three roots of the polynomial equation

4X3 − g2X − g3 = 0.

Then except for the four points e1, e2, e3, and ∞ of P1, the map ℘ of (1.19) is
two-to-one. This is because only at the preimage of e1, e2, and e3 the derivative
℘′ vanishes, and we know ℘ has a double pole at 0. We call the map ℘ of (1.19) a
branched double covering of P1 ramified at e1, e2, e3, and ∞.

It is quite easy to determine the preimages of e1, e2 and e3 via the ℘-function.
Recall that ℘′(z) is an odd function in z. Thus for j = 1, 2, we have

℘′
(ωj

2

)
= ℘′

(ωj

2
− ωj

)
= ℘′

(
−ωj

2

)
= −℘′

(ωj

2

)
.

Hence

℘′
(ω1

2

)
= ℘′

(ω2

2

)
= ℘′

(
ω1 + ω2

2

)
= 0.

It is customary to choose the three roots e1, e2 and e3 so that we have

(1.21) ℘
(ω1

2

)
= e1, ℘

(ω2

2

)
= e2, ℘

(
ω1 + ω2

2

)
= e3.

The quantities ω1/2, ω2/2, and (ω1 + ω2)/2 are called the half periods of the
Weierstrass ℘-function.

The complex projective space Pn of dimension n is the set of equivalence
classes of nonzero vectors (x0, x1, · · · , xn) ∈ Cn+1, where (x0, x1, · · · , xn) and
(y0, y1, · · · , yn) are equivalent if there is a nonzero complex number c such that
yj = cxj for all j. The equivalence class of a vector (x0, x1, · · · , xn) is denoted by
(x0 : x1 : · · · : xn). We can define a map from an elliptic curve into P2,

(1.22) (℘, ℘′) : Eω1,ω2 = C
/
Λω1,ω2 −−−−→ P2,

as follows: for Eω1,ω2 3 z 6= 0, we map it to (℘(z) : ℘′(z) : 1) ∈ P2. The origin of
the elliptic curve is mapped to (0 : 1 : 0) ∈ P2. In terms of the global coordinate
(X : Y : Z) ∈ P2, the image of the map (1.22) satisfies a homogeneous cubic
equation

(1.23) Y 2Z − 4X3 + g2XZ2 + g3Z
3 = 0.

The zero locus C of this cubic equation is a cubic curve, and this is why the
Riemann surface Eω1,ω2 is called a curve. The affine part of the curve C is the
locus of the equation

Y 2 = 4X3 − g2X − g3

in the (X, Y )-plane and its real locus looks like Figure 1.5.

-1 -0.5 0.5 1 1.5 2

-4

-2

2

4

Figure 1.5. An example of a nonsingular cubic curve Y 2 = 4X3−
g2X − g3.
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We note that the association 
X = ℘(z)
Y = ℘′(z)
Z = 1

is holomorphic for z ∈ C \ Λω1,ω2 , and provides a local holomorphic parameter of
the cubic curve C. Thus C is non-singular at these points. Around the point
(0 : 1 : 0) ∈ C ⊂ P2, since Y 6= 0, we have an affine equation

Z

Y
− 4

(
X

Y

)3

+ g2
X

Y

(
Z

Y

)2

+ g3

(
Z

Y

)3

= 0.

The association

(1.24)

{
X
Y = ℘(z)

℘′(z) = − 1
2z + O(z5)

Z
Y = 1

℘′(z) = − 1
2z3 + O(z7),

which follows from the earlier calculation of the Taylor expansions of ℘(z) and
℘′(z), shows that the curve C near (0 : 1 : 0) has a holomorphic parameter z ∈ C
defined near the origin. Thus the cubic curve C is everywhere non-singular.

Note that the map z 7−→ (℘(z) : ℘′(z) : 1) determines a bijection from Eω1,ω2

onto C. To see this, take an arbitrary point (X : Y : Z) on C. If it is the point
at infinity, then (1.24) shows that the map is bijective near z = 0 because the
relation can be solved for z = z(X/Y ) that gives a holomorphic function in X/Y .
If (X : Y : Z) is not the point at infinity, then there are two points z and z′ on
Eω1,ω2 such that

℘(z) = ℘(z′) = X/Z.

Since ℘ is an even function, actually we have z′ = −z. Indeed, z = −z as a point on
Eω1,ω2 means 2z = 0. This happens exactly when z is equal to one of the three half
periods. For a given value of X/Z, there are two points on C, namely (X : Y : Z)
and (X : −Y : Z), that have the same X/Z. If

(℘(z) : ℘′(z) : 1) = (X : Y : Z),

then
(℘(−z) : ℘′(−z) : 1) = (X : −Y : Z).

Therefore, we have

Eω1,ω2

(℘:℘′:1)−−−−−→
bijection

C
⊂−−−−→ P2

℘

y y
P1 P1,

where the vertical arrows are 2 : 1 ramified coverings.
Since the inverse image of the 2 : 1 holomorphic mapping ℘ : Eω1,ω2 −→ P1 is

±z, the map ℘ induces a bijective map

Eω1,ω2

/
{±1} −−−−−→

bijection
P1.

Because the group Z
/
2Z ∼= {±1} acts on the elliptic curve Eω1,ω2 with exactly four

fixed points

0,
ω1

2
,

ω2

2
, and

ω1 + ω2

2
,
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the quotient space Eω1,ω2

/
{±1} is not naturally a Riemann surface. It is P1 with

orbifold singularities at e1, e2, e3 and ∞.

1.5. Degeneration of the Weierstrass Elliptic Function. The relation be-
tween the coefficients and the roots of the cubic polynomial

4X3 − g2X − g3 = 4(X − e1)(X − e2)(X − e3)

reads 
0 = e1 + e2 + e3

g2 = −4(e1e2 + e2e3 + e3e1)
g3 = 4e1e2e3.

The discriminant of this polynomial is defined by

4 = (e1 − e2)2(e2 − e3)2(e3 − e1)2 =
1
16

(g3
2 − 27g2

3).

We have noted that e1, e2, e3, and ∞ are the branched points of the double covering
℘ : Eω1,ω2 −→ P1. When the discriminant vanishes, these branched points are no
longer separated, and the cubic curve (1.23) becomes singular.

Let us now consider a special case

(1.25)

{
ω1 = ri

ω2 = 1,

where r > 0 is a real number. We wish to investigate what happens to g2(ri, 1),
g3(ri, 1) and the corresponding ℘-function as r → +∞. Actually, we will see the
Eisenstein series degenerate into a Dirichlet series. The Riemann zeta function
is a Dirichlet series of the form

(1.26) ζ(s) =
∑
n>0

1
ns

, Re(s) > 1.

We will calculate its special values ζ(2g) for every integer g > 0 later. For the
moment, we note some special values:

ζ(2) =
π2

6
, ζ(4) =

π4

90
, ζ(6) =

π6

945
.

Since
1
60

g2(ri, 1) =
∑

m,n∈Z
(m,n) 6=(0,0)

1
(mri + n)4

= 2
∑
n>0

1
n4

+ 2
∑
m>0

1
(mr)4

+ 2
∑
m>0

∑
n>0

(
1

(mri + n)4
+

1
(mri− n)4

)
= 2ζ(4) + 2

1
r4

ζ(4) + 2
∑

m>0,n>0

(mri− n)4 + (mri + n)4

((mr)2 + n2)4
,

we have an estimate∣∣∣∣ 1
60

g2(ri, 1)− 2ζ(4)
∣∣∣∣ ≤ 2

1
r4

ζ(4) + 2
∑

m>0,n>0

2((mr)2 + n2)2

((mr)2 + n2)4

= 2
1
r4

ζ(4) + 4
∑

m>0,n>0

1
((mr)2 + n2)2
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< 2
1
r4

ζ(4) + 4
∑

m>0,n>0

1
(mr)2((mr)2 + n2)

< 2
1
r4

ζ(4) + 4
∑

m>0,n>0

1
(mr)2n2

= 2
1
r4

ζ(4) + 4
1
r2

(ζ(2))2.

Hence we have established

lim
r→+∞

g2(ri, 1) = 120 ζ(4).

Similarly, we have

1
140

g3(ri, 1) =
∑

m,n∈Z
(m,n) 6=(0,0)

1
(mri + n)6

= 2ζ(6)− 2
1
r6

ζ(6) + 2
∑

m,n>0

(
1

(mri + n)6
+

1
(mri− n)6

)

= 2ζ(6)− 2
1
r6

ζ(6) + 2
∑

m,n>0

(mri− n)6 + (mri + n)6

((mr)2 + n2)6
,

hence ∣∣∣∣ 1
140

g3(ri, 1)− 2ζ(6)
∣∣∣∣ < 2

1
r6

ζ(6) + 2
∑

m,n>0

2((mr)2 + n2)3

((mr)2 + n2)6

= 2
1
r6

ζ(6) + 4
∑

m,n>0

1
((mr)2 + n2)3

< 2
1
r6

ζ(6) + 4
1
r4

ζ(2)ζ(4).

Therefore,
lim

r→+∞
g3(ri, 1) = 280 ζ(6).

Note that the discriminant vanishes for these values:

(120 ζ(4))3 − 27(280 ζ(6))2 = 0.

Now let us study the degeneration of ℘(z) = ℘(z|ri, 1), the Weierstrass elliptic
function with periods ri and 1, when r → +∞. Since one of the periods goes to
∞, the resulting function would have only one period, 1. It would have a double
pole at each n ∈ Z, and its leading term in its (z − n)-expansion would be 1

(z−n)2 .
There is such a function indeed:

∞∑
n=−∞

1
(z − n)2

=
π2

sin2(πz)
.

Thus we expect that the degeneration would have this limit, up to a constant term
adjustment. From its definition, we have

℘(z|ri, 1) =
1
z2

+
∑

(m,n) 6=(0,0)

(
1

(z −mri− n)2
− 1

(mri + n)2

)
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=
∑
n∈Z

1
(z − n)2

− 2
∑
n>0

1
n2

+
∑
m>0

∑
n∈Z

(
1

(z −mri− n)2
− 1

(mri + n)2

)
+

∑
m<0

∑
n∈Z

(
1

(z −mri− n)2
− 1

(mri + n)2

)
.

Therefore,∣∣∣∣℘(z|ri, 1)− π2

sin2(πz)
+ 2 ζ(2)

∣∣∣∣ ≤ ∑
m>0

∣∣∣∣∣∑
n∈Z

1
(z −mri− n)2

−
∑
n∈Z

1
(mri + n)2

∣∣∣∣∣
+

∑
m<0

∣∣∣∣∣∑
n∈Z

1
(z −mri− n)2

−
∑
n∈Z

1
(mri + n)2

∣∣∣∣∣
=

∑
m>0

∣∣∣∣ π2

sin2(πz − πmri)
− π2

sin2(πmri)

∣∣∣∣
+

∑
m<0

∣∣∣∣ π2

sin2(πz − πmri)
− π2

sin2(πmri)

∣∣∣∣
<

∑
m>0

π2

| sin2(πz − πmri)|
+

∑
m>0

π2

| sin2(πmri)|

+
∑
m<0

π2

| sin2(πz − πmri)|
+

∑
m<0

π2

| sin2(πmri)|
.

For m > 0, we have a simple estimate∑
m>0

1
| sin2(πmri)|

=
∑
m>0

1
sinh2(πmr)

<
1

sinh2(πr)
+

∫ ∞

1

dx

sinh2(πrx)

=
1

sinh2(πr)
+

coth(πr)− 1
πr

−→
r→∞

0.

The same is true for m < 0. To establish an estimate of the terms that are
dependent on z = x + iy, let us impose the following restrictions:

(1.27) 0 ≤ Re(z) = x < 1, −r

2
< Im(z) = y <

r

2
.

1

ri ri+nr

Figure 1.6. Degeneration of a lattice to the integral points on
the real axis.
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Since all functions involved have period 1, the condition for the real part is not
a restriction. We wish to show that

lim
r→∞

∑
m>0

π2

| sin2(πz − πmri)|
= 0

uniformly on every compact subset of (1.27).∑
m>0

1
| sin2(πz − πmri)|

=
∑
m>0

4
|eπizeπmr − e−πize−πmr|2

=
∑
m>0

e−2πmr 4
|eπiz − e−πize−2πmr|2

≤
∑
m>0

e−2πmr 4
(e−πy − eπye−2πmr)2

<
∑
m>0

e−2πmr 4
(e−πy − e−πr)2

=
e−2πr

1− e−2πr
· 4
(e−πy − e−πr)2

−→
r→∞

0.

A similar estimate holds for m < 0. We have thus established the convergence

lim
r→∞

℘(z|ri, 1) =
π2

sin2(πz)
− 2 ζ(2).

Let f(z) denote this limiting function, g2 = 120 ζ(4), and g3 = 280 ζ(6). Then, as
we certainly expect, the following differential equation holds:

(f ′(z))2 = 4f(z)3 − g2f(z)− g3 = 4
(

f(z)− 2π2

3

)
·
(

f(z) +
π2

3

)2

.

Geometrically, the elliptic curve becomes an infinitely long cylinder, but still the
top circle and the bottom circle are glued together as one point. It is a singular
algebraic curve given by the equation

Y 2 = 4
(

X − 2π2

3

)
·
(

X +
π2

3

)2

.

We note that at the point (−π2/3, 0) of this curve, we cannot define the unique
tangent line, which shows that it is a singular point.

1.6. The Elliptic Modular Function. The Eisenstein series g2 and g3 depend
on both ω1 and ω2. However, the quotient

(1.28) J(τ) =
g2(ω1, ω2)3

g2(ω1, ω2)3 − 27g3(ω1, ω2)2
=

ω12
2

ω12
2

· g2(τ, 1)3

g2(τ, 1)3 − 27g3(τ, 1)2

is a function depending only on τ = ω1/ω2 ∈ H. This is what is called the elliptic
modular function. From its definition it is obvious that J(τ) is invariant under
the modular transformation

τ 7−→ aτ + b

cτ + d
,

where
[
a b
c d

]
∈ PSL(2, Z). Since the Eisenstein series g2(τ, 1) and g3(τ, 1) are

absolutely convergent, J(τ) is complex differentiable with respect to τ ∈ H. Hence
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J(τ) is holomorphic on H, except for possible singularities coming from the zeros of
the discriminant g3

2 − 27g2
3 . However, we have already shown that the cubic curve

(1.23) is non-singular, and hence g3
2 − 27g2

3 6= 0 for any τ ∈ H. Therefore, J(τ) is
indeed holomorphic everywhere on H.

To compute a few values of J(τ), let us calculate g3(i, 1). First, let

Λ = {mi + n
∣∣ m ≥ 0, n > 0, (m,n) 6= (0, 0)}.

Since the square lattice Λi,1 has 90◦ rotational symmetry, it is partitioned into the
disjoint union of the following four pieces:

Λi,1 \ {0} = Λ ∪ iΛ ∪ i2Λ ∪ i3Λ.

1

i

Figure 1.7. A partition of the square lattice Λi,1 into four pieces.

Thus we have
1

140
g3(i, 1) =

∑
m,n∈Z

(m,n) 6=(0,0)

1
(mi + n)6

=
(

1 +
1
i6

+
1

i12
+

1
i18

) ∑
m≥0,n>0

(m,n) 6=(0,0)

1
(mi + n)6

= 0 .

Similarly, let ω = eπi/3. Since ω6 = 1, the honeycomb lattice Λω,1 has 60◦ rotational
symmetry. Let

L = {mω + n
∣∣ m ≥ 0, n > 0, (m,n) 6= (0, 0)}.

Due to the 60◦ rotational symmetry, the whole honeycomb is divided into the
disjoint union of six pieces:

Λω,1 \ {0} = L ∪ ωL ∪ ω2L ∪ ω3L ∪ ω4L ∪ ω5L.

Therefore,
1
60

g2(ω, 1) =
∑

m,n∈Z
(m,n) 6=(0,0)

1
(mω + n)4

=
(

1 +
1
ω4

+
1
ω8

+
1

ω12
+

1
ω16

+
1

ω20

) ∑
m≥0,n>0

(m,n) 6=(0,0)

1
(mω + n)4
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1

ω

Figure 1.8. A partition of the honeycomb lattice Λω,1 into six pieces.

= (1 + ω2 + ω4 + 1 + ω2 + ω4)
∑

m≥0,n>0
(m,n) 6=(0,0)

1
(mω + n)4

= 0.

We have thus established

(1.29)
J(i) =

g2(i, 1)3

g2(i, 1)3 − 27g3(i, 1)2
= 1,

J(e2πi/3) = J(ω) =
g2(ω, 1)3

g2(ω, 1)3 − 27g3(ω, 1)2
= 0.

Moreover, we see that J(τ) − 1 has a double zero at τ = i, and J(τ) has a triple
zero at τ = e2πi/3. This is consistent with the fact that i and e2πi/3 are the fixed
points of the PSL(2, Z)-action on H, with an order 2 stabilizer subgroup at i and
an order 3 stabilizer subgroup at e2πi/3.

Another value of J(τ) we can calculate is the value at the infinity i∞:

J(i∞) = lim
r→+∞

J(ri) = lim
r→+∞

g2(ri, 1)3

g2(ri, 1)3 − 27g3(ri, 1)2
= ∞.

The following theorem is a fundamental result.

Theorem 1.12 (Properties of J). (1) The elliptic modular function

J : H −→ C
is a surjective holomorphic function which defines a bijective holomorphic
map

(1.30) H
/
PSL(2, Z) ∪ {i∞} −→ P1.

(2) Two elliptic curves Eτ and Eτ ′ are isomorphic if and only if

J(τ) = J(τ ′).

Remark. The bijective holomorphic map (1.30) is not biholomorphic. Indeed, as
we have already observed, the expansion of J−1 starts with 3

√
z at z = 0 ∈ P1, and

starts with
√

z − 1 at z = 1. From this point of view, the moduli space M1,1 is not
isomorphic to C.

In order to prove Theorem 1.12, first we parametrize the structure of an elliptic
curve Eτ in terms of the branched points of the double covering

℘ : Eτ −→ P1.



22 MOTOHICO MULASE

We then re-define the elliptic modular function J in terms of the branched points.
The statements follow from this new description of the modular invariant.

Let us begin by determining the holomorphic automorphisms of P1. Since

P1 =
(
C2 \ (0, 0)

)/
C×,

where C× = C\{0} is the multiplicative group of complex numbers, we immediately
see that

PGL(2, C) = GL(2, C)
/
C×

is a subgroup of Aut(P1). In terms of the coordinate z of P1 = C ∪ {∞}, the
PGL(2, C)-action is described again as linear fractional transformation:

(1.31)
[
a b
c d

]
· z =

az + b

cz + d
.

Let f ∈ Aut(P1). Since (1.31) can bring any point z to ∞, by composing f with a
linear fractional transformation, we can make the automorphism fix ∞. Then this
automorphism is an affine transformation, since it is in Aut(C). Therefore, we have
shown that

Aut(P1) = PGL(2, C).
We note that the linear fractional transformation (1.31) brings 0, 1, and ∞ to the
following three points: 

0 7−→ b
d

1 7−→ a+b
c+d

∞ 7−→ a
c .

Since the only condition for a, b, c and d is ad−bc 6= 0, it is easy to see that 0, 1 and
∞ can be brought to any three distinct points of P1. In other words, PGL(2, C)
acts on P1 triply transitively.

Now consider an elliptic curve E defined by a cubic equation

Y 2Z = 4X3 − g2XZ2 − g3Z
3

in P2, and the projection to the X-coordinate line

p : E 3

{
(X : Y : Z) 7−→ (X : Z) ∈ P1 Z 6= 0,

(0 : 1 : 0) 7−→ (1 : 0) ∈ P1.

Note that we are assuming that g3
2 − 27g2

3 6= 0. As a coordinate of P1, we use
x = X/Z. As before, let

4x3 − g2x− g3 = 4(x− e1)(x− e2)(x− e3).

Then the double covering p is ramified at e1, e2, e3 and ∞. Since these four points
are distinct, we can bring three of them to 0, 1, and ∞ by an automorphism of
P1. The fourth point cannot be brought to a prescribed location, so let λ be the
fourth branched point under the action of this automorphism. In particular, we
can choose

(1.32) λ =
e3 − e2

e3 − e1
.

This is the image of e3 via the transformation

x 7−→ x− e2

x− e1
.
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This transformation maps 
e1 7−→ ∞
e2 7−→ 0
e3 7−→ λ

∞ 7−→ 1 .

Noting the relation e1 + e2 + e3 = 0, a direct calculation shows

J(τ) =
g3
2

g3
2 − 27g2

3

=
−64(e1e2 + e2e3 + e3e1)3

16(e1 − e2)2(e2 − e3)2(e3 − e1)2

=
4
27

(
− 3(e1e2 + e2e3 + e3e1)

)3

(e1 − e2)2(e2 − e3)2(e3 − e1)2

=
4
27

(
(e1 + e2 + e3)2 − 3(e1e2 + e2e3 + e3e1)

)3

(e1 − e2)2(e2 − e3)2(e3 − e1)2

=
4
27

(
e2
1 + e2

2 + e2
3 − (e1e2 + e2e3 + e3e1)

)3

(e1 − e2)2(e2 − e3)2(e3 − e1)2

=
4
27

(
(e3 − e2)2 − (e3 − e2)(e3 − e1) + (e3 − e1)2)

)3

(e1 − e2)2(e2 − e3)2(e3 − e1)2

=
4
27

(λ2 − λ + 1)3

λ2(λ− 1)2
.

Of course naming the three roots of the cubic polynomial is arbitrary, so the defi-
nition of λ (1.32) receives the action of the symmetric group S3. We could have
chosen any one of the following six choices as our λ:

(1.33)
λ =

e3 − e2

e3 − e1
,

1
λ

=
e3 − e1

e3 − e2
, 1− 1

λ
=

e2 − e1

e2 − e3
,

λ

λ− 1
=

e2 − e3

e2 − e1
, 1− λ =

e1 − e2

e1 − e3
,

1
1− λ

=
e1 − e3

e1 − e2
.

Since the rational map

(1.34) µ = j(λ) =
4
27

(λ2 − λ + 1)3

λ2(λ− 1)2

is a symmetric function of e1, e2, e3, it has the same value for any of the six choices
(1.33). The rational map j has degree 6, and hence the inverse image j−1(µ) of
µ ∈ C exactly coincides with the 6 values given above. The value j(λ) of the elliptic
curve is called the j-invariant.

Lemma 1.13. Let E (resp. E′) be an elliptic curve constructed as a double covering
of P1 ramified at 0, 1, ∞, and λ (resp. λ′). Suppose j(λ) = j(λ′). Then E and E′

are isomorphic.

Proof. Since j : P1 −→ P1 is a ramified covering of degree 6, j(λ) = j(λ′) implies
that λ′ is one of the 6 values listed in (1.33). Now let us bring back the four
ramification points 0, 1, ∞, and λ to e1, e2, e3, and ∞ by solving two linear
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equations

(1.35) λ =
e3 − e2

e3 − e1
and e1 + e2 + e3 = 0.

The solution is unique up to an overall constant factor, which does not affect the
value

j(λ) =
4
27

(λ2 − λ + 1)3

λ2(λ− 1)2
=

g3
2

g3
2 − 27g2

3

.

We also note that (e1, e2, e3) and their constant multiple (ce1, ce2, ce3) define an
isomorphic elliptic curve. So choose a particular solution e1, e2 and e3 of (1.35).
Then the difference between λ and λ′ is just a permutation of e1, e2 and e3. In
particular, the defining cubic equation of the elliptic curve, which is symmetric
under permutation of e1, e2 and e3, is exactly the same. Thus E and E′ are
isomorphic. �

We are now ready to prove Theorem 1.12.

Proof. First, take an arbitrary µ ∈ C, and let λ be a point in the inverse image of µ
via the map j. We can construct a cubic curve E as a double cover of P1 ramified
at 0, 1, ∞, and λ. Since it is a Riemann surface of genus 1, it is isomorphic to a
particular elliptic curve Eτ for some τ ∈ H. Realize Eτ as a cubic curve, and choose
its ramification points 0, 1, ∞, and λ′. Here we have applied an automorphism of
P1 to choose this form of the ramification point. Since E and Eτ are isomorphic,
we have

J(τ) = j(λ′) = j(λ) = µ.

This establishes that J : H −→ C is surjective. We have already established that
J(τ) = J(τ ′) implies the isomorphism Eτ

∼= Eτ ′ , by translating the equation into
λ-values. This fact also shows that the map

J : H
/
PSL(2, Z) −→ C

is one-to-one.
We have shown that J(i∞) = ∞, but we have not seen how the modular function

behaves at infinity. This is our final subject of this section, which completes the
proof of Theorem 1.12.

Let γ be the contour defined in Figure 1.9. It is the boundary of a fundamental

domain of the PSL(2, Z)-action, except for an arc
_

AB, a line segment CD, and

another arc
_

EF . Since J : H
/
PSL(2, Z) −→ C is a bijective holomorphic map, and

since J(e2πi/3) = 0, J does not have any other zeros in the fundamental domain.
Therefore, d log J(τ) is holomorphic everywhere inside the contour γ, and we have∮

γ

d log J(τ) = 0.

By differentiating the equation J(τ) = J
(
(aτ + b)/(cτ + d)

)
, we obtain

J ′(τ) = J ′
(

aτ + b

cτ + d

)
1

(cτ + d)2
.

Hence

dJ(τ) = J ′(τ)dτ = J ′
(

aτ + b

cτ + d

)
1

(cτ + d)2
dτ = J ′

(
aτ + b

cτ + d

)
d

(
aτ + b

cτ + d

)
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A
B

CD

E
F

i

10

ir

γ

Figure 1.9. The boundary of the fundamental domain as an in-
tegration contour.

= dJ

(
aτ + b

cτ + d

)
.

(The exterior differentiation d and the integer d should not be confused.) It follows
that

d log J(τ) = d log J

(
aτ + b

cτ + d

)
.

Therefore, we have ∫ C

B

d log J(τ) +
∫ E

D

d log J(τ) = 0∫ i

F

d log J(τ) +
∫ A

i

d log J(τ) = 0.

Next, since J(e2πi/3) = 0 is a zero of order 3, the integral of d log J(τ) around e2πi/3

is given by ∮
d log J(τ) = 6πi.

The arcs
_

AB and
_

EF joined together form a third of a small circle going around
e2πi/3 clockwise. Therefore, we have∫ B

A

d log J(τ) +
∫ F

E

d log J(τ) = −1
3

∮
d log J(τ) = −2πi.

Thus we are left with the integration along the line segment CD.
In order to study the behavior of J(τ) as τ −→ i∞, we introduce a new varialbe

q = e2πiτ . Since J(τ + 1) = J(τ), the elliptic modular function admits a Fourier
series expansion in terms of q = e2πiτ . So let

f(q) = f(e2πiτ ) = J(τ)
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be the Fourier expansion of J(τ). Note that

J ′(τ)
J(τ)

dτ = d log J(τ) = d log f(q) =
f ′(q)
f(q)

dq.

The points C = 1/2+ir and D = −1/2+ir in τ -coordinate transform into eπie−2πr

and e−πie−2πr in q-coordinate, respectively. Therefore, the path CD is a loop of
radius e−2πr around q = 0 with the counter clockwise orientation in q-coordinate.
Thus we have∫ D

C

d log J(τ) =
∫ e−πie−2πr

eπie−2πr

d log f(q) = −
∮

d log f(q) = 2πin,

where n is the order of the pole of f(q) at q = 0.
Altogether, we have established

0 =
∮

γ

d log J(τ) = 2πin− 2πi = 2πi(n− 1).

Therefore, we conclude n = 1. Hence f(q) has a simple pole at q = 0, or τ = i∞.
In other words, the map

J : H
/
PSL(2, Z) ∪ {i∞} −→ P1

is holomorphic around the point i∞. This completes the proof of Theorem 1.12. �

The first few terms of the q-expansion of J(τ) are given by

J(τ) =
1

1728
(q−1 + 744 + 196884q + 21493760q2 + · · · ).

We refer to [9] for the story of these coefficients, the Monstrous Moonshine, and its
final mathematical outcome.

1.7. Compactification of the Moduli of Elliptic Curves. We have introduced
two different ways to parametrize the moduli space M1,1 of elliptic curves. The first
one is through the period τ ∈ H of an elliptic curve, and the other via the fourth
ramification point λ ∈ P1 \{0, 1,∞} when we realize an elliptic curve as a double
cover over P1 ramified at 0, 1,∞ and λ. The equality we have proven,

J(τ) =
g2(τ, 1)3

g2(τ, 1)3 − 27g3(τ, 1)2
=

4
27

λ2 − λ + 1
λ2(1− λ)2

,

gives two holomorphic fibrations over C:

(1.36)

P1 \ {0, 1,∞}

j

yS3-action

H
J−−−−−−−−−−→

PSL(2,Z)-action
C.

We have also established that the function j(λ) is invariant under the action of S3,
and the elliptic modular function J(τ) is invariant under the action of the modular
group PSL(2, Z).

It is intriguing to note the similarity of these two groups. In the presentation by
generators and their relations, we have

(1.37)
PSL(2, Z) = 〈S, T

∣∣S2 = (ST )3 = 1〉,
S3 = 〈s, t

∣∣s2 = t2 = (st)3 = 1〉.
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Therefore, there is a natural surjective homomorphism

(1.38) h : PSL(2, Z) −→ S3

defined by h(S) = s and h(T ) = t. The kernel Ker(h) is a normal subgroup of
PSL(2, Z) of index 6.

Proposition 1.14 (Congruence subgroup modulo 2). The kernel Ker(h) of the
homomorphism h : PSL(2, Z) −→ S3 is equal to the congruence subgroup of
PSL(2, Z) modulo 2:

Ker(h) = Γ(2) =
def

{[
a b
c d

]
∈ PSL(2, Z)

∣∣∣∣ [
a b
c d

]
≡

[
1 0
0 1

]
mod 2

}
.

In particular, we have an isomorphism

PSL(2Z)
/
Γ(2) ∼= S3.

Proof. Let

A = T 2 =
[
1 2
0 1

]
,

B = ST−2S =
[
1 0
2 1

]
.

Obviously A and B are elements of both Ker(h) and Γ(2). First let us show that
A and B generate Γ(2):

Γ(2) = 〈A,B〉.
The condition ad − bc = 1 means that a and b are relatively prime, and the con-
gruence condition [

a b
c d

]
≡

[
1 0
0 1

]
mod 2

means that a and d are odd and b and c are even. Since the multiplication of the

matrix An from the right to
[
a b
c d

]
changes b to 2na + b, by a suitable choice of

the power n, we can make |b| < |a|. (They cannot be equal because a is odd and
b is even.) On the other hand, the multiplication of Bm from the right changes a
to a + 2mb. Thus by a suitable choice of the power of B, we can make |a| < |b|.
Hence by consecutive multiplications of suitable powers of A and B from the right,[
a b
c d

]
∈ Γ(2) is brought to the form

[
1 b′

c′ d′

]
, which is still an element of Γ(2).

Thus b′ is even, and hence further application of A−b′/2 from the right brings the

matrix to
[
1 0
c′ ∗

]
. The determinant condition dictates that ∗ = 1. Since c′ is

also even,
[
1 0
c′ 1

]
= Bc′/2. Hence Γ(2) is generated by A and B. In particular,

Γ(2) ⊂ Ker(h).
Next let us determine the index of Γ(2) in PSL(2Z). The method of exhaustive

listing works here. As a representative of the coset PSL(2Z)
/
Γ(2), we can choose[

1 0
0 1

]
,

[
1 1
0 1

]
,

[
1 0
1 1

]
,

[
0 −1
1 0

]
,

[
1 −1
1 0

]
,

[
0 −1
1 1

]
.

Therefore, Γ(2) is an index 6 subgroup of PSL(2Z). It implies that Γ(2) = Ker(h).
This completes the proof. �
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Figure 1.10 shows a fundamental domain of the Γ(2)-action on the upper half
plane H.

0 1 2−1−2

i

Figure 1.10. A fundamental domain of the action of the congru-
ence subgroup Γ(2) ⊂ PSL(2, Z).

We observe that the line Re(τ) = −1 is mapped to the line Re(τ) = 1 by
A = T 2 ∈ Γ(2), and the semicircle connecting −1, −1+i

2 and 0 is mapped to the
semicircle connecting 1, 1+i

2 and 0 by B = ST−2S ∈ Γ(2). Gluing these dotted
lines and semicircles, we obtain a sphere minus three points. Because of the triple
transitivity of Aut(P1), we know that M0,3 consists of only one point:

(1.39) M0,3 =
{(

P1, (0, 1,∞)
)}

.

Therefore, we can identity

H
/
Γ(2) ∼= P1 \ {0, 1,∞}.

We now have a commutative diagram that completes (1.36).

(1.40)

H
Γ(2)-action−−−−−−−→ P1 \ {0, 1,∞}∥∥∥ j

yS3-action

H
J−−−−−−−−−−→

PSL(2,Z)-action
P1 \ {∞}.

Let us study the geometry of the map

j : P1 3 λ 7−→ 4
27

(λ2 − λ + 1)3

λ2(1− λ)2
∈ P1.

We see that j−1(∞) = {0, 1,∞}, and that each of the three points has multiplicity
2. To see the ramification of j at 0 and 1, let us consider the inverse image of the
closed real interval [0, 1] on the target P1 via j. Figure 1.11 shows j−1([0, 1]). The
shape is the union of two circles of radius 1 centered at 0 and 1, intersecting at
eπi/3 and e−πi/3 with a 120◦ angle. The inverse image j−1([0, 1]) also contains the
vertical line segment eπi/3e−πi/3. Each point of j−1(∞) = {0, 1,∞} is surrounded
by a bigon, representing the fact that the ramification at each point is of degree 2.
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Each point of j−1(0) = {eπi/3, e−πi/3} has multiplicity 3, which can be seen by the
tri-valent vertex of the graph j−1([0, 1]) at eπi/3 and e−πi/3. And finally, each
point of j−1(1) = {−1, 1

2 , 2} has multiplicity 2 and is located at the middle of an
edge of the graph.

-1 -0.5 0.5 1 1.5 2

-1

-0.5

0.5

1

Figure 1.11. The inverse image of [0, 1] via the map j(λ) =
4
27

λ2−λ+1
λ2(1−λ)2 . (Graphics produced by Josephine Yu.)

More geometrically, consider P1 as a sphere with its real axis as the equator, and
ω = eπi/3 and ω−1 = e−πi/3 as the north and the south poles. Then we can see that
the S3-action on P1 is equivalent to the action of the dihedral group D3 on the
equilateral triangle 401∞. It becomes obvious that ω = eπi/3 and ω−1 = e−πi/3

are stabilized by the action of the cyclic group Z
/
3Z through the 120◦ rotations

about the axis connecting the poles, and each of 0, 1,∞ and −1, 1
2 , 2 is invariant

under the 180◦ rotation about a diameter of the equator.

0 1

∞

ω

ω−1

−1 2

_1
2

Figure 1.12. The S3-action on P1 through the dihedral group action.

Since the PSL(2, Z)-action on H factors through the Γ(2)-action and the S3-
action, we have the equality

M1,1 = H
/
PSL(2, Z) =

(
H

/
Γ(2)

)/
S3 =

(
P1 \ {0, 1,∞}

)/
S3.

At this stage, we can define a compactification of the moduli space M1,1 by

(1.41) M1,1 = P1
/
S3.
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Since S3 acts on P1 properly discontinuously, the quotient is again an orbifold.
The stabilizer subgroup at eπi/3 is Z

/
3Z, and the stabilizer subgroup at 1

2 is Z
/
2Z.

Therefore, the orbifold structure of P1
/
S3 at its singular points j = 0 and j = 1

is exactly the same as we have observed before. (We refer to Chapter ?? for the
definition of orbifolds and the terminology from the orbifold theory.)

However, there is a big difference in the singularity structure at ∞. From (1.41),
the compactified moduli space has the quotient singularity modeled by the Z

/
2Z-

action on P1 at ∞. On the other hand, as we have seen in the last section, the
elliptic modular function J(τ) has a simple pole at q = 0 in terms of the variable
q = e2πiτ . This shows that the moduli space has a compactification

M1,1 = H
/
PSL(2Z) ∪ {i∞} J−−−−−−−−−−−−−−−−→

holomorphic and bijective
C ∪ {∞} = P1,

and that J−1 is a holomorphic map at ∞ ∈ P1. How do we reconcile this difference?
This is due to the fact that the upper half plane H, which is isomorphic to

the unit open disk {z ∈ C
∣∣ |z| < 1} by the Riemann mapping theorem, does not

have any natural compactification as a Riemann surface. Therefore we
cannot take the compactification of H before taking the quotient by the modular
group PSL(2, Z). The point {i∞}, called the cusp point, is added only after
taking the full quotient. But if we take another route by first constructing the
quotient by a normal subgroup such as the congruence subgroup Γ(2), then we can
add three points to compactify the quotient space. The moduli space in question is
the quotient of this intermediate quotient space by the action of the factor group
PSL(2, Z)

/
Γ(2) = S3. In this second construction, we end up with a compact

orbifold with a singularity at ∞. The moduli space M1,1 is an infinite cylinder
near ∞. Therefore, depending on when we compactify it, the point at infinity can
be an orbifold singularity modeled by any Z

/
nZ-action on the complex plane.

Thus we note that the moduli space M1,1 does not have a canonical orb-
ifold compactification. The point at infinity can be added as a non-singular
point, or as a Z

/
2Z-singular point, or in many other different ways. We also note

that if we wish to consider the compactified moduli space of elliptic curves
as an algebraic variety, then the natural identification is

M1,1
∼= P1

without any singularities. Its complex structure is introduced by the modular
function J(τ).

For a higher genus, the situation becomes far more complex. Compactification of
Mg,n as an algebraic variety is no longer unique, and compactification as an orbifold
is even more non-unique. In the later chapters, we consider the canonical orbifold
structure of the non-compact moduli space Mg,n. It is still an open question
to find an orbifold compactification of Mg,n with an orbifold cell-decomposition
that restricts to the canonical orbifold cell-decomposition of the moduli space.
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