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#### Abstract

We calculate the polynomial relationships $P(\rho, z)=0$ and $P(\rho, \kappa)=0$ in both the ordered and disordered regimes for the hard hexagon model. We start with Baxter's exact solution which gives the physical quantities $\kappa, \rho$, and $z$ parametrically as a function of a variable $\tau$ and exploit the modular properties of Baxter's solution. Using elementary Riemann surface theory, the computation can be reduced to algorithms involving only linear algebra. These algorithms are implemented using a computer algebra system. The method will be applicable to other exactly solvable models in which cusp expansions can be computed.


## 1. Introduction

Solvable models of lattice statistical mechanics are essentially equivalent to those for which the well-known Yang-Baxter equations $[3,10]$ admit a nontrivial solution. In many instances, these solutions involve elliptic functions; and hence the Boltzmann weights are parametrized in terms of a spectral parameter and a modulus $x$ ( $=e^{2 \pi i \tau}$ ). The physical quantities derived from these solutions inherit these parameters; and in the case of the order parameters, are functions only of $\tau$ (the spectral parameter either cancels out or is set to a torsion point of the elliptic curve). This paper looks at the simplest IRF model that has these features; namely Baxter's solution of the hard hexagon model [1-3], and describes a computational method of deriving polynomial relationships between the physical quantities. The methods used are based on the modular properties of the functions giving the partition function per site $\kappa$, density $\rho$ and activity $z$ of this model. The computations

[^0]themselves use only linear algebra. However, in order to do the computations, it is essential that a computer algebra system be used. The work presented in this paper is a detailed account of the methods first announced in ref. [7].

In refs. [1,2] Baxter (see also ref. [3]) derived exact expressions for $\kappa, \rho$, and $z$ in the low activity (or disordered) regime, defined by $z<z_{\mathrm{c}}$ where $z_{\mathrm{c}}=(11+5 \sqrt{5}) / 2$, and the high activity (or ordered) regime defined by $z>z_{c}$. In the disordered regime the local density is site independent whereas in the ordered regime the local density depends on which of three sublattices (denoted by 1,2 , or 3 ) it sits. A sublattice is defined by a possible close packed configuration of hexagons (we take boundary conditions so that the sublattice " 1 " is the close packed configuration ground state). Denoting the local density on the sublattice $i(i=1,2,3)$ by $\rho_{i}$, Baxter showed that in the ordered regime $\rho_{2}=\rho_{3} \neq \rho_{1}$. Following Pearce and Baxter [6], in the ordered regime we will work with $\Delta \rho=\sqrt{5}\left(\rho-\rho_{\mathrm{c}}\right)$ where $\rho=\frac{1}{3}\left(\rho_{1}+\rho_{2}+\rho_{3}\right)$ and $\rho_{\mathrm{c}}=$ $(5-\sqrt{5}) / 10$ is the critical density. All the formulas that we now quote with the exception of eq. (1.5) are due to Baxter [1-3]. Eq. (1.5) is due to Pearce and Baxter [6].
Disordered regime ( $z<z_{\mathrm{c}}$ ):

$$
\begin{gather*}
\kappa(\tau)=\prod_{m=1}^{\infty} \frac{\left(1-x^{5 m}\right)^{2}\left(1-x^{5 m-1}\right)^{2}\left(1-x^{5 m-4}\right)^{2}\left(1-x^{6 m-3}\right)^{2}\left(1-x^{6 m-2}\right)\left(1-x^{6 m-4}\right)}{\left(1-x^{5 m-3}\right)^{3}\left(1-x^{5 m-2}\right)^{3}\left(1-x^{6 m-1}\right)\left(1-x^{6 m-5}\right)\left(1-x^{6 m}\right)^{2}}, \\
\rho(\tau)=-x \prod_{m=1}^{\infty} \frac{\left(1-x^{6 m-3}\right)}{\left(1-x^{2 m-1}\right)\left(1-x^{5 m-1}\right)\left(1-x^{5 m-4}\right)\left(1-x^{30 m-12}\right)\left(1-x^{30 m-18}\right)}, \tag{1.1}
\end{gather*}
$$

$$
\begin{equation*}
z(\tau)=-x \prod_{m=1}^{\infty}\left(\frac{\left(1-x^{5 m-1}\right)\left(1-x^{5 m-4}\right)}{\left(1-x^{5 m-3}\right)\left(1-x^{5 m-2}\right)}\right)^{5} . \tag{1.3}
\end{equation*}
$$

Ordered regime $\left(z>z_{c}\right)$ :

$$
\kappa(\tau)=x^{-1 / 3} \prod_{m=1}^{\infty} \frac{\left(1-x^{5 m}\right)^{2}\left(1-x^{5 m-2}\right)^{2}\left(1-x^{5 m-3}\right)^{2}\left(1-x^{3 m-1}\right)\left(1-x^{3 m-2}\right)}{\left(1-x^{5 m-1}\right)^{3}\left(1-x^{5 m-4}\right)^{3}\left(1-x^{3 m}\right)^{2}}
$$

$$
\begin{align*}
\Delta \rho(\tau) & =\frac{3-\sqrt{5}}{6} \prod_{m=1}^{\infty} \frac{\left(1-x^{m}\right)^{2}\left(1-\omega x^{m}+x^{2 m}\right)\left(1-\omega x^{3 m}+x^{6 m}\right)}{\left(1-x^{3 m}\right)^{2}\left(1+\omega^{-1} x^{m}+x^{2 m}\right)^{2}}  \tag{1.5}\\
z(\tau) & =x^{-1} \prod_{m=1}^{\infty}\left(\frac{\left(1-x^{5 m-2}\right)\left(1-x^{5 m-3}\right)}{\left(1-x^{5 m-1}\right)\left(1-x^{5 m-4}\right)}\right)^{5}
\end{align*}
$$

where $\omega=(-1+\sqrt{5}) / 2$.

It has been shown [9] that all of these expressions (or powers of) are modular functions with respect to some subgroup of $\mathrm{SL}_{2}(\mathbb{L})$. More precisely, this was shown for all the above expressions except (1.5). The group theoretic significance of the Pearce-Baxter identity (1.5) is that although each $\rho_{i}$ is modular with respect to the congruence subgroup $\Gamma_{1}$ [45], the density is modular with respect to the bigger subgroup $\Gamma_{1}$ [15]. If one examines the individual expressions (derived by Baxter) for the $\rho_{i}(i=1,2,3)$ then it is not obvious that $\rho=\frac{1}{3}\left(\rho_{1}+\rho_{2}+\rho_{3}\right)$ is modular with respect to $\Gamma_{1}$ [15]; but using the Pearce-Baxter identity it is seen to be modular with respect to this subgroup using methods exactly the same as those used for the other expressions [9].

We derive below polynomial relationships which are known to exist between pairs of functions above (this follows from the fact that each of the above or their powers are modular functions). For example, in the disordered regime there is a polynomial, $P(x, y)$, such that

$$
P(\rho(\tau), \kappa(\tau))=0
$$

for all $\tau \in \mathrm{H}=\{z \in \mathbb{C}$ : $\operatorname{Im} z>0\}$. This equation defines implicitly the dependence of $\kappa$ on $\rho$. In what follows, we will provide the details of the calculation of four such polynomials. In the ordered regime we will find

$$
\begin{equation*}
P_{1}\left(\Delta \rho, \kappa^{2}\right)=0, \quad P_{2}(\Delta \rho, z)=0 \tag{1.7}
\end{equation*}
$$

In the disordered regime we will find

$$
\begin{equation*}
P_{3}(\rho, \kappa)=0 . \quad P_{4}(\rho, z)=0 \tag{1.8}
\end{equation*}
$$

The coefficients for $P_{1}-P_{4}$ are in tables 1-4. The simplest of these polynomials is $P_{2}$ which can be written in terms of $\rho$ and $z$ as

$$
\begin{equation*}
2-9 \rho+15 \rho^{2}-11 \rho^{3}+3 \rho^{4}+\left(1-12 \rho+45 \rho^{2}-66 \rho^{3}+33 \rho^{4}\right) z+\left(\rho^{3}-3 \rho^{4}\right) z^{2}=0 \tag{1.9}
\end{equation*}
$$

From these polynomials it is a simple calculation to derive other interesting expressions such as the isothermal compressibility

$$
\chi=\kappa\left(\frac{\partial \kappa}{\partial \rho}\right)=\frac{z}{\rho}\left(\frac{\partial \rho}{\partial z}\right)
$$

where the derivatives may be obtained by implicitly differentiating one of the polynomials $P_{i}$.

After the appearance of ref. [7], work by Joyce [5] demonstrated another way of deriving the above results. Joyce's work exposes more of the intriguing relationship
between modular functions and exactly solvable lattice models. Joyce uses the classical theory of modular functions as can be found in Klein and Fricke to derive the above polynomials. Our approach uses simple group theoretic notions and elementary results from Riemann surface theory coupled with the computational power provided by computer algebra systems. As a point of comparison, one can compare our derivation of the important equation (1.9) with that of Joyce's. We expect that the methods presented here will be more easily extended to other problems of a similar nature both in statistical physics and conformal field theory. In any case, we feel that these two approaches are sufficiently different to merit a long version of our Letter [7]. Once the polynomial relations have been computed, many interesting applications to statistical physics can be derived (some of these were briefly indicated in our Letter). However, this part of the analysis would be identical to that already done by Joyce so we refer the reader to Joyce [5] for these applications.

When exact solutions are not known, one method of extracting critical behavior is from series expansions. When extrapolating from series expansions it is important to know the class of functions being approximated (cf. ref. [4] and references therein). The results here show that the physical quantities (or powers of) such as $\kappa, \rho, z$, etc. satisfy polynomial relationships. We expect similar results for other solvable models coming from Baxter's methods (cf. ref. [3]) involving elliptic functions. This is to be expected since Baxter's corner transfer matrix methods are intimately related to modular functions. An important unsolved problem is to prove the existence of such polynomial relationships (and hopefully bounds on their degrees) without relying upon the explicit formulas. Perhaps such polynomial relationships exist for models "not solvable" by the methods of Baxter, and a proof of the solvable case can be generalized. For example, the hard square lattice gas is "not solvable" (cf. ref. [3]), but do $\kappa, \rho$, and $z$ satisfy polynomial relations?

The paper is organized as follows. Sect. 2 contains a brief description of the aspects of modular function theory we will need. Included in this section are references in which more detailed information may be obtained. Sect. 3 consists of general techniques, theorems, and notation which are necessary for the computations of the four polynomials. Sect. 4 is divided into four parts, each part containing the algorithms for each computation. The details for the last three algorithms are somewhat brief. Those desiring more details may contact the authors. The appendix contains the cusp expansions necessary to do the computations.

## 2. Modular functions and cusp expansions

### 2.1. MODULAR FUNCTIONS

The key to deriving the polynomial relationships is the identification of the various physical expressions (or powers of) as modular functions with respect to
certain modular subgroups. This has been done by Tracy et al. [9]. The modular subgroups we shall be interested in are $\Gamma_{1}[N]$ for $N=5,15,30,45$. Their definitions are

$$
\Gamma_{1}[N]=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}):\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \equiv \pm\left(\begin{array}{ll}
1 & * \\
0 & 1
\end{array}\right) \bmod N\right\}
$$

Matrices $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$ act on points $\tau \in \mathrm{H}$ by

$$
\gamma(\tau)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)(\tau)=\frac{a \tau+b}{c \tau+d}
$$

A meromorphic function $f(\tau)$, defined on H , is modular with respect to a modular subgroup $\Gamma^{*} \subset \mathrm{SL}_{2}(\mathbb{Z})$ if for any $\gamma \in \Gamma^{*}$ we have

$$
f(\gamma(\tau))=f(\tau)
$$

for any $\tau \in \mathrm{H}$, and $f(\tau)$ is meromorphic at the cusps of $\Gamma^{*}$ (we are assuming $\Gamma^{*}$ has no parabolic points, cf. Schoenberg [8]). For the hard hexagon model, it is shown in ref. [9] that in the disordered regime

$$
\begin{align*}
& \rho(\tau) \text { is modular with respect to } \Gamma_{1}[30] \\
& \kappa(\tau) \text { is modular with respect to } \Gamma_{1}[30] \\
& z(\tau) \text { is modular with respect to } \Gamma_{1}[5] \tag{2.1}
\end{align*}
$$

and in the ordered regime

$$
\begin{align*}
& \Delta \rho(\tau) \text { is modular with respect to } \Gamma_{1}[15], \\
& \kappa^{3}(\tau) \text { is modular with respect to } \Gamma_{1}[15] \\
& z(\tau) \text { is modular with respect to } \Gamma_{1}[5] \tag{2.2}
\end{align*}
$$

Given a $\Gamma_{1}[N]$ and a fixed $N$, we may identify two points $z, w \in \mathrm{H}$ if there exists a $\gamma \in \Gamma_{1}[N]$ such that $\gamma(z)=w$. Using this equivalence relation on $\mathbf{H}$, we can define a quotient space $\mathrm{H} / \Gamma_{1}[N]=\mathscr{F}_{N}$. If we include compactifying points then $\mathscr{F}_{N}$ is a compact Riemann surface (cf. ref. [7]). The compactifying points are either the point at infinity, $i \infty$, or rational points $h / k$ on the real line. In either case these points are called cusps. A function modular with respect $\Gamma_{1}[N]$ is defined by its behavior on the compact Riemann surface $\mathscr{F}_{N}$. For $\Gamma_{1}[N]$, a fundamental domain is the closure of a connected, maximal set of inequivalent points. Often we will identify the fundamental set with $\mathscr{F}_{N}$.

A well-known result from modular function theory (cf. ref. [8]) which will be of particular importance to us is the following:

Theorem 2.1. If $f$ and $g$ are modular with respect to the same modular subgroup, then there exists a polynomial relationship between them. That is, there exists

$$
P(x, y)=\sum_{i=0}^{N} \sum_{j=0}^{M} c_{i j} x^{i} y^{i}
$$

such that $P(f(\tau), g(\tau))=0$ for all $\tau \in \mathrm{H}$.
In fact, the theorem says more. The valence of a meromorphic function $f$, defined on a compact Riemann surface $\mathscr{R}$, is defined in the following manner. Pick a $w \in \mathscr{R}$, then the size of the set

$$
\{z \in \mathscr{R}: f(z)=w\}
$$

does not depend on the choice of $w$. The valence of $f$, or $\operatorname{val}(f)$, is then just this size. Note that if $\operatorname{val}(f)=\infty$, then $f$ is constant. A particularly nice choice for $w$ would be either 0 or $\infty$. In this case val( $f$ ) is just the number of zeros or poles of $f$. Knowing the valence of the functions $f$ and $g$ allows us to bound the degrees of the polynomial in the theorem above. In the following theorem, let $\operatorname{deg}(P, x)$ denote the degree of the polynomial $P$ in the variable $x$.

Theorem 2.2. If $\operatorname{val}(f) \leqslant M$ and $\operatorname{val}(g) \leqslant N$ and $P$ is irreducible, then $\operatorname{deg}(P, f)$ $\leqslant N$ and $\operatorname{deg}(P, g) \leqslant M$.

Using theorem 2.1, we know that there must be polynomial relationships between any two of the functions listed in eqs. (2.1) and (2.2). This is because if $N_{1}$ divides $N_{2}$ then $\Gamma_{1}\left[N_{2}\right] \subset \Gamma_{1}\left[N_{1}\right]$. Hence if $f$ is modular with respect to $\Gamma_{1}\left[N_{1}\right]$ then it must also be modular with respect to $\Gamma_{1}\left[N_{2}\right]$. For example, in the disordered regime, $z$ is modular with respect to $\Gamma_{1}$ [5] while $\rho$ is modular with respect to $\Gamma_{1}$ [30]. Thus both are modular with respect to $\Gamma_{1}[30]$ and thus by theorem 2.1 there must be a polynomial relationship between them.

We use theorem 2.2 to obtain bounds on the degrees of the polynomials we wish to compute. This is essential because otherwise we would not even know an upper limit on the number of unknown coefficients which we seek. To obtain these bounds we must know bounds on the valences of the functions. A glance at "definitions" (1.1)-(1.6) of $z, \kappa, \rho$, and $\Delta \rho$ makes clear that one needs more information in order to determine the valences. This additional information is obtained from the cusp expansions.

### 2.2. CUSP EXPANSIONS

A cusp expansion of a function $f$ defined on a quotient space $\mathscr{F}_{N}=\mathrm{H} / \Gamma_{1}[N]$ is simply a definition of $f$ in terms of a local variable defined about a particular cusp. The standard approach is to use a local uniformizing variable $x_{\xi}$ defined near the cusp $\xi$. For details concerning the precise definition of a local variable we refer to Schoenberg [8].

This local uniformizing variable has the property that as $\tau$ approaches the cusp $\xi$, the local variable $x$ approaches 0 . For example, at the cusp $i \infty$, the local uniformizing variable is simply $x=\mathrm{e}^{2 \pi i \tau}$. Thus eqs. (1.1)-(1.6) are simply cusp expansions in the local variable at $i \infty$. It is worth noting that a local variable defined about a cusp is in fact valid throughout the entire fundamental domain of $\Gamma_{1}[N]$.

In order to obtain cusp expansions of modular functions one must know their transformation properties. This is most easily done by writing the function in terms of generalized Dedekind eta functions (these functions also arise as determinants of Dirac operators on elliptic curves). The transformation properties of these are well known [8]. By writing a function in terms of the generalized eta functions one can also recognize a subgroup under which a function is modular. The process of identifying infinite product expansions as products of generalized Dedekind eta functions and then doing the transformations to local variables is tedious but mechanical. For a complete description of this process, see ref. [9].

To obtain a complete description of a function modular with respect to $\Gamma_{\mathrm{l}}[N]$, one first derives cusp expansions at a complete inequivalent set of cusps for $\mathscr{F}_{N}$. For the functions listed in eqs. (1.1)-(1.6), cusp expansions are given in the appendix. From the cusp expansion at $i \infty 0$ given by eqs. (1.1)-(1.6), it is clear that functions of this type can only have zeros and poles at the cusps. Hence once all the cusp expansions are done one simply counts the zeros (including multiplicities) at all the cusps to obtain the valence. From the cusp expansions of $\rho$ in the disordered regime, we see that in $\mathscr{F}_{30}, \operatorname{val}(\rho)=8$. For valence of $z$ in the disordered regime, we first must convert the cusp expansion of $z$ in $\mathscr{F}_{5}$ to cusp expansions in $\mathscr{F}_{30}$. For each cusp in $\mathscr{F}_{5}$, one finds a complete set of inequivalent cusps in $\mathscr{F}_{30}$ (but equivalent under $\Gamma_{1}[5]$ ). Then the local variable about the cusp in $\mathscr{F}_{5}$ is easily converted to a local variable about the new cusps in $\mathscr{F}_{30}$. Once again, the reader is referred to ref. [8] for details. In this case we discover that $\operatorname{val}(z)=24$ in $\mathscr{F}_{30}$. Thus we know that the polynomial relationship between $\rho$ and $z$ must have the form

$$
P(\rho, z)=\sum_{i=0}^{24} \sum_{j=0}^{8} c_{i j} \rho^{i} z^{j}=0
$$

At this stage if one had access to unlimited computing power it would be straightforward to find the $25 \times 9=225$ coefficients $c_{i j}$. Since the polynomial is only unique up to an overall multiplicative factor, arbitrarily set one of the
coefficients equal to, say, 1. At any cusp, derive Laurent series expansions with at least 224 terms in the local variable $x$. Substitute these series into the unknown polynomial $P(\rho, z)=0$. The result of this substitution would be a series whose coefficients depend linearly on the $c_{i j}$. Since this series must be identically zero, all of its coefficients must also be identically zero. Equating the first 224 to zero would yield a system which determines the remaining 224 unknowns. However, under limits on computing power, this approach is troubled because of round-off error.

The approach in this paper will be to use the information given by the cusp expansions to reduce dramatically the number of equations that must be solved at any one time. For example, for the polynomial above, we will see that it is never necessary to solve more than four equations in four of the unknown coefficients at any one time. This allows us to do the computations in exact rational form.

## 3. General techniques

In this section we will outline some of the general techniques and notation to be used in the subsequent calculations. First of all, we will be quite interested in coefficients of power series in the local variable $x$. Let $f$ be any modular function on H and $\xi$ any cusp. About that cusp we will have a local variable $x$. Let

$$
\operatorname{co} f_{\xi}(n, f)=\text { coefficient of } x^{n} \text { in the Laurent series of } f \text { at cusp } \xi
$$

Suppose that we have two functions $f$ and $g$, both modular with respect to the same modular subgroup and that $\operatorname{val}(f)=M$ and $\operatorname{val}(g)=N$ on some compact Riemann surface. Therefore, the resulting irreducible polynomial takes the form

$$
P(f, g)=\sum_{i=0}^{N} \sum_{j=0}^{M} c_{i j} f^{i} g^{j}=0
$$

A means by which we may reduce the number of equations that need to be considered at any one time in order to determine the $c_{i j}$ is illustrated in the following scenario. Suppose there is a cusp $\xi$ at which $f$ and $g$ have the power series expansions:

$$
\begin{equation*}
f(x)=a_{0}+a_{1} x+\ldots, \quad g(x)=x^{m}\left(b_{0}+b_{1} x+\ldots\right)=x^{m} \tilde{g}(x) \tag{3.1}
\end{equation*}
$$

Let $Q_{j}$ and $P_{k}$ be defined by

$$
Q_{j}=\sum_{i=0}^{N} c_{i j} f^{i}, \quad P_{k}=\sum_{j=0}^{k} g^{j} Q_{j}
$$

so that $P=P_{M}$. For convenience, let $P_{-1} \equiv 0$. Thus we have for $i=0, \ldots, m-1$
and $k \leqslant N$,

$$
\begin{aligned}
0 & =\operatorname{co} f_{\xi}(m k+i, P)=\operatorname{co} f_{\xi}\left(m k+i, P_{k}\right) \\
& =\operatorname{co} f_{\xi}\left(m k+i, g^{k} Q_{k}\right)+\operatorname{co} f_{\xi}\left(m k+i, P_{k-1}\right) \\
& =\operatorname{co} f_{\xi}\left(i, \tilde{g}^{k} Q_{k}\right)+\operatorname{co} f_{\xi}\left(m k+i, P_{k-1}\right),
\end{aligned}
$$

which we may write as

$$
\operatorname{co} f_{\xi}\left(i, \tilde{g}^{k} Q_{k}\right)=-\operatorname{co} f_{\xi}\left(m k+i, P_{k-1}\right)
$$

The left-hand side only involves $c_{i k}$ and the right-hand side only involves $c_{i n}$ with $n<k$. Thus we have $m$ linear equations for $c_{i k}$ defined recursively in terms of $c_{i n}$ with $n<k$.

These equations may be written in matrix form as

$$
G^{k} A\left(\begin{array}{c}
c_{0, k} \\
\vdots \\
c_{N, k}
\end{array}\right)=-B_{k}
$$

where $G$ is a lower triangular $m \times m$ matrix whose nonzero entries are given by $(G)_{i j}=b_{i-j}, A$ is an $m \times(N+1)$ matrix whose entries are only dependent on the $a_{0}$ through $a_{m-1}, B_{k}$ is an $m \times 1$ column whose $i$ th entry is $\operatorname{co} f_{\xi}\left(m k+i, P_{k-1}\right)$. What is particularly nice about the matrices $G$ and $A$ is that each is independent of $k$. The key is either to get several of these type equations from different cusps with the same series structure for $f$ and $g$ or to have enough of the coefficients $c_{i k}$ already determined so that only $m$ of them remain. In our case, the entries of $G, A$, and $B_{k}$ are either rational numbers or in the field $\mathbb{Q}(\sqrt{5})$.

Another important consideration is to ensure that the bounds on the degrees of the polynomial are as sharp as possible. Determining the degrees from the valences is fine as long as we are sure that we are working with the largest possible modular subgroup for the functions in question (equivalently, the smallest possible common fundamental domain). If one does not identify this largest modular subgroup, then the bounds on the degrees will not be optimal and one would conclude that the degrees of the polynomial $P$ are higher than they actually should be. Of course what would happen upon calculation is that all the higher degree terms would have zero coefficients. However, the larger number of unknown coefficients might make the method of this paper computationally infeasible. Thus we would like to be able to recognize when we have not found the optimal modular subgroup. It is often possible to do so by looking at the cusp expansions.

Theorem 3.1. Suppose that $f$ and $g$ are modular functions with respect to a common modular subgroup $\Gamma^{*}$. Let a set of inequivalent cusps be given by $\mathscr{C}=\mathscr{C}_{1} \cup \ldots \cup \mathscr{C}_{k}$ where $\mathscr{C}_{i} \cap \mathscr{C}_{j}=\varnothing$ for $i \neq j$ and $\left|\mathscr{C}_{i}\right|=\left|\mathscr{C}_{j}\right|=S$ for all $i$, $j$. Let $N=\operatorname{val}(f), M=\operatorname{val}(g)$ on $\mathrm{H} / \Gamma^{*}$. For each cusp, let us use the same symbol $x$ to denote a local variable at that cusp. Suppose that for either $f$ or $g$, that its cusp expansion in $x$ only depends on the set $\mathscr{C}_{i}$ containing that cusp. Then, if $P(f, g)=0$ is the irreducible polynomial relationship between $f$ and $g$, we have

$$
\operatorname{deg}(P, f) \leqslant M / S, \quad \operatorname{deg}(P, g) \leqslant N / S
$$

The importance of this theorem is that it allows one not to worry about finding the optimal modular subgroup for a pair of functions. Instead any common subgroup will work. One simply uses that subgroup to calculate all the cusp expansions for the two functions at the inequivalent cursps. Then if all the expansions do not group up as in the theorem, the subgroup is optimal. If they do, one simply remembers that the degrees of the polynomial can be reduced by some factor.

There are other techniques that make the calculation of the coefficients $c_{i j}$ easier. One, for instance, is to exploit any symmetry in the cusp expansions. For example, if there is a pair of cusps at which the expansion of $f$ does not change, but the expansion of $g$ goes to $-g$, then the polynomial $P(f, g)$ must be even in $g$. To see this, suppose the pair of cusps with this property is $\xi$ and $\xi^{\prime}$. In the local variable $x$ at $\xi$, write

$$
f(x)=a_{0}+a_{1} x+a_{2} x^{2}+\ldots \quad g(x)=b_{0}+b_{1} x+b_{2} x^{2}=\ldots
$$

In the local variable $x^{\prime}$ at $\xi^{\prime}$ we can write

$$
f\left(x^{\prime}\right)=a_{0}+a_{1} x^{\prime}+a_{2} x^{\prime 2}+\ldots, \quad g\left(x^{\prime}\right)=-\left(b_{0}+b_{1} x^{\prime}+b_{2} x^{\prime 2}+\ldots\right)
$$

where the coefficients $a_{i}$ and $b_{i}$ are the same in both cases. For any value $\tau \in \mathrm{H}$, there is a value $\tau^{\prime}$ such that $x(\tau)=x^{\prime}\left(\tau^{\prime}\right)$. At these values we have

$$
f(\tau)=f\left(\tau^{\prime}\right), \quad g(\tau)=-g\left(\tau^{\prime}\right)
$$

Since the polynomial $P(f, g)$ must be zero we get for any value in H ,

$$
P(f(\tau), g(\tau))=0=P\left(f\left(\tau^{\prime}\right), g\left(\tau^{\prime}\right)\right)
$$

or

$$
P(f(\tau), g(\tau))=P(f(\tau),-g(\tau))
$$

and hence $P(f, g)$ is even in $g$.

## 4. Algorithms

In this section we will present details of the algorithms used to calculate the four polynomials in eqs. (1.7) and (1.8). We will drop the subscripts $1,2,3$, and 4 from the polynomials since in each subsection we will be referring to only one polynomial at a time. For the first polynomial, that is subsect. 4.1, we will include a large amount of detail so that the reader may see the type of calculations which must be performed. In the subsequent subsections we will simply sketch the outlines of the algorithms.

## 4.1. $P\left(\Delta \rho, \kappa^{3}\right)=0$ FOR $\Delta \rho$ AND $\kappa$ IN THE ORDERED REGIME

In this subsection we will calculate the polynomial $P\left(\Delta \rho, \kappa^{3}\right)=0$ for $\Delta \rho$ and $\kappa$ in the ordered regime. First we see from the cusp expansions that $\operatorname{val}(\Delta \rho)=4$ and $\operatorname{val}\left(\kappa^{3}\right)=22$. At any of the cusp pairs $\left(0, \frac{1}{4}\right),\left(\frac{1}{6}, \frac{1}{9}\right)$, etc., we see that in terms of the appropriate local variable $x$ that $\kappa^{3} \rightarrow-\kappa^{3}$ while $\Delta \rho$ remains unchanged. Thus $P$ must be even in $\kappa^{3}$. Define a new variable $\tilde{\kappa}=\left(\kappa^{3}\right)^{2}$ and write

$$
P(\Delta \rho, \tilde{\kappa})=\sum_{i=0}^{22} \sum_{j=0}^{2} c_{i j} \Delta \rho^{i} \tilde{\kappa}^{j}=0
$$

The coefficients $c_{i j}$ are displayed in table 1.
Step 1. Consider the cusps $\frac{1}{6}$ and $\frac{2}{3}$. At each of these cusps $\tilde{\kappa}$ has a pole of order 10 and $\Delta \rho$ has a pole of order 1. This implies that $c_{22,2}=c_{21,2}=\cdots=c_{3,2}=0$ and $c_{22,1}=c_{21,1}=\cdots=c_{13,1}=0$.

Step 2. We now look at the cusp $i \infty$. At this cusp $\tilde{\kappa}$ has a pole of order 2 and $\Delta \rho$ is nonzero. This gives us equations in $c_{i, 2}$. We already know that $c_{i, 2}=0$ for $i>2$, and that one coefficient of $P$, say $c_{0,2}$, is arbitrary. The other two coefficients, $c_{1,2}$ and $c_{2,2}$, are determined by the two equations above. Therefore we have completely determined the coefficients $c_{i, 2}$ for $i=0, \ldots, 22$.

Step 3. We now consider the cusp 0. Here we have the expansions:

$$
\tilde{\kappa}=k_{0}+0 x+0 x^{2}+k_{3} x^{3}+\ldots, \quad \Delta \rho=x^{2}\left(1-x+0 x^{2}+r_{3} x^{3}+\ldots\right)
$$

The fact that $\tilde{\kappa}$ has no $x^{1}$ or $x^{2}$ coefficient will be important. Define $Q_{i}$ and $P_{n}$ by

$$
Q_{i}=c_{i, 0}+c_{i, 1} \tilde{\kappa}+c_{i, 2} \tilde{\kappa}^{2}, \quad P_{n}=\sum_{i=0}^{n} \Delta \rho^{i} Q_{i} .
$$

We see that

$$
\begin{equation*}
\operatorname{co} f_{0}(2 k, P)=\operatorname{co} f_{0}\left(2 k, P_{k}\right)=\operatorname{co} f_{0}\left(0, Q_{k}\right)+\operatorname{co} f_{0}\left(2 k, P_{k-1}\right)=0 \tag{4.1}
\end{equation*}
$$

This gives one equation in the coefficients $c_{k, 0}$ and $c_{k, 1}$ in terms of $c_{i j}$ with $i<k$

Table 1
The coefficients $c_{i j}$ are represented as an ordered pair $\left(a_{i j}, b_{i j}\right): c_{i j}=a_{i j}+\sqrt{5} b_{i j}$. To simplify the entries, $\kappa^{6}$ is rescaled so that the leading coefficient is 1 at the cusps $\left(0, \frac{1}{4}\right)$.

To obtain $\kappa$ as normalized in eq. (1.1) let $c_{i j} \rightarrow F^{j} c_{i j}$, where

$$
F=\left[\frac{3 \sqrt{3}}{10} \frac{\sin ^{2}(2 \pi / 5)}{\sin ^{3}(\pi / 5)}\right]^{-6}=\frac{5^{7}}{3^{9}}(1525-682 \sqrt{5}) .
$$


and $c_{k, 2}$, namely,

$$
\begin{equation*}
c_{k, 0}+k_{0} c_{k, 1}=-k_{0}^{2} c_{k, 2}-\operatorname{co} f_{0}\left(2 k, P_{k-1}\right) \tag{4.2}
\end{equation*}
$$

Now consider the $x^{2 k+1}$ coefficient. We see that

$$
\begin{align*}
\operatorname{co} f_{0}(2 k+1, P) & =\operatorname{co} f_{0}\left(2 k+1, P_{k}\right) \\
& =\operatorname{co} f_{0}\left(2 k+1, \Delta \rho^{k} Q_{k}\right)+\operatorname{co} f_{0}\left(2 k+1, P_{k-1}\right)=0 \tag{4.3}
\end{align*}
$$

However, $Q_{k}$ has no $x^{1}$ coefficient. Thus

$$
\operatorname{co} f_{0}\left(2 k+1, \Delta \rho^{k} Q_{k}\right)=\operatorname{co} f_{0}\left(2 k+1, \Delta \rho^{k}\right) \operatorname{co} f_{0}\left(0, Q_{k}\right)
$$

and hence (4.3) becomes

$$
\begin{equation*}
k \operatorname{co} f_{0}\left(0, Q_{k}\right)=-\operatorname{co} f_{0}\left(2 k+1, P_{k-1}\right) \tag{4.4}
\end{equation*}
$$

We may eliminate co $f_{0}\left(0, Q_{k}\right)$ from eq. (4.4) using (4.1) and replace $k-1$ by $k$ to obtain

$$
\begin{equation*}
(k+1) \operatorname{co} f_{0}\left(2 k+2, P_{k}\right)+\operatorname{co} f_{0}\left(2 k+3, P_{k}\right)=0 \tag{4.5}
\end{equation*}
$$

This will give us a second equation in $c_{k, 0}$ and $c_{k, 1}$. All we need to isolate is the portion of eq. (4.5) which only depends on $k$. This is straightforward. Once this is done we have the two equations

$$
c_{k, 0}+k_{0} c_{k, 1}=-k_{0}^{2} c_{k, 2}-\operatorname{co} f_{0}\left(2 k, P_{k-1}\right), \quad k_{3} c_{k, 1}=-2 k_{0} k_{3} c_{k, 2}+L_{k}
$$

where

$$
\begin{aligned}
L_{h}= & (k+1) \operatorname{co} f_{0}\left(2 k+2, \Delta \rho^{k}\right) \operatorname{co} f_{0}\left(2 k, P_{k-1}\right)+\operatorname{co} f_{0}\left(2 k+3, \Delta \rho^{k}\right) \operatorname{co} f_{0}\left(2 k, P_{k-1}\right) \\
& -(k+1) \operatorname{co} f_{0}\left(2 k+2, P_{k-1}\right)-\operatorname{co} f_{0}\left(2 k+3, P_{k-1}\right)
\end{aligned}
$$

At the $k$ th iteration, the right-hand side is completely determined. Thus we may recursively calculate $c_{k i}(i=1,2)$ for $k=0, \ldots, 22$. We already know that $c_{k, 1}=0$ for $k \geqslant 13$. So if desired, we may use only one of the above equations once $k \geqslant 13$ in order to speed up the algorithm. In order to carry out the recursive calculation, we must know the Laurent series expansions of $\tilde{\kappa}$ and $\Delta \rho$ out to $x^{44}$.

## 4.2. $P(\Delta \rho, z)=0$ FOR $\Delta \rho$ AND $z$ IN THE ORDERED REGIME

In this subsection we will calculate the polynomial $P(\Delta \rho, z)=0$ for $\Delta \rho$ and $z$ in the ordered regime. The valences of these functions are $\operatorname{val}(\Delta \rho)=4$ and $\operatorname{val}(z)=8$. However, we see that $\Delta \rho$ and $z$ have the same cusp expansions at 8 cusp pairs. Thus we may use theorem 3.1 and halve the degrees of $P$. This gives us

$$
P(\Delta \rho, z)=\sum_{i=0}^{4} \sum_{j=0}^{2} c_{i j} \Delta \rho^{i} z^{j}=0
$$

The coefficients $c_{i j}$ appear in table 2. A change of variables from $\Delta \rho$ to $\rho$ gives (1.9).

Step 1. Consider the cusp 0 . Here we see that $\Delta \rho$ has a zero of order 2 while $z=z_{0}+z_{3} x^{3}+z_{6} x^{6}+\ldots$. This gives us two equations in the three unknown coefficients $c_{0,0}, c_{0,1}$, and $c_{0,2}$. One arises immediately from the $x^{0}$ coefficient of $P(\Delta \rho, z)$ and the other from the fact that $z$ has no $x^{1}$ or $x^{2}$ terms. Since one

Table 2
The coefficients $c_{i j}$ of $P(\Delta \rho, z)=0$ in the ordered regime.

|  |  |  |  |
| :--- | ---: | ---: | ---: |
|  | 0 | 1 | 2 |
| 1 | $11+5 \sqrt{5}$ | -4 | $-11+5 \sqrt{5}$ |
| 2 | $-33-15 \sqrt{5}$ | 12 | $33-15 \sqrt{5}$ |
| 3 | $39+15 \sqrt{5}$ | 54 | $-39+15 \sqrt{5}$ |
| 4 | $-12-10 \sqrt{5}$ | -132 | $12-10 \sqrt{5}$ |

coefficient is arbitrary, we may set $c_{0,0}$ equal to $11+5 \sqrt{5}$ and determine $c_{0,1}$ and $c_{0,2}$. Thus we have determined $c_{0, k}$ for $k=0,1,2$.

Step 2. Now proceed to the cusps $i \infty$ and $\frac{1}{5}$. At $\frac{1}{5}$ we see that $\Delta \rho$ is nonzero while $z$ has a zero of order 3 . In this case we obtain three equations in $c_{m k}$, $m=0, \ldots, 4$ which are defined in terms of $c_{j k}$, with $j>m$.

To get a fourth such equation, we move to $i \infty$ at which we see again that $\Delta \rho$ is nonzero while now $z$ has a simple zero. Recall that from step 1 , we already know $c_{0, k}$. Therefore we have four equations in the four unknowns $c_{i, k},(i=1,2,3,4)$, in terms of $c_{i j}$ for $j<k$ and $c_{0, k}$. In order to implement this recursive calculation, we need the cusp expansions of $\Delta \rho$ and $z$ out to $x^{14}$.

## 4.3. $P(\rho, \kappa)=0$ FOR $\rho$ AND $\kappa$ IN THE DISORDERED REGIME

In this subsection we will calculate the polynomial $P(\rho, \kappa)=0$ for $\rho$ and $\kappa$ in the disordered regime. We see that the valences are $\operatorname{val}(\rho)=8$ and $\operatorname{val}(\kappa)=22$. At the cusp pairs $\left(i \infty, \frac{1}{30}\right),\left(\frac{4}{5}, \frac{1}{5}\right)$, etc., the cusp expansion of $\kappa$ goes to $-\kappa$ while $\rho$ remains unchanged. Thus $P(\rho, \kappa)$ must be even in $\kappa$. We will let $\tilde{\kappa}=\kappa^{2}$ and write

$$
P(\rho, \tilde{\kappa})=\sum_{i=0}^{22} \sum_{j=0}^{4} c_{i j} \rho^{i} \tilde{\kappa}^{j}=0
$$

The coefficients $c_{i j}$ appear in table 3.
Step 1. Consider the cusps $\frac{5}{6}$ and $\frac{1}{12}$. At each of these cusps $\rho$ has a pole of order one while $\tilde{\kappa}$ has a pole of order 10 . Since $P(\rho, \tilde{\kappa})$ can have no poles, we may conclude that $c_{22,4}=\ldots=c_{3,4}=c_{22,3}=\ldots=c_{13,3}=0$.

Step 2. At the cusp $\frac{7}{30}$, we see that $\rho$ is nonzero while $\tilde{\kappa}$ has a pole of order 2. By considering the $x^{-8}$ and $x^{-7}$ coefficients of the polynomial $P(\rho, \tilde{\kappa})$, we get two equations in $c_{i, 4}$. Since one coefficient in $P$ is arbitrary, we may set $c_{0,4}$ equal to 1 , and solve for $c_{1,4}$ and $c_{2,4}$. Therefore, after completing steps 1 and 2 , we have completely determined $c_{i, 4}$ for $i=0, \ldots, 22$.

Table 3
The coefficients $c_{i j}$ of $P(\rho, \tilde{\kappa})=0$ in the disordered regime.


Step 3. We move to the cusps $i \infty, \frac{3}{5}, \frac{7}{10}$, and $\frac{2}{15}$. At the cusp we see that $\tilde{\kappa}$ is nonzero while $\rho$ has a zero of order 1. This gives us four equations (one at each cusp) in the four unknowns $c_{n, 0} c_{n, 1}, c_{n, 2}$, and $c_{n, 3}$. Each equation is defined in terms of $c_{i j}$ with $i<n$ and $c_{n, 4}$. Therefore we may recursively calculate the remaining coefficients. In this case it is necessary to have the series expansions of $\tilde{\kappa}$ and $\rho$ out to the $x^{22}$ term.

## 4.4. $P(\rho, z)=0$ FOR $\rho$ AND $z$ IN THE DISORDERED REGIME

In this subsection we will consider the polynomial $P(\rho, z)=0$, for $\rho$ and $z$ in the disordered regime. This is certainly the most involved algorithm of the four. We see that $\operatorname{val}(\rho)=8$ and $\operatorname{val}(z)=24$ and we note that the cusp pairs, $\left(i \infty, \frac{11}{30}\right),\left(\frac{4}{5}, \frac{1}{5}\right)$, etc., and the cusp expansions of $\rho, z$ do not change. Thus we may use theorem 3.1 and halve the degrees of the polynomial. Hence $P$ looks like

$$
P(\rho, z)=\sum_{i=0}^{12} \sum_{j=0}^{4} c_{i j} \rho^{i}{ }^{j}=0
$$

The coefficients $c_{i j}$ appear in table 4.

Table 4
The coefficients $c_{i j}$ of $P(\rho, z)=0$ in the disordered regime.

|  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
|  | 0 |  |  |  |

Step 1. Consider the cusp $i \infty$ at which both $\rho$ and $z$ have a simple zero. This implies that $c_{0,0}=0$ and that

$$
\begin{equation*}
c_{1,0}+c_{0,1}=0 \tag{4.6}
\end{equation*}
$$

Step 2. We move to the cusps $\frac{3}{5}, \frac{3}{10}$, and $\frac{2}{15}$. At all three cusps, $\rho$ has a simple zero, while at $\frac{3}{5}, z$ has a pole of order 6 ; at $\frac{3}{10}, z$ has a pole of order 3 ; and at $\frac{2}{15}, z$ has a pole of order 2 . Using this information we can conclude from looking at the poles of $P(\rho, z)$ that

$$
c_{0,4}=c_{1,4}=\ldots=c_{10,4}=0, \quad c_{0,3}=c_{1,3}=\ldots=c_{4,3}=0, \quad c_{0,2}=c_{1,2}=0
$$

Looking at poles of lower order, we obtain the equations

$$
\begin{align*}
& \operatorname{co} f_{3 / 5}(-13, P)=c_{11,4}+c_{5,3}=0 \\
& \operatorname{co} f_{3 / 10}(-4, P)=c_{5,3}+c_{2,2}=0 \\
& \operatorname{co} f_{2 / 15}(-2, P)=c_{2,2}+c_{0,1}=0  \tag{4.7}\\
& \operatorname{co} f_{3 / 5}(-12, P)=c_{12,4}+c_{6,3}=-\operatorname{co} f_{3 / 5}\left(-12, c_{11,4} \rho^{11 z^{4}}+c_{5,3} \rho^{5} z^{3}\right) \tag{4.8}
\end{align*}
$$

These will be useful shortly.

For steps 3 and 4 it is necessary to define a new function $\tilde{\rho}$ by

$$
\tilde{\rho}=\rho /(1-\rho) .
$$

Note that $\tilde{\rho}$ has a pole where $\rho$ has leading coefficient 1 . In addition it is clear that $\tilde{\rho}$ is still modular with respect to the same modular subgroup as $\rho$ and it also has the same valence.

Step 3. At the cusp $\frac{7}{30}$ we see that $z$ and $\tilde{\rho}$ each has a pole of order 1. This implies that $c_{12,4}=1$ and $c_{11,4}=1$, and the coefficients $c_{i j}$ for $j=4$ are determined. Since $c_{11.4}=-1$, we have from eqs. (4.7) and (4.8) that $c_{5,3}=1, c_{6.3}=-13$, $c_{2,2}=-1$, and $c_{0,1}=1$ and from eq. (4.6) that $c_{1,0}=-1$. In particular, note that the coefficients $c_{i j}$ for $i \leqslant 6$ are determined.

Step 4. We consider the cusps $\frac{4}{5}, \frac{1}{10}$, and $\frac{1}{15}$. Again using $\tilde{\rho}$, we see that we have a situation much like step 2 , only with zeros and poles interchanged. Using a similar argument, we see that $c_{12,0}^{*}=c_{11,0}^{*}=\ldots=c_{2,0}^{*}=0$. Here $c_{i j}^{*}$ indicates the coefficient of the corresponding polynomial in $\tilde{\rho}$. Since $c_{0,0}=0$, we have that $c_{0,0}^{*}=0$. Therefore only $c_{1.0}^{*}$ remains undetermined. It is straightforward to determine this and to hence conclude that

$$
c_{i, 0}=(-1)^{i+1}\binom{11}{i-1} .
$$

We have now completely determined $c_{i j}$ for $j=0$ and $j=4$.
Step 5. We will now find a recursive set of equations which will determine $c_{i j}$ for $j=1,2,3$ in terms of $c_{k j}$ for $k>i$ and $c_{i j}$ for $j=0,4$. We will start with $i=12$ and proceed in steps of -1 .

First we observe that at the cusp $i \infty$, both $\rho$ and $z$ have power series whose coefficients are elements of $\mathbb{Q}$. This implies that the coefficients $c_{i j}$ of the polynomial $P(\rho, z)=0$ are also in $\mathbb{Q}$. This is an important fact, for we will have equations of the form:

$$
\sum_{j=0}^{4} a_{j} c_{i j}=0
$$

where the numbers $a_{j}$ are in $\mathbb{Q}(\sqrt{5})=\{a+b \sqrt{5}: a, b \in \mathbb{Q}\}$, an extension of $\mathbb{Q}$. Define conjugation in $\mathbb{Q}(\sqrt{5})$ by $\overline{a+\sqrt{5} b}=a-\sqrt{5} b$. Note that conjugation leaves elements of $\mathbb{Q}$ unchanged. Upon conjugation of the above equation, we have a
second equation in $c_{i j}$, namely

$$
\sum_{j=0}^{4} \bar{a}_{j} c_{i j}=0
$$

Consider the cusps $\frac{1}{7}$ and $\frac{1}{6}$. At $\frac{1}{7}$ we have the power series:

$$
\rho=\rho_{0} x^{-1}\left(1+r_{1} x+\ldots\right), \quad z=z_{0}\left(1+z_{6} x^{6}+\ldots\right),
$$

where $\rho_{0}=(\sqrt{5})^{-1}, z_{0}=\zeta_{2}^{5}=(11+5 \sqrt{5}) / 2$, and $r_{i}, z_{i} \in \mathbb{Q}(\sqrt{5})$. As usual, we may obtain one equation, and in this case a second by conjugation, for $c_{n k}, k=0, \ldots, 4$, which is recursive in $n$. This procedure is somewhat complicated by the fact that $z$ has no $x^{i}$ coefficient for $i=1, \ldots, 5$.

To obtain at least one more equation, we now look at the cusp $\frac{1}{6}$. Here we have the expansions

$$
\rho=\rho_{0} x^{-1}\left(1+r_{1} x+\ldots\right), \quad z=\bar{z}_{0}\left(1+\bar{z}_{6} x+\ldots\right)
$$

where $\rho_{0}, z_{0}, r_{i}$, and $z_{i}$ are the same as before. In fact, we get the previous expansion of $z$ from this one by replacing $x$ by $x^{6}$ and conjugating. This fact is needed in determining the recursive set of equations. The equations we obtain are, for $n=12, \ldots, 7$.

$$
\begin{aligned}
\quad \operatorname{co} f_{1 / 7}\left(0, Z_{n}\right) & =0, \\
\rho_{0}^{n} \operatorname{co} f_{1 / 6}\left(1, Z_{n}\right) & = \begin{cases}-\operatorname{co} f_{1 / 6}\left(-n+1, R_{n+1}\right), & n \neq 12, \\
0, & n=12,\end{cases}
\end{aligned}
$$

where $Z_{n}=c_{n, 0}+c_{n, 1} z+\ldots+c_{n, 4} z^{4}$ and $R_{n}=\rho^{12} Z_{12}+\ldots+\rho^{n} Z_{n}$. We proceed recursively from $n=12$ to $n=7$. At each stage the right-hand side is completely determined. Thus we have three (actually four) equations in the unknown coefficients $c_{n, j}, j=1,2,3$. Once $n \leqslant 6$, only $c_{n, j}$ for $j=1$ and 2 are undetermined. Thus only one equation and its conjugate are needed. A good choice would be

$$
\rho_{0}^{\prime \prime} \operatorname{co} f_{1 / 7}\left(0, Z_{n}\right)=-\operatorname{co} f_{1 / 7}\left(-n, R_{n+1}\right)
$$

For this polynomial we need the cusp expansions of $\rho$ and $z$ out to $x^{12}$.
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## Appendix

## CUSP EXPANSIONS

In tables A.1-A. 5 cusp expansions are given. To simplify the tables we will use the following notation:

$$
\begin{aligned}
\quad[j] & =\prod_{m=1}^{\infty}\left(1-x^{j m}\right), \quad\{j, k\}=\prod_{m=1}^{\infty}\left(1-x^{j m-k}\right) \\
{[j, k] } & =\prod_{m=1}^{\infty}\left(1-x^{j m-k}\right)\left(1-x^{j m+k-j}\right)
\end{aligned}
$$

## Table A. 1

Cusp expansion of $\Delta \rho(\tau)=\sqrt{5}\left(\rho-\rho_{c}\right)$, ordered regime, at inequivalent cusps of $\Gamma_{1}$ [15]

| Cusp | Local expansion |
| :---: | :---: |
| 0, $\frac{1}{4}$ | $x^{2}\left(\frac{[15]}{[5]}\right)^{2} \frac{[5,1][15,3]}{[15,6]^{2}}$ |
| $\frac{1}{6}, \frac{1}{9}$ | $-\frac{1}{3} x^{-1}\left(\frac{[5]}{[15]}\right)^{2} \frac{[15,6][5,1]}{[5,2]^{2}}$ |
| $\frac{1}{2}, \frac{1}{7}$ | $\left(\frac{[15]}{[5]}\right)^{2} \frac{[5,2][15,6]}{[15,3]^{2}}$ |
| $\frac{1}{3}, \frac{2}{3}$ | $\frac{1}{3} x^{-1}\left(\frac{[5]}{[15]}\right)^{2} \frac{[15,3][5,2]}{[5,1]^{2}}$ |
| $100, \frac{4}{15}$ | $\frac{3-\sqrt{5}}{6}\left(\frac{[1]}{[3]}\right)^{2} \frac{\left[1 ; \omega_{t}\right]\left[3 ; \omega_{t}\right]}{\left[1 ; \omega_{5}^{2}\right]^{2}}$ |
| $\frac{1}{5}, \frac{4}{5}$ | $\frac{1-\sqrt{5}}{2}\left(\frac{[3]}{[1]}\right)^{2} \frac{\left[1 ; \omega_{5}^{2}\right]\left[3 ; \omega_{5}\right]}{\left[3 ; \omega_{5}^{2}\right]^{2}}$ |
| $\frac{2}{5}, \frac{3}{5}$ | $\frac{1+\sqrt{5}}{2}\left(\frac{[3]}{[1]}\right)^{2} \frac{\left[1 ; \omega_{5}\right]\left[3 ; \omega_{5}^{2}\right]}{\left[3 ; \omega_{5}\right]^{2}}$ |
| $\frac{2}{15}, \frac{7}{15}$ | $\frac{3+\sqrt{5}}{6}\left(\frac{[1]}{[3]}\right)^{2} \frac{\left[3 ; \omega_{5}^{2}\right]\left[1 ; \omega_{5}^{2}\right]}{\left[1 ; \omega_{5}\right]^{2}}$ |

$$
\begin{aligned}
{[j ; a] } & =\prod_{m=1}^{\infty}\left(1-a x^{j m}\right)\left(1-a^{-1} x^{j m}\right) \\
{[j, k ; a] } & =\prod_{m=1}^{\infty}\left(1-a x^{j m-j}\right)\left(1-a^{-1} x^{j m+k-j}\right)
\end{aligned}
$$

In each of the tables, let $\omega_{n}=\exp (2 \pi i / n)$. To convert a local expansion in $\Gamma_{1}$ [5] to $\Gamma_{1}$ [15] or $\Gamma_{1}$ [30] use the conversion tables A. 6 and A.7. For example, to find the cusp expansion $z$ in the ordered regime at the cusp $\frac{1}{15}$, use the expansion of $z$ given at the equivalent cusp of $\Gamma_{1}$ [5], namely, $i \infty$, and replace $x$ by $x^{2}$.

## Table A. 2

Expansion of $\kappa^{3}(\tau)$, ordered regime, at inequivalent cusps of $\Gamma_{1}[15]$. Use the lower sign for second cusp. $c_{1}=\sin ^{2}(\pi / 5) / \sin ^{3}(2 \pi / 5)$ and $c_{2}=\sin ^{2}(2 \pi / 5) / \sin ^{3}(\pi / 5)$

| Cusp | $\kappa^{3}(\tau)$ |
| :---: | :---: |
| $i \infty . \frac{4}{15}$ | $\pm x^{-1} \frac{[5]^{6}}{[3]^{6}} \frac{[5,2]^{6}}{[5,1]^{9}}[3,1]^{3}$ |
| $\frac{1}{5}, \frac{4}{5}$ | $\pm i 3^{9 / 2} \frac{[15]^{6}}{[1]^{6}} \frac{[15,6]^{6}}{[15,3]^{9}}\left[1 ; \omega_{3}\right]^{3}$ |
| 0, $\frac{1}{4}$ | $\pm\left(\frac{3 \sqrt{3}}{10} c_{2}\right)^{3} \frac{[3]^{6}}{[5]^{6}} \frac{\left[3 ; \omega_{5}^{2}\right]^{6}}{\left[3 ; \omega_{5}\right]^{9}}\left[5 ; \omega_{3}\right]^{3}$ |
| $\frac{1}{6} \cdot \frac{1}{9}$ | $\pm i\left(\frac{c_{2}}{10}\right)^{3} x^{-5} \frac{[1]^{6}}{[15]^{6}} \frac{\left[1 ; \omega_{5}^{2}\right]^{6}}{\left[1 ; \omega_{5}\right]^{9}}[15,5]^{3}$ |
| $\frac{1}{7} \cdot \frac{1}{2}$ | $\pm\left(\frac{3 \sqrt{3}}{10} c_{1}\right)^{3} \frac{[3]^{6}}{[5]^{6}} \frac{\left[3 ; \omega_{5}\right]^{6}}{\left[3 ; \omega_{5}^{2}\right]^{9}}\left[5 ; \omega_{3}\right]^{3}$ |
| $\frac{2}{3} \cdot \frac{1}{3}$ | $\pm i\left(\frac{c_{1}}{10}\right)^{3} x^{-5} \frac{[1]^{6}}{[15]^{6}} \frac{\left[1 ; \omega_{5}\right]^{6}}{\left[1 ; \omega_{5}^{2}\right]^{9}}[15,5]^{3}$ |
| $\frac{3}{5}, \frac{2}{5}$ | $\pm i 3^{9 / 2} x^{9} \frac{[15]^{6}}{[1]^{6}} \frac{[15,3]^{6}}{[15 ; 6]^{9}}\left[1, \omega_{3}\right]^{3}$ |
| $\frac{2}{15}, \frac{7}{15}$ | $\pm x^{2} \frac{[15]^{6}}{[3]^{6}} \frac{[5,1]^{6}}{[5,2]^{9}}[3,1]^{3}$ |

## Table A. 3

Local expansions of $\rho(\tau)$, disordered regime, at inequivalent cusps of $\Gamma_{1}$ [30].

$$
\rho_{\mathrm{i}}=(5-\sqrt{5}) / 10, \rho_{\mathrm{NP}}=(5+\sqrt{5}) / 10, \text { and } \rho_{0}=1 / \sqrt{5}
$$

| Cusp | Local expansion |
| :---: | :---: |
| $i x, \frac{11}{31} \cdot \frac{3}{5} \cdot \frac{2}{5}$ | $-x \frac{\{6,3\}}{\{2,1\}[5,1][30,12]}$ |
| $\frac{1}{5}, \frac{4}{5}, \frac{7}{30}, \frac{13}{30}$ | $\frac{\{6,3\}}{\{2.1\}[30,6][5,2]}$ |
| $\frac{1}{10}, \frac{9}{10}, \frac{1}{15}, \frac{4}{15}$ | $\frac{\{2,1\}}{\{6,3\}[10,2][15,3]}$ |
| 0, $\frac{1}{11}, \frac{1}{12}, \frac{5}{12}$ | $-\rho_{0} x^{\cdot} \cdot \frac{\{30,15\}}{\{10,5\}\left[6 ; \omega_{5}\right]\left[1 ; \omega_{5}^{2}\right]}$ |
| $\frac{1}{2}, \frac{1}{4}, \frac{1}{3}, \frac{2}{3}$ | $\rho_{\mathrm{c}} \frac{\{10,5\}}{\{30,15\}\left[3 ; \omega_{5}^{2}\right]\left[2 ; \omega_{5}^{2}\right]}$ |
| $\frac{1}{4} \cdot \frac{1}{14} \cdot \frac{1}{4} \cdot \frac{2}{4}$ | $\rho_{\mathrm{NP}} \frac{\{10,5\}}{\{30,15\}\left[3 ; \omega_{5}\right]\left[2 ; \omega_{5}\right]}$ |
| $\frac{1}{7} \cdot \frac{1}{13}, \frac{1}{6}, \frac{5}{6}$ | $\rho_{0} x^{-1} \frac{\{30,15\}}{\{10,5\}\left[6 ; \omega_{5}^{2}\right]\left[1 ; \omega_{5}\right]}$ |
| $\frac{3}{10} \cdot \frac{7}{10} \cdot \frac{7}{15} \cdot \frac{7}{15}$ | $x \frac{\{2,1\}}{\{6,3\}[10,4][15,6]}$ |

Table A. 4
Cusp expansion of $\zeta^{5}(\tau)$ at inequivalent cusps of $I_{1}$ [5]. In the ordered regime $z=\zeta^{-5}$,
in the disordered regime $z=-\zeta^{5} \cdot \zeta_{1}=(\sqrt{5}-1) / 2$ and $\zeta_{2}=(\sqrt{5}+1) / 2$

| Cusp | Local expansion |
| :---: | :--- |
| $i \infty$ | $x\left(\frac{[5,1]}{[5,2]}\right)^{5}$ |
| 0 | $\zeta_{1}^{5}\left(\frac{\left[1 ; \omega_{5}\right]}{\left[1 ; \omega_{5}^{2}\right]}\right)^{5}$ |
| $\frac{2}{5}$ | $-x^{\cdot 1}\left(\frac{[5,2]}{[5,1]}\right)^{5}$ |
| $\frac{1}{2}$ | $-\zeta_{2}^{5}\left(\frac{\left[1 ; \omega_{5}^{2}\right]}{\left[1 ; \omega_{5}\right]}\right)^{5}$ |

Table A. 5
Cusp expansions of $\kappa(\tau)$, disordered regime, at inequivalent cusps of $\Gamma_{1}$ [30]. Use lower sign for second cusp. $c_{1}$ and $c_{2}$ are defined in table A.2.

| Cusp | Local expansion |
| :---: | :---: |
| $i \infty$, | $\pm \frac{[5]^{2}[5,1]^{2}[6,3][6,2]}{[5,2]^{3}[6,1][6]^{2}}$ |
| ${ }_{5}^{4} . \frac{1}{5}$ | $\pm 12 i \sqrt{3} x^{6} \frac{[30]^{2}[30,6]^{2}[1:-1]\left[1 ; \omega_{3}\right]}{[30,12]^{3}\left[1 ; \omega_{6}\right][1]^{2}}$ |
| $\stackrel{1}{10} \cdot \frac{9}{10}$ | $\pm 3 i \sqrt{3} x^{3} \frac{[15]^{2}[15,3]^{2}[2,1]\left[2 ; \omega_{3}\right]}{[15,6]^{3}\left[2,1 ; \omega_{3}\right][2]^{2}}$ |
| 15. ${ }_{1}$ | $\pm 4 x^{2} \frac{[10]^{2}[10,2]^{2}[3 ;-1[3,1]}{[10,4]^{3}[3,1 ;-1][3]^{2}}$ |
| $\stackrel{3}{5} \cdot \frac{2}{5}$ | $\pm 12 i \sqrt{3} \frac{[30]^{2}[30,12]^{2}[1 ;-1]\left[1 ; \omega_{3}\right]}{[30,6]^{3}\left[1 ; \omega_{6}\right][1]^{2}}$ |
|  | $\pm 3 i \sqrt{3} \frac{[15]^{2}[15,6]^{2}[2,1]\left[2 ; \omega_{3}\right]}{[15,3]^{3}\left[2,1 ; \omega_{3}\right][2]^{2}}$ |
| 75, $\frac{1}{4}$ | $\pm 4 \frac{[10]^{2}[10,4]^{2}[3 ;-1][3,1]}{[10,2]^{3}[3,1 ;-1][3]^{2}}$ |
| ${ }_{30}^{7}, 13$ | $\pm x^{-1} \frac{[5]^{2}[5,2]^{2}[6,3][6,2]}{[5,1]^{3}[6,1][6]^{2}}$ |
| 0.11 | $\pm \frac{6 \sqrt{3}}{5} c_{1} \frac{[6]^{2}\left[6 ; \omega_{5}\right]^{2}[5 ;-1]\left[5 ; \omega_{3}\right]}{\left[6 ; \omega_{5}^{2}\right]^{3}\left[5 ; \omega_{6}\right][5]^{2}}$ |
| 14.1 | $\pm \frac{3 \sqrt{3}}{10} c_{1} \frac{[3]^{2}\left[3 ; \omega_{5}\right]^{2}[10,5]\left[10 ; \omega_{3}\right]}{\left[3 ; \omega_{5}^{2}\right]^{3}\left[10,5 ; \omega_{3}\right][10]^{2}}$ |
| \% $0 \cdot \frac{1}{4}$ | $\pm \frac{2 i c_{1}}{5} \frac{[2]^{2}\left[2 ; \omega_{5}\right]^{2}[15 ;-1][15,5]}{\left[2 ; \omega_{5}^{2}\right]^{3}[15,5 ;-1][15]^{2}}$ |
| 5.6 | $\pm \frac{i}{10} c_{1} x^{-5} \frac{[1]^{2}\left[1 ; \omega_{5}^{2}\right]^{2}[30,15][30,10]}{\left[1 ; \omega_{5}\right]^{3}[30,5][30]^{2}}$ |
| $\frac{1}{2} \cdot \frac{1}{4}$ | $\pm \frac{3 \sqrt{3}}{10} c_{2} \frac{[3]^{2}\left[3 ; \omega_{5}\right]^{2}[10,5]\left[10 ; \omega_{3}\right]}{\left[3 ; \omega_{5}\right]^{3}\left[10,5 ; \omega_{3}\right][10]^{2}}$ |
| 1.15 | $\pm \frac{6 \sqrt{3}}{5} c_{2} \frac{[6]^{2}\left[6 ; \omega_{5}^{2}\right]^{2}[5 ;-1]\left[5 ; \omega_{3}\right]}{\left[6 ; \omega_{5}\right]^{3}\left[5 ; \omega_{6}\right][5]^{2}}$ |
| $\frac{2}{3}, \frac{1}{3}$ | $\pm \frac{2 i c_{2}}{5} \frac{[2]^{2}\left[2 ; \omega_{5}^{2}\right][15 ;-1][15,5]}{\left[2 ; \omega_{5}\right]^{3}[15,5 ;-1][15]^{2}}$ |
| $\frac{12}{12} \cdot \frac{5}{12}$ | $\pm \frac{i}{10} c_{2} x^{-5} \frac{[1]^{2}\left[1 ; \omega_{5}^{2}\right]^{2}[30,15][30,10]}{\left[1 ; \omega_{5}\right]^{3}[30,5][15]^{2}}$ |

Table A. 6
Conversion table for local variable " $x$ " in $\Gamma_{1}[5]$ to local variable in $\Gamma_{1}$ [30]. The cusps are grouped in $\Gamma_{1}[5]$-equivalent sets.

| Cusp | New variable |
| :--- | :--- |
| $i \infty, \frac{11}{30}$ | $x$ |
| $\frac{1}{5}, \frac{4}{5}$ | $x^{6}$ |
| $\frac{1}{10}, \frac{9}{10}$ | $x^{3}$ |
| $\frac{1}{15}, \frac{4}{15}$ | $x^{2}$ |
| $\frac{3}{5}, \frac{2}{5}$ | $x^{6}$ |
| $\frac{3}{10}, \frac{7}{10}$ | $x^{3}$ |
| $\frac{2}{15}, \frac{7}{15}$ | $x^{2}$ |
| $\frac{7}{30}, \frac{13}{30}$ | $x$ |
| $0, \frac{1}{11}$ | $x^{6}$ |
| $\frac{1}{4}, \frac{1}{14}$ | $x^{3}$ |
| $\frac{1}{4}, \frac{2}{9}$ | $x^{2}$ |
| $\frac{1}{6}, \frac{5}{6}$ | $x$ |
| $\frac{1}{2}, \frac{1}{8}$ | $x^{3}$ |
| $\frac{1}{7}, \frac{1}{13}$ | $x^{6}$ |
| $\frac{1}{3}, \frac{2}{3}$ | $x^{2}$ |
| $\frac{1}{12}, \frac{5}{12}$ | $x$ |

Table A. 7
Conversion table for local variable " $x$ " in $\Gamma_{1}$ [5] to local variable in $\Gamma_{\mathrm{i}}$ [15]. The cusps are grouped in $\Gamma_{1}[5]$-equivalent sets.

| Cusp | New variable |
| :---: | :---: |
| $0, \frac{1}{4}$ | $x^{3}$ |
| $\frac{1}{6}, \frac{1}{4}$ | $x$ |
| $\frac{1}{2}, \frac{1}{7}$ | $x^{3}$ |
| $\frac{1}{3}, \frac{2}{3}$ | $x$ |
| $i \infty, \frac{4}{15}$ | $x$ |
| $\frac{1}{5}, \frac{4}{5}$ | $x^{3}$ |
| $\frac{2}{3}, \frac{3}{5}$ | $x^{3}$ |
| $\frac{2}{15}, \frac{7}{15}$ | $x$ |
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