3 Let n € Z4 be a positive integer and T' € L(F",F™) be defined by
T(x1, ., @n) = (X1 + o + Ty ooy 1 + oo + ).

Compute the eigenvalues and associated eigenvectors for T'.

Solution The range of T is the space of vectors with all components equal, thus the eigenvectors of T" are
constant vectors. I find the eigenvalue by considering the action of T" on (1,...,1), which is (1 + ... +
1,..;1+ ...+ 1) = (n,..,n). Thus n is an eigenvalue of T with multiplicity n and that (1,...,1) is an
eigevector.

4 Find the eigenvalues and associated eigenvectors for the linear operators on F2? defined by each given 2 x 2

matrix
w(d %) oY) w(iy)
w( 2 5) ©(eo) 0y )

Solution (a) The characteristic polynomial is (3 — A)(—1 — A) = 0, which has solutions A = 3, —1. To find
the eigenvectors I must solve the linear equation (M — AI)xz = 0. For A\ = 3 this corresponds to

(2 5)0)-(0)

which has solution 8z — 4y = 0 or 2z =y, so (1,2) is an eigenvector with eigenvalue 3. For A = —1

(£0)(3)-(0)

which has solution 42 = 0, or x = 0 so (0,1) is an eigenvector with eigenvalue —1.

(b)The characteristic polynomial is (10 — A\)(—2 — X) + 36 = 0, which has solution A = 4. To find the
eigenvectors I must solve the linear equation (M — AI)x = 0. For A = 4 this corresponds to

(5 5)(5)-(0)

which has solution 6z — 9y = 0, so (9,6) is an eigenvector with eigenvalue 4.

(c) The characteristic polynomial is A> — 12 = 0, which has solutions +-2v/3. To find the eigenvectors
I must solve the linear equation (M — M)z = 0. For A\ = 2/3 this corresponds to

(7 ) (0)-()

which has solution —2v/3z + 3y = 0 so (3,2+/3) is an eigenvector with eigenvalue 2v/3. For A = —2/3

this corresponds to
2v/3 3 z\ _ (0
4 2V3 y )\ 0 )’

which has solution 2v/3z + 3y = 0, so (3, —2+/3) is an eigenvector with eigenvalue —2v/3.



(d) The characteristic polynomial is (=2 — A)(2 — A) + 7 = 0, which has solutions A = £+/3i. To find
the eigenvectors I must solve the linear equation (M — AI)z = 0. For A = /3i this corresponds to

() () ()

which has solution —(2 + v/3i)z — 7y = 0 so (—7,2 4+ v/3i) is an eigenvector with eigenvalue v/3i. For

A = —/3 this corresponds to
—24+V3i -7 z\ (0
1 2+ /3i y ) \L0 )’

which has solution (—2 + v/3i)z — 7y = 0, so (7,2 — v/3i) is an eigenvector with eigenvalue —+/3i.

(e) The characteristic polynomial is A? = 0, which has solution A = 0. The all zero matrix is the matrix
representation of the zero operators, so every vector is an eigenvector with eigenvalue zero.

(f) The characteristic polynomial is (A — 1)> = 0, which has solution A = 1. This is the matrix
representation of the identity operator, so every vector is an eigenvector with eigenvalue 1.

5 For each Matrix A below, find eigenvalues for the induced linear operator T° on F™ without performing
any calculations. Then describe the eigenvectors v € F” associated to each eigenvalue A but looking at
solutions to the matrix equation (A — AI)v = 0, where I denotes the identity map on F™.

-5 0 00 13 7 11

-1 6 0 - 0 0 0 1 3 8
(a) ; ;

0 5 0 0 1 1 00 0 4

0 0 0 3 00 0 2

Solution The key to this problem is that the diagonal entries of a triangular matrix are the eigenvalues of
that matrix.

(a) The eigenvalues are —1,5. The matrix equations are

(0 ova)(3)=(o)
(0 wa)(5)=(0)

which have solutions y = 0 and —z + y = 0 respectively, so (1,0) is an eigenvector with eigenvalue —1
and (1,—1) is an eigenvector with eigenvalue 5.

and

(b) The eigenvalues are —%,1 and 1. The matrix equations are

000 0 0
0000<x>_0
00 3 0 y o |’
000 2 0

and
-3 0 0 0 0
0 -3 0 0 z\_ [0
0 0 0 0 y ) o[
0 0 0 —3 0



and

-2 0 00 0
0—300(x>0
0 0 %0 y 0 |’
0 0 00 0

which have solutions 7 = z2 = 0, 3 = 0, and x4 = 0 respectively. Thus (0,0,1,0) and (0,0,0,1)
span the space of eigenvectors with eigenvalue —%, (0,0,1,0) is an eigenvector with eigenvalue 1, and

. . . . 1
(0,0,0,1) is an eigenvector with eigenvalue 5.
(¢) The eigenvalues are 1, %, 0, and 2. The matrix equations are

0 3 7 1 0
0 -+ 3 38 z\_| o
0 0 -1 4 y ) o[
0 0 0 0
and
13 7 1 0
00 3 38 z\ [0
00 —3 4 vy ) | 0|’
o0 o 2 0
and
1 3 7 11 0
0 12 3 8 z\ |0
00 0 4 y ) | o[’
00 0 2 0
and

-1 3 7T 11

-3 3 38 z\
0 -2 4 y ]
0 0

0

o O O
OO OO

which have solutions z4 = 0z3 = 0xo = 0, x4 = x3 = 0 and %xl + 3xz9 = 0, x4 = Oand %xg +3x3 =0
and 1 — 6xs + 7Tx3 = 0, and —2x3 + 424 = 0 and —%xz +3x3+8x4 =0, —x1 + 323+ 7o + 11ay = 0.
Thus (1,0,0,0) is an eigenvector with eigenvalue 1, (3, —%70, 0) is an eigenvector with eigenvalue %7
(=1,-6,1,0) is an eigenvector with eigenvalue zero, and (43, %,2,1) is an eigenvector with eigenvalue
2.

6 For each matrix A below, describe the invariant subspace for the induced linear operator 7' on F? that
maps each v € F? to T'(v) = Av

@(s ) o( S ) ©(ss) @(oy)

Solution (a) The characteristic polynomial is (4 — A)(1 — A) +2 = 0 so the eigenvalues are 3,2. To find the
eigenvalues I must solve the matrix equations

(1 2)(5)-(2)



and

(2 2)(0)-(0)

Thus (1,1) is an eigenvector with eigenvalue 3 and (1,1) is an eigenvector with eigenvalue 2.

(b) The characteristic polynomial is A> + 1 = 0 so 4, —i are the eigenvalues. To find the eigenvectors I
must solve the matrix equation

and

7 Let T € L(R?) be defined by

T(m>:( y ), forall<m>ER2.
Y T4y Y

Define two real numbers Ay and A_ as follows:

1+v5  _1-V5

)\ =
* 2 2

(a) Find the matrix of T with respect to the canonical basis of R?.

(b) Verify that Ay and A_ are eigenvalues of T' by showing that v, and v_ are eigenvectors, where

(1) (1)

(c) Show that (vy,v_) is a basis of R2.
(d) Find the matrix of 7' with respect to the basis (v4,v_) for R?

Solution (a) The matrix of a linear transformation has as its columns the image of the basis vectors, hence
01
um= (0 1)

(b) I perform the matrix multiplication

(5 1) (e )= (

which is Ayv4. Next I perform the matrix multiplication

(01 ( )= (

S

i
ol
N———

S

Tl
[SIBN]

ENEY
N———

which is A_v_.



(c) Since R? is two dimensional it suffices to show that (v, ,v_) is an independent set. I check linear
independence using row reduction

/
—_ =
T

TS

N——

which reduces to
1 1+2\/5
0 —V5
which is an invertible matrix; hence, (vy,v_) are linearly independent.

(d) Conjugation by a change of basis transformation allows me to go from the answer to (a) to the to
(d). The matrix to change from the eigen-basis to the standard basis is

1 1+2\/5
S[T] = 1 1—5 ’

[ V)

which has inverse

thus

which is

\/g<_3_\/g 1+\/5>.

ye 2
f
5 _%_\/5 1+5

1 Let V be a finite-dimensional vector space over F with T' € £(V, V), and let Uy, ..., U, be subspaces of V'

that are invariant under T'. Prove that U; + ...U,, must then also be an invariant subspace of V under
T.

Solution Let v € Uy + ... + U,,, then there exists w; € U; and «; € F such that

v = Z QU W;.
i=1
Applying T to v yields
T(U) = ZO&LT(’UJZ)
i=1

Since the U; are fixed by T the T'(w;) € U; so T(v) € Uy + ..Uy,

2 Let V be a finite-dimensional vector space over F with T' € L£(V, V), and suppose that U; and Uy are

subspaces of V' that are invariant under T'. Prove that U; NUs is also an invariant subspace of V' under
T.



Solution Let v € Uy and v € Us, then v € U; N Us. Since U; is an invariant subspace of T then Tw € Uy;
likewise, Tv € Us. Thus T takes elements of Uy NUs to elements of U; N Us, so U; NUs is an invariant
subspace.

3 Let V be a finite-dimensional vector space over F with T € £(V, V) invertible and A € F\{0}. Prove A is
an eigenvalue for T if and only if A™! is an eigenvalue for 7!.

Solution First I show that A~! is an eigenvalue of T~! if T is an eigenvalue of \. Let v be an eigenvalue
with eigenvalue A then

v=T"'Tv
= \T"1o.

Now I show that if A=! is an eigenvalue of T—' then ) is an eigenvalue of T. Let v be an eigenvalue
with eigenvalue A then

v=TT"Y
=\A"'Tw.

4 Let V be a finite-dimensional vector space over F, and suppose that T' € £(V, V) has the property that

every v € V is an eigenvector for 7. Prove that T" must then be a scalar multiple of the identity
function on V.

Solution First I show that T" has only one eigenvalue. Let u, v be linearly independent vectors, then
T(u+v) =Au+ Agv
=A3(u + v).
Thus
(M = X)u+ (A2 — A3)v =0,

since wu, v are linearly independent it follows that A\; = A3 = 2. Since T'(v) = Av for all v the operator
T acts as A times the identity operator.

5 Let V be a finite-dimensional vector space over F, and let S,T € L£(V) be linear operators on V' with S
invertible. Given any polynomial p(z) € F[z], prove that

p(SoToS™ ) =Sop(T)oS™ .

Solution First I prove by induction that on n that the claim holds for polynomials of the form z™. In the
base case of a constant polynomial

P(SoToS™1) =a
:a()SS_l
=SoagloS!
=SoP(T)o S—L.
Now suppose that for n < N we have that

(SoToS H)"=80T"0 87!



and consider
(SoToS™HN =(SoToS HN"1o(SoT oS
=SoTVN 108 1oS0T oS!
=SoTN"1oT oS!
=SoTNo0S571,

which completes the proof. Now let p(z) € F[z] be given, then P(z) = Y. ,a;z" and

P(SoToS™h) :Zan(s oT oS H)"
=0

= E anSoTm oS!
=0
=SoP(T) oS L.

8 Prove or give a counterexample to the following claim:
Claim. Let V be a finite-dimensional vector space over F, and let T € L(V) be a linear operator on
V. If the matrix for T with respect to some basis on V' has all zeros on the diagonal, then T is not
invertible.

Solution This is false, the matrix

has all zeroes on the diagonal, but is its own inverse.
12
(a) Let a,b,c,d € F and consider the system of equations given by
ary +bxr+2=0

cry, +dzy = 0.

Note that 1 = x5 = 0 is a solution for any choice of a, b, ¢, and d. Prove that this system of equations
has a non-trivial solution if and only if ad — bec = 0.

(b) Let A = { i ?l } € F?22 and recall that we can define a linear operator T € L(F?) on F? by setting
T(v) = Av for each v = :jl € F2. Show that the eigenvalues for T are exactly the A € F for which
2

p(A) = 0, where p(z) = (a — 2)(d — z) — be.

Solution (a) Substituting azy + bxe = 0 into cxy + dze = 0 yields a(—%xg) +bxy =0 or (ad — be)zy = 0,
so when ad — be # 0 we have zo = 0, which implies 21 = 0. On the other hand, when ad — bc = 0 we
may choose x5 arbitrarily and solve for x; from the original system.

(b) An eigenvalue of A is a non-zero solution to the equation (A — AI) = 0, which has matrix form

a— A b vi\ (0
c d— A ve /L0 J°
From part (a) there is a non-zero solution if and only if (a — A)(d — X\) — bc = 0, thus the eigenvalues
of A are the zeroes of P(z) =a — z)(d — z) —bc = 0.



