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- Suppose $f \in L^{2}[-A / 2, A / 2]$, and $f(x)=0$ for $|x|>A / 2$. That is, $f$ is a space-limited, square integrable function, which is a reasonable assumption in practice.
- Then, we can invoke the dual version of the Sampling Theorem in the frequency domain, which can also be stated in terms of Fourier coefficients of the Fourier series (Recall that the Fourier transform of the periodic functions gives the line spectrum in the frequency domain).
- In fact, we have the following relationship:
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- Therefore, to have a finite length vector representing the frequency samples (or the Fourier coefficients), we need to truncate the frequency information for $|\xi|>\Omega / 2$ for some $\Omega>0$.
- This is the first source of error of DFT approximation to FT/FS.
- This truncation allows us to consider only $k$ with $|k| \leq A \Omega / 2$.
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- The factor $1 / \sqrt{N}$ is to make DFT a unitary transformation (i.e., $\ell^{2}$-norm (energy) preserving transformation, so that the Parseval \& Plancherel equalities holds.) ${ }^{2}$
- We now have the following relationship.

$$
\hat{f}(k / A)=\sqrt{A} \alpha_{k} \approx \frac{A}{\sqrt{N}} F_{k} .
$$

- The $N$-point inverse DFT is defined, as you can imagine, as follows.

$$
f_{\ell}:=\frac{1}{\sqrt{N}} \sum_{k=-N / 2+1}^{N / 2} F_{k} \mathrm{e}^{2 \pi \mathrm{i} k \ell / N}, \quad \ell=-\frac{N}{2}+1, \ldots, \frac{N}{2}
$$

The proof of this formula gets easier when we use the vector-matrix notation later in this lecture.
${ }^{2}$ Note that the definition used in the standard book [2] uses the factor $1 / N$ instead, which makes DFT non-unitary. You need to be careful about various definitions of DFT!
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- Interpretation of these relations is very important! For example:
- For fixed $N, A \uparrow \Longrightarrow \Delta x \uparrow \Omega \downarrow \Delta \xi \downarrow$ (coarser space sampling leads to finer frequency sampling, but the frequency bandwidth also decreases).
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- On the other hand, $S_{N}$ is equivalent to fftshift in MATLAB:
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\widetilde{\boldsymbol{w}}_{N}^{k}=P_{N} \boldsymbol{w}_{N}^{k}, \quad P_{N}:=T_{N}^{-1} S_{N},
$$

- $T_{N}$ shifts vector entries circularly in one step "down", i.e., $T_{N}\left(a_{1}, \ldots, a_{N}\right)^{\top}=\left(a_{N}, a_{1}, \ldots, a_{N-1}\right)^{\top}$.
- Note that $T_{N}^{-1}=T_{N}^{\top}$ represents the "up" circular shift operation.
- In MATLAB, $T_{N}^{m} \boldsymbol{a}$ corresponds to circshift (a,m) where $m$ is an arbitrary integer (positive or negative).
- On the other hand, $S_{N}$ is equivalent to fftshift in MATLAB:

$$
\begin{aligned}
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I_{\frac{N}{2}} & O_{\frac{N}{2}}
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Just in case, the matrix representations of $T_{N}$ and $P_{N}$ are:

$$
\begin{gathered}
T_{N}:=\left[\begin{array}{ccccc}
0 & \cdots & \cdots & 0 & 1 \\
1 & 0 & \cdots & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 & 0 \\
0 & \cdots & 0 & 1 & 0
\end{array}\right] \in \mathbb{R}^{N \times N} ; \\
P_{N}:=\left[\begin{array}{cccc|cccc}
0 & \cdots & \cdots & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \vdots & \vdots & \ddots & \ddots & 1 \\
1 & 0 & \cdots & 0 & 0 & \cdots & \cdots & 0 \\
\hline 0 & 1 & \cdots & 0 & 0 & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 1 & 0 & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & 1 & 0 & \cdots & 0
\end{array}\right] \in \mathbb{R}^{N \times N} .
\end{gathered}
$$

- Let $\boldsymbol{f}=\left(f_{-\frac{N}{2}+1}, \ldots, f_{\frac{N}{2}}\right)^{\top}$ be a vector of sampled points $f_{\ell}=f(\ell \Delta x)$.
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where $\widetilde{W}_{N}^{*}$ is an hermitian conjugate (transposition followed by element-wise complex conjugation) of $\widetilde{W}_{N}$, and also often written as $\widetilde{W}_{N}$ in literature.


- We also denote $\mathscr{D}_{N}[\boldsymbol{f}]:=\widetilde{W}_{N}^{*} \boldsymbol{f}$.
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## Theorem
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Using the properties of $\omega_{N}$, in particular the periodicity with period $N$, we have:

$$
W_{N}^{*}=\left[\begin{array}{c}
\left(\boldsymbol{w}_{N}^{0}\right)^{*} \\
\left(\boldsymbol{w}_{N}^{1}\right)^{*} \\
\left(\boldsymbol{w}_{N}^{2}\right)^{*} \\
\vdots \\
\left(\boldsymbol{w}_{N}^{N / 2}\right)^{*} \\
\vdots \\
\left(\boldsymbol{w}_{N}^{N-1}\right)^{*}
\end{array}\right]
$$
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$$
W_{N}^{*}=\left[\begin{array}{c}
\left(\boldsymbol{w}_{N}^{0}\right)^{*} \\
\left(\boldsymbol{w}_{N}^{1}\right)^{*} \\
\left(\boldsymbol{w}_{N}^{2}\right)^{*} \\
\vdots \\
\left(\boldsymbol{w}_{N}^{N / 2}\right)^{*} \\
\vdots \\
\left(\boldsymbol{w}_{N}^{N-1}\right)^{*}
\end{array}\right]=\frac{1}{\sqrt{N}}\left[\begin{array}{ccccc}
1 & 1 & 1 & \ldots & 1 \\
1 & \bar{\omega}_{N}^{1} & \bar{\omega}_{N}^{2} & \ldots & \bar{\omega}_{N}^{N-1} \\
1 & \bar{\omega}_{N}^{2} & \bar{\omega}_{N}^{4} & \ldots & \bar{\omega}_{N}^{2(N-1)} \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
1 & \bar{\omega}_{N}^{N / 2} & \bar{\omega}_{N}^{2 N / 2} & \ldots & \bar{\omega}_{N}^{(N-1) N / 2} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \bar{\omega}_{N}^{N-1} & \bar{\omega}_{N}^{2(N-1)} & \ldots & \bar{\omega}_{N}^{(N-1)(N-1)}
\end{array}\right]
$$

Using the properties of $\omega_{N}$, in particular the periodicity with period $N$, we have:

$$
\begin{aligned}
W_{N}^{*} & =\left[\begin{array}{c}
\left(\boldsymbol{w}_{N}^{0}\right)^{*} \\
\left(\boldsymbol{w}_{N}^{1}\right)^{*} \\
\left(\boldsymbol{w}_{N}^{2}\right)^{*} \\
\vdots \\
\left(\boldsymbol{w}_{N}^{N / 2}\right)^{*} \\
\vdots \\
\left(\boldsymbol{w}_{N}^{N-1}\right)^{*}
\end{array}\right]=\frac{1}{\sqrt{N}}\left[\begin{array}{ccccc}
1 & 1 & 1 & \ldots & 1 \\
1 & \bar{\omega}_{N}^{1} & \bar{\omega}_{N}^{2} & \ldots & \bar{\omega}_{N}^{N-1} \\
1 & \bar{\omega}_{N}^{2} & \bar{\omega}_{N}^{4} & \ldots & \bar{\omega}_{N}^{2(N-1)} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \bar{\omega}_{N}^{N / 2} & \bar{\omega}_{N}^{2 N / 2} & \ldots & \bar{\omega}_{N}^{(N-1) N / 2} \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
1 & \bar{\omega}_{N}^{N-1} & \bar{\omega}_{N}^{2(N-1)} & \ldots & \bar{\omega}_{N}^{(N-1)(N-1)}
\end{array}\right] \\
& =\frac{1}{\sqrt{N}}\left[\begin{array}{cccccc}
1 & 1 & 1 & \ldots & 1 \\
1 & \omega_{N}^{-1} & \omega_{N}^{-2} & \ldots & \omega_{N}^{-(N-1)} \\
1 & \omega_{N}^{-2} & \omega_{N}^{-4} & \ldots & \omega_{N}^{-2(N-1)} \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
1 & \omega_{N}^{-N / 2+1} & \omega_{N}^{2(-N / 2+1)} & \cdots & \omega_{N}^{(N-1)(-N / 2+1)} \\
1 & \omega_{N}^{-N / 2} & \omega_{N}^{-2 N / 2} & \ldots & \omega_{N}^{-(N-1) N / 2} \\
1 & \omega_{N}^{N / 2-1} & \omega_{N}^{2(N / 2-1)} & \ldots & \omega_{N}^{(N-1)(N / 2-1)} \\
1 & \omega_{N}^{N / 2-2} & \omega_{N}^{2(N / 2-2)} & \ldots & \omega_{N}^{(N-1)(N / 2-2)} \\
\vdots & \vdots & & \vdots & \ldots & \vdots \\
1 & \omega_{N}^{1} & \omega_{N}^{2} & \cdots & \omega_{N}^{N-1}
\end{array}\right] .
\end{aligned}
$$
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The following figures show the matrix $W_{N}^{*}$ with $N=16$ as waveforms.

(a) $\operatorname{Re}\left(W^{*}\right)$

(b) $\operatorname{Im}\left(W^{*}\right)$
Note that the first row vector of a matrix is displayed in the bottom while
the last row in the top in each figure.

The following figures show the matrix $W_{N}^{*}$ with $N=16$ as waveforms.

(a) $\operatorname{Re}\left(W^{*}\right)$

(b) $\operatorname{Im}\left(W^{*}\right)$

Note that the first row vector of a matrix is displayed in the bottom while the last row in the top in each figure.

Now, how about $\widetilde{W}_{N}^{*}$ ?

Now, how about $\widetilde{W}_{N}^{*}$ ?

(a) $\operatorname{Re}\left(\widetilde{W}^{*}\right)$

(b) $\operatorname{Im}\left(\widetilde{W}^{*}\right)$

Now, how about $\widetilde{W}_{N}^{*}$ ?


Note the change of the locations of the basis vectors as well as symmetry $\left(W_{N}^{*}\right)^{\top}=W_{N}^{*},\left(\widetilde{W}_{N}^{*}\right)^{\top}=\widetilde{W}_{N}^{*}$.
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