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- Let $X$ be the training data matrix, $X:=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right) \in \mathbb{R}^{d \times n}$.
- Let $\widetilde{X}:=X\left(I_{n}-\mathbf{1}_{n} \mathbf{1}_{n}^{\top} / n\right)$, i.e., the centered data matrix (the mean of the column vectors $\overline{\boldsymbol{x}}$ is subtracted from each column vector).
- Let $\Psi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{s}$ be a low-dimensional embedding map with $s \ll d$. Let $Z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{R}^{s \times n}$ be the embedded training dataset using the $\operatorname{map} \Psi$, i.e., $Z=\Psi(X)=\left(\Psi\left(\boldsymbol{x}_{1}\right), \ldots, \Psi\left(\boldsymbol{x}_{n}\right)\right)$. An initial graph $G=G(V=X, E)$ using the training dataset $X$ is built using either $k$-NN graph with the Euclidean distances or with the Gaussian similarities, or the sparse graphs (more about them later).
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- The main aims of this article are to answer the following natural questions using the face image databases:
- What embedding $\Psi$ should be used so that the commute-time distance $c\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$ and the squared Euclidean distance $\left\|\boldsymbol{z}_{i}-\boldsymbol{z}_{j}\right\|_{2}^{2}=: \delta_{i j}^{2}$ are preserved as much as possible after embedding?
- How to conduct out-of-sample extension, i.e., once a graph is built from a given training dataset $X$, how can we embed a new test sample that has not been used to construct the graph? This consideration is particularly important in classification and regression scenarios!
- The simplest idea for such an embedding is:

$$
\min _{\left\{z_{1}, \ldots, z_{n}\right\} \subset \mathbb{R}^{s}} \sum_{i, j}\left\|\sqrt{c_{i j}}-\delta_{i j}\right\|_{2}^{2}
$$

which is the so-called classical Multidimensional Scaling (MDS).
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- Unfortunately, there are two significant drawbacks.
(1) No closed-form solution to the MDS optimization exists, and most of them are based on iterative approaches $\Rightarrow$ could be computationally expensive and get stuck at local minima.
(2) It is graph-dependent, i.e., all the data including the test samples must be used to contruct an initial graph, which is often infeasible.
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- Recap: the classical MDS trying to preserve the commute-time distances is difficult to compute.
- Hence, Deng et al. introduced a new notion called "commute-time guided transformation."
- Find a unitary matrix $\Psi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{s}$ that minimizes:

$$
J_{C T G}(\Psi):=\sum_{i, j} \frac{\delta_{i j}^{2}}{c_{i j}}=\sum_{i, j} \frac{\left\|\Psi^{\top} \boldsymbol{x}_{i}-\Psi^{\top} \boldsymbol{x}_{j}\right\|_{2}^{2}}{c_{i j}}
$$

- If $c_{i j}$ is small, then $\delta_{i j}$ should also be small enough to minimize $J_{C T G}(\Psi)$. A small $c_{i j}$ with a large $\delta_{i j}$ may be penalized.
- On the other hand, if $c_{i j}$ is large, then it allows a comparably large $\delta_{i j}$ in $\mathbb{R}^{s}$.
- In other words, the value of $c_{i j}$ is used as a penalty to guide the optimization of $J_{C T G}(\Psi)$; hence the name: the "commute-time guided transformation."


## Commute-Time Guided Transformation

$J_{C T G}(\Psi)$ can be simplified using matrices and trace:

$$
\begin{aligned}
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& =\operatorname{tr}\left[\sum_{i, j} \frac{\left.\left(\Psi^{\top} \boldsymbol{x}_{i}-\Psi^{\top} \boldsymbol{x}_{j}\right)\left(\Psi^{\top} \boldsymbol{x}_{i}-\Psi^{\top} \boldsymbol{x}_{j}\right)^{\top}\right]}{c_{i j}}\right] \\
& =2 \operatorname{tr}\left[\sum_{i} \frac{\Psi^{\top} \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \Psi}{c_{i}}-\sum_{i, j} \frac{\Psi^{\top} \boldsymbol{x}_{i} \boldsymbol{x}_{j}^{\top} \Psi}{c_{i j}}\right] \quad \text { via symmetry } \\
& =2 \operatorname{tr}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right]
\end{aligned}
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where $c_{i} \bullet:=\sum_{j} c_{i j}, K:=\left(1 / c_{i j}\right)$, and $\Gamma:=\operatorname{diag}\left(1 / c_{1} \bullet, \ldots, 1 / c_{n} \bullet\right)$.
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where $c_{i}:=\sum_{j} c_{i j}, K:=\left(1 / c_{i j}\right)$, and $\Gamma:=\operatorname{diag}\left(1 / c_{1}, \ldots, 1 / c_{n}\right)$.
The larger the $\Gamma_{i i}$ is, the more important the $i$ th vertex (i.e., the data vector $\boldsymbol{x}_{i}$ ) and its embedded point $z_{i}$ become for the minimization problem.

## Commute-Time Guided Transformation

- With the constraints $Z \Gamma Z^{\top}=I_{s}$, we have the following constrained minimization problem:

$$
\min _{\Psi \in \mathbb{R}^{d \times s} ; \Psi^{\top} \Psi=I_{s}} \operatorname{tr}^{\operatorname{tr}}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right] \quad \text { subject to } \Psi^{\top} X \Gamma X^{\top} \Psi=I_{s} .
$$

- This can be solved by the method of Lagrange multipliers as follows: problem



## Commute-Time Guided Transformation

- With the constraints $Z \Gamma Z^{\top}=I_{s}$, we have the following constrained minimization problem:

$$
\min _{\Psi \in \mathbb{R}^{d \times s} ; \Psi^{\top} \Psi=I_{s}} \operatorname{tr}^{\operatorname{tr}}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right] \quad \text { subject to } \Psi^{\top} X \Gamma X^{\top} \Psi=I_{s} .
$$

- This can be solved by the method of Lagrange multipliers as follows:

$$
J_{C T G}(\Psi, \Lambda):=\operatorname{tr}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right]-\left\langle\Lambda, \Psi^{\top} X \Gamma X^{\top} \Psi-I_{s}\right\rangle,
$$

where $\Lambda \in \mathbb{R}^{s \times s}$ is a diagonal matrix containing the Lagrange multipliers.
problem:


## Commute-Time Guided Transformation

- With the constraints $Z \Gamma Z^{\top}=I_{s}$, we have the following constrained minimization problem:

$$
\min _{\Psi \in \mathbb{R}^{d \times s} ; \Psi^{\top} \Psi=I_{s}} \operatorname{tr}^{\operatorname{tr}}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right] \quad \text { subject to } \Psi^{\top} X \Gamma X^{\top} \Psi=I_{s} .
$$

- This can be solved by the method of Lagrange multipliers as follows:

$$
J_{C T G}(\Psi, \Lambda):=\operatorname{tr}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right]-\left\langle\Lambda, \Psi^{\top} X \Gamma X^{\top} \Psi-I_{s}\right\rangle,
$$

where $\Lambda \in \mathbb{R}^{s \times s}$ is a diagonal matrix containing the Lagrange multipliers.

- Setting $\nabla_{\Psi} J_{C T G}(\Psi, \Lambda)=\mathbf{0}$ leads to the following generalized eigenvalue problem:

$$
\underbrace{X(\Gamma-K) X^{\top}}_{P} \Psi=\underbrace{X \Gamma X^{\top}}_{Q} \Psi \Lambda \text {, i.e., } P \boldsymbol{\psi}_{j}=\lambda_{j} Q \boldsymbol{\psi}_{j}, j=1, \ldots, s \text {. }
$$

## Commute-Time Guided Transformation

- With the constraints $Z \Gamma Z^{\top}=I_{s}$, we have the following constrained minimization problem:

$$
\min _{\Psi \in \mathbb{R}^{d} \times s, \Psi^{\top} \Psi=I_{s}} \operatorname{tr}^{\operatorname{tr}}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right] \quad \text { subject to } \Psi^{\top} X \Gamma X^{\top} \Psi=I_{s} .
$$

- This can be solved by the method of Lagrange multipliers as follows:

$$
J_{C T G}(\Psi, \Lambda):=\operatorname{tr}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right]-\left\langle\Lambda, \Psi^{\top} X \Gamma X^{\top} \Psi-I_{s}\right\rangle,
$$

where $\Lambda \in \mathbb{R}^{s \times s}$ is a diagonal matrix containing the Lagrange multipliers.

- Setting $\nabla_{\Psi} J_{C T G}(\Psi, \Lambda)=\mathbf{0}$ leads to the following generalized eigenvalue problem:

$$
\underbrace{X(\Gamma-K) X^{\top}}_{P} \Psi=\underbrace{X \Gamma X^{\top}}_{Q} \Psi \Lambda \text {, i.e., } P \boldsymbol{\psi}_{j}=\lambda_{j} Q \boldsymbol{\psi}_{j}, j=1, \ldots, s .
$$

- Compare this with the Locality Preserving Projection (LPP) of He and Niyogi (a.k.a. Laplacianfaces): $X L X^{\top} \Psi=X D X^{\top} \Psi \Lambda$.


## Commute-Time Guided Transformation

- With the constraints $Z \Gamma Z^{\top}=I_{s}$, we have the following constrained minimization problem:

$$
\min _{\Psi \in \mathbb{R}^{d} \times s, \Psi^{\top} \Psi=I_{s}} \operatorname{tr}^{\operatorname{tr}}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right] \quad \text { subject to } \Psi^{\top} X \Gamma X^{\top} \Psi=I_{s} .
$$

- This can be solved by the method of Lagrange multipliers as follows:

$$
J_{C T G}(\Psi, \Lambda):=\operatorname{tr}\left[\Psi^{\top} X(\Gamma-K) X^{\top} \Psi\right]-\left\langle\Lambda, \Psi^{\top} X \Gamma X^{\top} \Psi-I_{s}\right\rangle,
$$

where $\Lambda \in \mathbb{R}^{s \times s}$ is a diagonal matrix containing the Lagrange multipliers.

- Setting $\nabla_{\Psi} J_{C T G}(\Psi, \Lambda)=\mathbf{0}$ leads to the following generalized eigenvalue problem:

$$
\underbrace{X(\Gamma-K) X^{\top}}_{P} \Psi=\underbrace{X \Gamma X^{\top}}_{Q} \Psi \Lambda \text {, i.e., } P \boldsymbol{\psi}_{j}=\lambda_{j} Q \boldsymbol{\psi}_{j}, j=1, \ldots, s .
$$

- Compare this with the Locality Preserving Projection (LPP) of He and Niyogi (a.k.a. Laplacianfaces): $X L X^{\top} \Psi=X D X^{\top} \Psi \Lambda$.
- Hence, the correspondence: $A \Leftrightarrow K$, i.e., $a_{i j} \Leftrightarrow 1 / c_{i j}$.
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## Some Results


(a) Eigen-faces

(b) Fisher-faces

(c) Laplacian-faces

(d) CTG-faces

Fig. 2. The first six projections extracted from the Yale dataset based on (a) PCA, (b) LDA, (c) LPP, and (d) CTG.
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Fig. 4. Recognition rate versus different feature dimensionality based on the four different datasets.
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Then, if $\alpha_{j}^{(i)}>0$, then set $a_{i j}=1$. So, $\ell^{1}$-graph is a sparse unweighted graph constructed from the input data vectors.

- Sparseness Induced Graph (SIG) of H. Cheng et al. uses the same $\ell^{1}$ sparse approximation, but assigns weights via:

$$
a_{i j}=\frac{\max \left(\alpha_{j}^{(i)}, 0\right)}{\sum_{k=1}^{n-1} \max \left(\alpha_{k}^{(i)}, 0\right)}
$$

