Final

Wait! Do not turn this page until told to.
No books, notes, phones, or calculators.
Show all of your work.

Justify every statement that you make.
Each of the 6 problems is worth 20 points.
Any points above 100 are a bonus.

Good luck!
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1. Suppose that A, B and C randomly and independently choose 3, 4, and 5 objects respectively,
out of 10 objects. Find the expected number of objects

(a) chosen by all three — by A, B and C?

(b) chosen by at least one of A, B and C?



2. Let X be an exponential random variable with rate 1. Find the density of the following.
(a) Y =—log X



3. A monkey types an infinite sequence of independent random characters, each one is equally
likely to be A, B, C, D, ..., Z. Let X be the number of characters typed until both U and C
appear at least once.

(a) Find the probability that X is greater than 52, and simplify it using (1 — %)” ~ 1

o

(b) Find the the expected value and the variance of X.
Hint: Represent X as a sum of two numbers.



. Jill’s bowling scores are approximately normally distributed with mean 170 and standard devia-
tion 20, while Jack’s scores are approximately normally distributed with mean 160 and standard
deviation 15. Jack and Jill each bowl n games. Assume that all scores are independent.

Let A, be the event that Jack’s total score is higher.

(a) P(A) =

(¢) lim P(A,) =

n—oo



5. (a) Give an example for two uncorrelated random variables X,Y that are not independent.

(b) Two ambulances travel back and forth along a one mile road between A and B. Assume
that their locations are uniformly distributed on the road and independent. Let X and Y
be their distances from the point A, such that X is the distance of the ambulance that is

closer to A, and Y is the distance of the farther one.

2 O<r<y<l
Explain briefly why the joint pdf of X and Y is given by f(z,y) = . ) Y

0 otherwise

What is the correlation between X and Y?



6. Let A be the event that a die would land on its E face 45 times or more in 180 independent
rolls. Denote by gy the probability of A given that the die is fair.

(a) Recall Chebyshev’s inequality: P (| X — E(X)| > ksd(X)) < 75 fork >0
What does it tell you about ¢y?

(b) Find an approximation of g.

(c) Is it reasonable to assume that the die is biased if A has occurred? How would your answer
depend on the following two parameters?
r = the percentage of biased dice in the population;
q1 = the probability of A given a biased die.
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