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- Ramsey Theory is the mathematical study of combinatorial objects in which a certain degree of order must occur as the scale of the object becomes large.
- In particular, Rado's theorem.
- Solving the problem in a different way, and through computers.
- In this project, we are concerned with linear homogeneous equations with 3 variables. For example, $a x+b y=c z$, where $a, b, c \in \mathbb{Z}$.
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## Example

We can define a 2 -colorings of the integer from 1 to 6 as by splitting them into 2 sets. For example, 1, 3, 5, 2, 4, 6 .
If we are concerned about equation $x+y=z$ where solutions are within the bounds $[1,6]$, then we can see that $2+4=6$ is a monochromatic solution.
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## Example

We can avoid monochromatic solutions to equation $x+y=z$ if we 3-color $1-13$ in the following way:

$$
\{2,3,7,12\}\{5,6,8,9\}\{1,4,10,11,13\}
$$

In fact, 3 -coloring Rado Number for $x+y=z$ is 14 .
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- We are solving the Rado Number problem with Boolean algebra.
- In particularly, we are translating the Rado Number problems into propositional logic satisfiability problem(SAT). Then, use SAT-solvers to solve them.
- The high-level idea of encoding the problem is very similar of M. Heule's Schur Number Five Paper.
- Let me introduce some basic Boolean algebra terminology.
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When solving each instance, there are 3 main parts within the algorithm that take up the majority of the time.

- SAT generation(Generate solutions)
- Writing clauses to file
- Solve the SAT problem.

There are methods which we can speed up each of the 3 parts.

- Faster software implementation (Maple $\rightarrow \mathrm{C} \rightarrow$ Python)
- Smarter solution generation (Hermite Normal Form).
- Hardware optimization (loop unrolling).
- Symmetry breaking (Asymmetric branching).
- Multi-threaded SAT solvers (Glucose).
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Time taken to find $R_{3}(a(x-y)=(a-1) z)$
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## Future work

- Probabilistic solution generation.
- Smarter and heavier symmetry breaking technique.
- Pipeline style SAT solving, avoid secondary storage.
- Implementation in a logical programming language such as Prolog.
- 4-colorings.
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