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Chapter 1

A Short Introduction to Lp Spaces

1.1 Notation

We will usually use Ω to denote an open and smooth domain in Rn, for n “ 1, 2, 3, ... In
this chapter on Lp spaces, we will sometimes use Ω to denote a more general measure
space, but the reader can usually think of Ω as an open subset of Euclidean space.
The support of a function f is the closure of the set

 

x P Ω
ˇ

ˇ fpxq ‰ 0
(

.

Definition 1.1 (Continuous functions and compact support). For Ω Ď Rn, we let
C 0pΩq denote the collection of continuous functions on Ω, and we denote by C 0

c pΩq

the collection of those functions in C 0pΩq with compact support contained in Ω.

Definition 1.2 (Uniformly continuous functions). For Ω Ď Rn we set

C 0
psΩq :“

 

u : Ω Ñ R
ˇ

ˇu is uniformly continuous
(

.

For integers k ě 0, we let C kpsΩq denote the collection of functions possessing partial
derivatives to all orders up to k which are uniformly continuous on sΩ. We use C k

locpΩq

to denote the functions in C kp sBq for all bounded balls sB contained in Ω.

Definition 1.3 (Bounded continuous functions). For Ω Ď Rn we set

CbpΩq :“
 

u : Ω Ñ R
ˇ

ˇu is bounded and continuous
(

,

with norm }u}CbpΩq “ max
xPΩ

|upxq|. For integers k ě 0, we let C k
b pΩq denote the collection

of functions possessing partial derivatives to all orders up to k which are bounded and
continuous on Ω.

7



8 CHAPTER 1. A Short Introduction to Lp Spaces

Remark 1.4. In the case that Ω Ď Rn is bounded, C 0psΩq Ď CbpΩq and C 0psΩq is a
Banach space with norm }u}C psΩq “ max

xPsΩ
|upxq|.1

C kpΩq is the space of functions which are k times differentiable in Ω for integers k ě 0.

C 0pΩq then coincides with C pΩq, the space of continuous functions on Ω.

C8pΩq “
Ş

kě0

C kpΩq.

sptpfq denotes the support of a function f , and is the closure of the set
 

x P Ω
ˇ

ˇ fpxq ‰

0
(

.

CcpΩq “
 

u P C pΩq
ˇ

ˇ sptu compact in Ω
(

.

C k
c pΩq “ C kpΩq X CcpΩq.

C8
c pΩq “ C8pΩqXCcpΩq. We will also use DpΩq to denote this space, which is known

as the space of test functions in the theory of distributions.

1.2 Lebesgue Measure and Lebesgue Integral

Let Ω Ď Rn denote an open and smooth subset. The domain Ω is called smooth
whenever its boundary BΩ is a smooth pn´ 1q-dimensional hypersurface.

The theory of Lp spaces is founded upon the so-called Lebesgue integral (which
requires some basic knowledge of the Lebesgue measure). We define the set LppΩq as

LppΩq ”
!

f : Ω Ñ R measurable
ˇ

ˇ

ˇ

ż

Ω

|fpxq|pdx ă 8
)

where the integral is interpreted in the sense of Lebesgue. 2 We will assume that all
1Suppose that Ω “ p0, 1q and let upxq “ sinp1{xq. Then clearly u P CbpΩq but u is not uniformly

continuous, as the limit limxÑ0` sinp1{xq does not exist.
2The following theorem is usually presented in an undergraduate course in analysis:

Theorem 1.5. Let Ω Ď be a domain with positive measure (length, area, volume, etc.). Then, a
bounded function is Riemann integrable over Ω if and only it is continuous a.e. in Ω. The notation
“a.e.” denotes almost everywhere, which means up to a set of measure zero,

In a first course on measure theory, the following theorem is established:

Theorem 1.6. If f is non-negative Riemann (improper) integrable over Ω, then f is measurable
and the Riemann (improper) integral of f over Ω is the same as the Lebesgue integral.

Therefore, the Lebesgue integral is a generalization of the Riemann integral. See Appendix A.2.2
for a review of this material.
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functions and sets are Lebesgue measurable. The Lebesgue measure is often denoted
by µ so that µpΩq denotes the length if n “ 1, the area if n “ 2, the volume if n “ 3,
and so on. We shall also use the notation |Ω| to mean µpΩq.

1.2.1 The three pillars of analysis

A function f : Ω Ñ R is Lebesgue integrable if
ż

Ω
fpxqdx ă 8. (We shall often write

that f is integrable to mean that f : Ω Ñ R is Lebesgue integrable.)
The following three theorems will be used throughout the course.

Theorem 1.7 (Monotone Convergence Theorem). Let fk : Ω Ñ RYt`8u denote a
sequence of non-negative functions, and suppose that the sequence fk is monotonically
increasing; that is,

f1 ď f2 ď f3 ď ¨ ¨ ¨

Then
lim
kÑ8

ż

Ω

fkpxqdx “

ż

Ω

lim
kÑ8

fkpxqdx .

Theorem 1.8 (Fatou’s Lemma). Suppose the sequence fk : Ω Ñ R Y t`8u and
fk ě 0. Then

ż

Ω

lim inf
kÑ8

fkpxqdx ď lim inf
kÑ8

ż

Ω

fkpxqdx .

Example 1.9. Consider Ω “ p0, 1q Ď R and suppose that fk “ k1p0,1{kq. Then
ż 1

0
fkpxqdx “ 1 for all k P N, but

ż 1

0
lim inf
kÑ8

fkpxqdx “ 0.

Theorem 1.10 (Dominated Convergence Theorem). Suppose the sequence fk : Ω Ñ

R, fk Ñ f almost everywhere (with respect to Lebesgue measure), and furthermore,
|fk| ď g P L1pΩq. Then f P L1pΩq and

lim
kÑ8

ż

Ω

fkpxqdx “

ż

Ω

fpxqdx .

Equivalently, fk Ñ f in L1pΩq so that lim
kÑ8

}fk ´ f}L1pΩq “ 0.

In the exercises, you will be asked to prove that the Monotone Convergence
Theorem implies Fatou’s Lemma which, in turn, implies the Dominated Convergence
Theorem. See Appendix A.2.2 for a review of basic integration theory.
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1.2.2 Iterated integrals

Let I1 Ď Rn and I2 Ď Rm denote open subsets.

Theorem 1.11 (Fubini). Let f : I1 ˆ I2 Ñ R be an integrable function. Then both
iterated integrals exist and

ż

I1ˆI1

f “

ż

I2

´

ż

I1

fpx, yq dx
¯

dy “

ż

I1

´

ż

I2

fpx, yq dy
¯

dx .

The existence of the iterated integrals is by no means enough to ensure that the
function is integrable over the product space. As an example, let I1 “ I2 “ r0, 1s. Set

fpx, yq “

$

&

%

x2 ´ y2

px2 ` y2q2
if px, yq ‰ p0, 0q ,

0 if px, yq “ p0, 0q .

Then a standard computation shows that
ż 1

0

ż 1

0

fpx, yqdxdy “ ´
π

4
,

ż 1

0

ż 1

0

fpx, yqdydx “
π

4
.

Fubini’s theorem shows, of course, that f is not integrable over r0, 1s2.
When the integrand f is non-negative (and whether f is integrable or not), one

can compute the integral of f over a product space using iterated integrals; this is
due to Tonelli’s theorem which we state as follows:

Theorem 1.12 (Tonelli). Let f : I1ˆ I2 Ñ R be non-negative and measurable. Then
ż

I1ˆI2

f “

ż

I2

´

ż

I1

fpx, yq dx
¯

dy “

ż

I1

´

ż

I2

fpx, yq dy
¯

dx .

There is a converse to Fubini’s theorem; however, according to which the existence
of one of the iterated integrals is sufficient for the integrability of the function over
the product space. This converse statement is a direct consequence of the Fubini and
Tonelli theorems, and is stated as the following

Corollary 1.13. Let f : I1ˆI2 Ñ R. If one of the iterated integrals
ż

I1

´

ż

I2

|fpx, yq|dy
¯

dx

or
ż

I2

´

ż

I1

|fpx, yq|dx
¯

dy exists, then the function f is integrable on the product space

I1 ˆ I2, and hence, the other iterated integral exists and
ż

I1ˆI2

f “

ż

I2

´

ż

I1

fpx, yq dx
¯

dy “

ż

I1

´

ż

I2

fpx, yq dy
¯

dx .
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1.3 Lp Spaces

Now, we turn to the definition and basic properties of Lp spaces.

1.3.1 Definitions and basic properties

Definition 1.14. Let 0 ă p ă 8 and let Ω denote and open subset of Rn. If
f : Ω Ñ R is a measurable function, then we define

}f}LppΩq :“
´

ż

Ω

|f |pdx
¯

1
p and }f}L8pΩq :“ ess supxPΩ |fpxq| .

Note that }f}LppΩq may take the value8. (Unless stated otherwise, we will assume that
all functions under consideration are measurable with respect to Lebesgue measure.)

Definition 1.15. The space LppΩq is the set

LppΩq “
 

f : Ω Ñ R
ˇ

ˇ }f}LppΩq ă 8
(

.

The space LppΩq satisfies the following vector space properties:

1. For each α P R, if f P LppΩq then αf P LppΩq;

2. If f, g P LppΩq, then
|f ` g|p ď 2p´1

p|f |p ` |g|pq ,

so that f ` g P LppΩq.

3. The triangle inequality is valid if p ě 1.

Pehaps the most interesting cases are p “ 1, 2,8, while all of the Lp spaces arise often
in nonlinear estimates, and can play an important role in scaling arguments.

Definition 1.16. The space `p, called “little Lp”, will be useful when we introduce
Sobolev spaces on the torus and the Fourier series. For 1 ď p ă 8, we set

`p “
!

txnunPZ

ˇ

ˇ

ˇ

8
ÿ

n“´8

|xn|
p
ă 8

)

,

where Z denotes the integers.
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1.3.2 Basic inequalities

Convexity is fundamental to Lp spaces for p P r1,8q.

Lemma 1.17. For λ P p0, 1q, xλ ď p1´ λq ` λx.

Proof. Set fpxq “ p1 ´ λq ` λx ´ xλ; hence, f 1pxq “ λ ´ λxλ´1 “ 0 if and only if
λp1´ xλ´1q “ 0 so that x “ 1 is the critical point of f . In particular, the minimum
occurs at x “ 1 with value

fp1q “ 0 ď p1´ λq ` λx´ xλ . ˝

Lemma 1.18. For a, b ě 0 and λ P p0, 1q, aλb1´λ ď λa ` p1 ´ λqb with equality if
a “ b.

Proof. If either a “ 0 or b “ 0, then this is trivially true, so assume that a, b ą 0. Set
x “ a{b, and apply Lemma 1.17 to obtain the desired inequality. ˝

Theorem 1.19 (Hölder’s inequality). Suppose that 1 ď p ď 8 and 1 ă q ă 8 with
1

p
`

1

q
“ 1. If f P LppΩq and g P LqpΩq, then fg P L1pΩq. Moreover,

}fg}L1pΩq ď }f}LppΩq}g}LqpΩq .

Note that if p “ q “ 2, then this is the Cauchy-Schwarz inequality since |pf, gqL2 | ď

}fg}L1 .

Proof. We use Lemma 1.18. Let λ “ 1

p
and set

a “
|f |p

}f}pLppΩq
, and b “

|g|q

}g}qLqpΩq

for all x P Ω. Then aλb1´λ “ a1{pb1´1{p “ a1{pb1{q so that

|f | ¨ |g|

}f}LppΩq}g}LqpΩq
ď

1

p

|f |p

}f}pLppΩq
`

1

q

|g|q

}g}qLqpΩq
.

Integrating this inequality yields
ż

Ω

|f | ¨ |g|

}f}LppΩq}g}LqpΩq
dx ď

ż

Ω

´1

p

|f |p

}f}pLppΩq
`

1

q

|g|q

}g}qLqpΩq

¯

dx “
1

p
`

1

q
“ 1 . ˝

Definition 1.20. The exponent q “ p

p´ 1

`

or 1

q
“ 1´

1

p

˘

is called the conjugate
exponent of p.
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Lemma 1.21 (Interpolation inequality). Let 1 ď r ď s ď t ď 8, and suppose that
u P LrpΩq X LtpΩq. Then for 1

s
“
a

r
`

1´ a

t

}u}LspΩq ď }u}
a
LrpΩq}u}

1´a
LtpΩq .

Proof. By Hölder’s inequality,
ż

Ω

|u|sdx “

ż

Ω

|u|as|u|p1´aqsdx

ď

´

ż

Ω

|u|as
r
asdx

¯
as
r
´

ż

Ω

|u|p1´aqs
t

p1´aqsdx
¯

p1´aqs
t
“ }u}asLrpΩq}u}

p1´aqs
LtpΩq . ˝

Theorem 1.22 (Minkowski’s inequality). If 1 ď p ď 8 and f, g P LppΩq then

}f ` g}LppΩq ď }f}LppΩq ` }g}LppΩq .

Proof. If f ` g “ 0 a.e., then the statement is trivial. Assume that f ` g ‰ 0 a.e.
Consider the equality

|f ` g|p “ |f ` g| ¨ |f ` g|p´1
ď
`

|f | ` |g|
˘

|f ` g|p´1 ,

and integrate over Ω to find that
ż

Ω

|f ` g|pdx ď

ż

Ω

“

p|f | ` |g|q|f ` g|p´1
‰

dx

Hölder’s
ď

`

}f}LppΩq ` }g}LppΩq
˘
›

›|f ` g|p´1
›

›

LqpΩq
.

Since q “ p

p´ 1
,

›

›|f ` g|p´1
›

›

LqpΩq
“

´

ż

Ω

|f ` g|pdx
¯

1
q
,

from which it follows that
´

ż

Ω

|f ` g|pdx
¯1´ 1

q
ď }f}LppΩq ` }g}LqpΩq ,

which completes the proof, since 1

p
“ 1´

1

q
. ˝

Corollary 1.23. For 1 ď p ď 8, LppΩq is a normed linear space.
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Example 1.24 (Concavity). Let Ω denote a subset of Rn whose Lebesgue measure
is equal to one. If f P L1pΩq satisfies fpxq ě M ą 0 for almost all x P Ω, then
logpfq P L1pΩq and satisfies

ż

Ω

log fdx ď log
´

ż

Ω

fdx
¯

.

To see this, consider the function gptq “ t´1´log t for t ą 0. Compute g1ptq “ 1´
1

t
“ 0

so t “ 1 is a minimum (since g2p1q ą 0). Thus, log t ď t´ 1 and letting t ÞÑ 1

t
we see

that
1´

1

t
ď log t ď t´ 1 . (1.1)

Since log x is continuous and f is measurable, then log f is measurable for f ą 0. Let
t “

fpxq

}f}L1pΩq
in (1.1) to find that

1´
}f}L1pΩq

fpxq
ď log fpxq ´ log }f}L1pΩq ď

fpxq

}f}L1pΩq

´ 1 . (1.2)

Since gpxq ď log fpxq ď hpxq for two integrable functions g and h, it follows that

log fpxq is integrable. Next, integrate (1.2) to finish the proof, as
ż

Ω

´

fpxq

}f}L1pΩq
´1

¯

dx “

0.

1.3.3 The space pLppΩq, } ¨ }LppΩqq is complete

Recall the a normed linear space is a Banach space if every Cauchy sequence has a limit
in that space; furthermore, recall that a sequence xk Ñ x in B if lim

kÑ8
}xk ´ x}B “ 0.

The proof of completeness makes use of the following two lemmas which are
restatements of the Monotone Convergence Theorem and the Dominated Convergence
Theorem, respectively.

Lemma 1.25 (MCT). If fk P L1pΩq, 0 ď f1pxq ď f2pxq ď ¨¨¨, and }fk}L1pΩq ď C ă 8,
then lim

kÑ8
fkpxq “ fpxq with f P L1pΩq and }fk ´ f}L1pΩq Ñ 0 as k Ñ 0.

Lemma 1.26 (DCT). If fk P L1pΩq, lim
kÑ8

fkpxq “ fpxq a.e., and if D g P L1pΩq such

that |fkpxq| ď |gpxq| a.e. for all n, then f P L1pΩq and }fk ´ f}L1pΩq Ñ 0.

Proof. Apply the Dominated Convergene Theorem to the sequence hk “ |fk ´ f | Ñ 0

a.e., and note that |hk| ď 2g. ˝
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Theorem 1.27. If 1 ď p ă 8, then Lp pΩq is a Banach space.

Proof. Step 1. The Cauchy sequence. Let tfku8k“1 denote a Cauchy sequence in
LppΩq, and assume without loss of generality (by extracting a subsequence if necessary)
that }fk`1 ´ fk}LppΩq ď 2´k.
Step 2. Conversion to a convergent monotone sequence. Define the sequence
tgku

8
k“1 as

g1 “ 0, gk “ |f1| ` |f2 ´ f1| ` ¨ ¨ ¨ ` |fk ´ fk´1| for k ě 2 .

It follows that
0 ď g1 ď g2 ď ¨ ¨ ¨ ď gk ď ¨ ¨ ¨

so that gk is a monotonically increasing sequence. Furthermore, tgku8k“1 is uniformly
bounded in LppΩq as

ż

Ω

gpkdx “ }gk}
p
LppΩqď

´

}f1}LppΩq `

8
ÿ

i“2

}fi ´ fi´1}LppΩq

¯p

ď
`

}f1}LppΩq ` 1
˘p

;

thus, by the Monotone Convergence Theorem, gpk Õ gp a.e., g P LppΩq, and gk ď g a.e.
Step 3. Pointwise convergence of tfku8k“1. For all k ě 1,

|fk`` ´ f`| “ |fk`` ´ fk``´1 ` fk``´1 ` ¨ ¨ ¨ ´ f``1 ` f``1 ´ f`|

ď

k`
ÿ̀

i“``1

|fi ´ fi´1| “ gk`` ´ g` Ñ 0 a.e. as `Ñ 8.

Therefore, fk Ñ f a.e. Since

|fk| ď |f1| `

k
ÿ

i“2

|fi ´ fi´1| ď gk ď g for all k P N ,

it follows that |f | ď g a.e. Hence, |fk|p ď gp, |f |p ď gp, and |f ´ fk|
p ď 2gp, and by

the Dominated Convergence Theorem,

lim
kÑ8

ż

Ω

|f ´ fk|
pdx “

ż

Ω

lim
kÑ8

|f ´ fk|
pdx “ 0 . ˝

1.3.4 Convergence criteria for Lp functions

If tfku8k“1 is a sequence in LppΩq which converges to f in LppΩq, then there exists a
subsequence

 

fkj
(8

j“1
such that fkj Ñ f a.e., but it is in general not true that the

entire sequence itself will converge pointwise a.e. to the limit f , without some further
conditions holding.
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Example 1.28. Let Ω “ r0, 1s, and consider the subintervals
“

0,
1

2

‰

,
“1

2
, 1
‰

,
“

0,
1

3

‰

,
“1

3
,

2

3

‰

,
“2

3
, 1
‰

,
“

0,
1

4

‰

,
“1

4
,

2

4

‰

,
“2

4
,

3

4

‰

,
“3

4
, 1
‰

,
“

0,
1

5

‰

, ¨ ¨ ¨

Let fk denote the indicator function of the kth interval of the above sequence. Then
}fk}LppΩq Ñ 0, but fkpxq does not converge for any x P r0, 1s.

Example 1.29. Set Ω “ r0, 1s, and for k P N, set fk “ k1r0, 1
k
s. Then fk Ñ 0 a.e. as

k Ñ 8, but }fk}L1pΩq “ 1; thus, fk Ñ 0 pointwise, but not in the L1 sense.

Theorem 1.30. For 1 ď p ă 8, suppose that tfku8k“1 Ď LppΩq and that fk Ñ f a.e.
If lim

kÑ8
}fk}LppΩq “ }f}LppΩq, then fk Ñ f in LppΩq.

Proof. Given a, b ě 0, convexity implies that
`a` b

2

˘p
ď

1

2
pap ` bpq so that pa` bqp ď

2p´1pap ` bpq, and hence |a ´ b|p ď 2p´1p|a|p ` |b|pq. Set a “ fk and b “ f to obtain
the inequality

0 ď 2p´1
p|fk|

p
` |f |pq ´ |fk ´ f |

p .

Since fkpxq Ñ fpxq a.e.,

2p
ż

Ω

|f |pdx “

ż

Ω

lim
kÑ8

´

2p´1
p|fk|

p
` |f |pq ´ |fk ´ f |

p
¯

dx .

Thus, Fatou’s lemma asserts that

2p
ż

Ω

|f |pdx ď lim inf
kÑ8

ż

Ω

`

2p´1
p|fk|

p
` |f |pq ´ |fk ´ f |

p
˘

dx

“ 2p´1

ż

Ω

|f |pdx` 2p´1 lim
kÑ8

ż

Ω

|fk|
pdx` lim inf

kÑ8

´

´

ż

Ω

|fk ´ f |
pdx

¯

“ 2p
ż

Ω

|f |pdx´ lim sup
kÑ8

ż

Ω

|fk ´ f |
pdx .

As
ż

Ω
|f |pdx ă 8, the last inequality shows that lim sup

kÑ8

ż

Ω
|fk ´ f |

pdx ď 0. It follows

that lim sup
kÑ8

ż

Ω
|fk ´ f |

pdx “ lim inf
kÑ8

ż

Ω
|fk ´ f |

pdx “ 0, so that lim
kÑ8

ż

Ω
|fk ´ f |

pdx “ 0.
˝

1.3.5 The space L8pΩq

Definition 1.31. With }f}L8pΩq “ inf
 

M ě 0
ˇ

ˇ |fpxq| ďM a.e.
(

, we set

L8pΩq “
 

f : Ω Ñ R
ˇ

ˇ }f}L8pΩq ă 8
(

.
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Theorem 1.32. pL8pΩq, } ¨ }L8pΩqq is a Banach space.

Proof. Let tfku8k“1 be a Cauchy sequence in L8pΩq. It follows that |fk ´ f`| ď

}fk ´ f`}L8pΩq a.e. and hence fk Ñ f a.e., where f is measurable and essentially
bounded.

Choose ε ą 0 and Npεq such that }fk ´ f`}L8pΩq ă ε for all k, ` ě Npεq. Since
|fkpxq ´ fpxq| “ lim

`Ñ8
|fkpxq ´ f`pxq| ď ε holds for almost every x P Ω, it follows that

}fk ´ f}L8pΩq ď ε for k ě Npεq, so that }fk ´ f}L8pΩq Ñ 0. ˝

1.3.6 Comparison

Remark 1.33. In general, there is no relation of the type LppΩq Ď LqpΩq. For
example, suppose that Ω “ p0, 1q and set fpxq “ x´

1
2 . Then f P L1p0, 1q, but

f R L2p0, 1q. On the other hand, if Ω “ p1,8q and fpxq “ x´1, then f P L2p1,8q,
but f R L1p1,8q.

Lemma 1.34 (Lp comparisons). If 1 ď p ă q ă r ď 8, then (a) LppΩq X LrpΩq Ď

LqpΩq, and (b) LqpΩq Ď LppΩq ` LrpΩq.

Proof. We begin with (b). Suppose that f P Lq, define the set E “ tx P Ω : |fpxq| ě

1u, and write f as

f “ f1E
loomoon

”g

` f1EA
loomoon

”h

.

Our goal is to show that g P LppΩq and h P LrpΩq. Since |g|p “ |f |p1E ď |f |q1E and
|h|r “ |f |r1EA ď |f |

q1EA , assertion (b) is proven.
For (a), we prove Lyapunov’s inequality:

ż

Ω

|f |qdx ď

ˆ
ż

Ω

|f |pdx

˙

r´q
r´p

ˆ
ż

Ω

|f |rdx

˙

q´p
r´p

.

Hölder’s inequality can be stated as follows:
ş

Ω
gshtdx ď

`ş

Ω
gdx

˘s `ş

Ω
hdx

˘t for
s` t “ 1. We thus set g “ |f |p, h “ |f |r with s “ r´q

r´p
and t “ q´p

r´p
. Notice, then, that

gsht “ |f |q, which completes the proof. ˝

Theorem 1.35. If µpΩq ă 8 and q ą p, then LqpΩq Ď LppΩq.
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Proof. Consider the case that q “ 2 and p “ 1. Then by the Cauchy-Schwarz
inequality,

ż

Ω

|f |dx “

ż

Ω

|f | ¨ 1 dx ď }f}L2pΩq

a

µpΩq .

The general case follows from Hölder’s inequality. ˝

1.3.7 Approximation of LppΩq by simple functions

Lemma 1.36. If p P r1,8q, then the set of simple functions f “
n
ř

i“1

ai1Ei, where

each Ei is a subset of Rn with µpEiq ă 8, is dense in LppΩq. (Note that 1E denotes
the indicator function for the set E, so that 1Epxq “ 1 for x P E and 1Epxq “ 0 for
x P Ec.)

Proof. If f P LppΩq, then f is measurable; thus, there exists a sequence tφku8k“1 of
simple functions, such that φk Ñ f a.e. with

0 ď |φ1| ď |φ2| ď ¨ ¨ ¨ ď |f | ;

that is, φk approximates f from below.
Recall that |φk´ f |p Ñ 0 a.e. and |φk´ f |p ď 2p|f |p P L1pΩq, so by the Dominated

Convergence Theorem, }φk ´ f}LppΩq Ñ 0.
Now, suppose that the set Ei are disjoint; then by the definition of the Lebesgue

integral,
ż

Ω

φpkdx “
k
ÿ

i“1

|ai|
pµpEiq ă 8 .

If ai ‰ 0, then µpEiq ă 8. ˝

1.3.8 Approximation of LppΩq by continuous functions

Lemma 1.37. Suppose that Ω Ď Rn is bounded. Then C 0pΩq is dense in LppΩq for
p P r1,8q.

Proof. Let K be any compact subset of Ω. The functions

FK ,` pxq “
1

1` ` distpx,Kq
P C 0

pΩq satisfy FK ,`ď 1 ,
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and decrease monotonically to the characteristic function 1K . The Monotone Conver-
gence Theorem shows that

FK ,`Ñ 1K in LppΩq, 1 ď p ă 8 .

Next, let A Ď Ω be any measurable set. Then

µpAq “ sup
 

µpKq
ˇ

ˇK Ď A,K compact
(

.

It follows that there exists an increasing sequence of Kj of compact subsets of A such
that λpAz

Ť

j

Kjq “ 0. By the Monotone Convergence Theorem, 1Kj Ñ 1A in LppΩq

for p P r1,8q. According to Lemma 1.36, each function in LppΩq is a norm limit of
simple functions, so the lemma is proved. ˝

1.3.9 Approximation of LppΩq by smooth functions

For Ω Ď Rn open, for ε ą 0 taken sufficiently small, define the open subset of Ω by

Ωε :“
 

x P Ω
ˇ

ˇ distpx, BΩq ą ε
(

.

Definition 1.38 (Mollifiers). Define η P C8pRnq by

ηpxq :“

"

Cep|x|
2´1q´1 if |x| ă 1
0 if |x| ě 1

,

with constant C ą 0 chosen such that
ż

Rn

ηpxqdx “ 1.

For ε ą 0, the standard sequence of mollifiers on Rn is defined by

ηεpxq “ ε´nηpx{εq ,

and satisfy
ż

Rn

ηεpxqdx “ 1 and sptpηεq Ď Bp0, εq. Note that ηε P C8
c pRnq.

Definition 1.39. For Ω Ď Rn open, set

LplocpΩq “
 

u : Ω Ñ R
ˇ

ˇu P LpprΩq @ rΩĂĂΩ
(

,

where rΩĂĂΩ means that rΩ is compactly contained in Ω, i.e., there exists a compact
set K such that rΩ Ď K Ď Ω. For example, K could be Ω̃.
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Definition 1.40 (Mollification of Lp functions for 1 ď p ă 8). For f P LplocpΩq, we
define its mollification by

f ε “ ηε ˙ f in Ωε ,

so that

f εpxq “

ż

Ω

ηεpx´ yqfpyqdy “

ż

Bp0,εq

ηεpyqfpx´ yqdy @x P Ωε .

Lemma 1.41 (Commuting the derivative with the integral). Let Ω Ď Rn denote an
open and smooth subset. Let pa, bq Ď R be an open interval, and let f : pa, bq ˆΩ Ñ R
be a function such that for each t P pa, bq, fpt, ¨q : Ω Ñ R is integrable and Bf

B t
pt, xq

exists for each pt, xq P pa, bq ˆ Ω. Furthermore, assume that there is an integrable
function g : Ω Ñ r0,8q such that sup

tPpa,bq

ˇ

ˇ

Bf

B t
pt, xq

ˇ

ˇ ď gpxq for all x P Ω. Then the

function h defined by hptq ”
ż

Ω
fpt, xqdx is differentiable and the derivative is given

by
dh

dt
ptq “

d

dt

ż

Ω

fpt, xqdx “

ż

Ω

Bf

B t
pt, xqdx

for each t P pa, bq.

Proof. Let t0 P pa, bq. To show that dh
dt
pt0q exists, consider the limit of the sequence

of difference quotients

lim
nÑ8

hptnq ´ hpt0q

tn ´ t0
,

where tn Ñ t0 as nÑ 8. We see that

hptnq ´ hpt0q

tn ´ t0
“

ż

Ω

fptn, xq ´ fpto, xq

tn ´ t0
dx .

With
Fnpxq ”

fptn, xq ´ fpt0, xq

tn ´ t0
,

it follows that lim
nÑ8

Fnpxq “
Bf

Bt
pt0, xq for all x P Ω.

By the mean value theorem, there exists a point ξn P pt0, tnq such that

Fnpxq “
Bf

Bt
pξn, xq

and since
ˇ

ˇ

Bf

Bt
pξn, xq

ˇ

ˇ ď sup
tPpa,bq

ˇ

ˇ

Bf

B t
pt, xq

ˇ

ˇ, we have (by hypothesis) our dominating

function; hence, by the dominated convergence theorem, it follows that
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lim
nÑ8

hptnq ´ hpt0q

tn ´ t0
“

ż

Ω

lim
nÑ8

Fnpxqdx “

ż

Ω

Bf

Bt
pt0, xqdx . ˝

Theorem 1.42 (Mollification of LppΩq functions). If for p P r1,8q, f P LplocpΩq and
f ε “ ηε ˙ f denotes the mollified function, then

(A) f ε P C8pΩεq;

(B) f ε Ñ f a.e. as εÑ 0;

(C) if in addition f P C 0pΩq, then f ε Ñ f uniformly on compact subsets of Ω;

(D) f ε Ñ f in LplocpΩq.

Proof. Part (A). Continuity of f ε follows from the Dominated Convergence Theorem,
and the fact that ηεpx´yq|fpyq|1Bpx,εq is integrable. The fact that all partial derivatives
of uε of all orders are continuous follows from repeated application of Lemma 1.41. To
see that Bf

ε

Bxi
pxq exists and is continuous for each x P Ωε and i “ 1, ..., n, we show that

Bf ε

Bxi
pxq “

ż

Rn

B

Bxi
ηεpx´ yqfpyqdy .

From Definition 1.38, ηε is a smooth function; hence, since f P L1
locpΩq, we see that

y ÞÑ
B

Bxi
ηεpx ´ yqupyq P L1

locpΩq uniformly in x P ω for any set ωĂĂΩ. Application

of Lemma 1.41 then shows that f ε P C 1pΩεq. A similar argument shows that all
higher-order partial derivatives of f ε are continuous, and hence that f ε P C8pΩεq.
Step 2. Part (B). By the Lebesgue differentiation theorem,

lim
εÑ0

1

|Bpx, εq|

ż

Bpx,εq

|fpyq ´ fpxq|dy “ 0 for a.e. x P Ω . (1.3)

Choose x P Ω for which this limit holds. Then

|fεpxq ´ fpxq| ď

ż

Bpx,εq

ηεpx´ yq|fpyq ´ fpxq|dy

“
1

εn

ż

Bpx,εq

ηppx´ yq{εq|fpyq ´ fpxq|dy

ď
C

|Bpx, εq|

ż

Bpx,εq

|fpxq ´ fpyq|dy ÝÑ 0 as εÑ 0 . (1.4)
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Step 3. Part (C). We choose another set ω such that rΩĂĂωĂĂΩ. Since f is
continuous on Ω, it follows that f is uniformly continuous on ω. We choose ε ą 0

small enough so that f ε is well defined on rΩ. Then the limit in (1.3) holds uniformly
for x P rΩ. The inequality (1.4) then shows that f εpxq Ñ fpxq uniformly on rΩ.
Step 4. Part (D). For f P LplocpΩq, p P r1,8q, once again choose open sets
rΩĂĂωĂĂΩ; then, for ε ą 0 small enough,

}f ε}LpprΩq ď }f}Lppωq .

To see this, note that

|f εpxq| ď

ż

Bpx,εq

ηεpx´ yq|fpyq|dy

“

ż

Bpx,εq

ηεpx´ yq
pp´1q{pηεpx´ yq

1{p
|fpyq|dy

ď

ˆ
ż

Bpx,εq

ηεpx´ yqdy

˙pp´1q{pˆż

Bpx,εq

ηεpx´ yq|fpyq|
pdy

˙1{p

,

so that for ε ą 0 sufficiently small
ż

rΩ

|f εpxq|pdx ď

ż

rΩ

ż

Bpx,εq

ηεpx´ yq|fpyq|
pdydx

ď

ż

ω

|fpyq|p
ˆ
ż

Bpy,εq

ηεpx´ yqdx

˙

dy ď

ż

ω

|fpyq|pdy .

Since by Lemma 1.37, C 0pωq is dense in Lppωq, choose g P C 0pωq such that
}f ´ g}Lppωq ă δ; thus

}f ε ´ f}LpprΩq ď }f
ε
´ gε}LpprΩq ` }g

ε
´ g}LpprΩq ` }g ´ f}LpprΩq

ď 2}f ´ g}Lppωq ` }g
ε
´ g}LpprΩq ď 2δ ` }gε ´ g}Lppωq . ˝

1.4 Convolutions and Integral Operators

If u : Rn Ñ R satisfies certain integrability conditions, then we can define the operator
K acting on the function u as follows:

pKuqpxq “

ż

Rn

kpx, yqupyqdy ,
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where kpx, yq is called the integral kernel. The mollification procedure, introduced in
Definition 1.40, is one example of the use of integral operators; the Fourier transform
is another.

Definition 1.43. Let BpLppRnq, LppRnqq denote the collection of bounded linear
operators from LppRnq to itself. Using the Representation Theorem 1.51, the natural
norm on BpLppRnq, LppRnqq is given by

}K}BpLppRnq,LppRnqq “ sup
}f}LppRnq“1

sup
}g}LqpRnq“1

ˇ

ˇ

ˇ

ż

Rn

pKfqpxqgpxqdx
ˇ

ˇ

ˇ
.

Theorem 1.44. Let 1 ď p ă 8, pKuqpxq “
ż

Rn

kpx, yqupyqdy, and suppose that

ż

Rn

|kpx, yq|dx ď C1 @ y P Rn and
ż

Rn

|kpx, yq|dy ď C2 @x P Rn ,

where 0 ă C1, C2 ă 8. Then K : LppRnq Ñ LppRnq is bounded and

}K}BpLppRnq,LppRnqq ď C
1
p

1 C
p´1
p

2 .

In order to prove Theorem 1.44, we will need another well-known inequality.

Lemma 1.45 (Cauchy-Young Inequality). If 1

p
`

1

q
“ 1, then for all a, b ě 0,

ab ď
ap

p
`
bq

q
.

Proof. Suppose that a, b ą 0, otherwise the inequality trivially holds.

ab “ expplogpabqq “ expplog a` log bq psince a, b ą 0q

“ exp

ˆ

1

p
log ap `

1

q
log bq

˙

ď
1

p
expplog apq `

1

q
expplog bqq pusing the convexity of expq

“
ap

p
`
bq

q

where we have used the condition 1

p
`

1

q
“ 1. ˝
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Lemma 1.46 (Cauchy-Young Inequality with δ). If 1

p
`

1

q
“ 1, then for all a, b ě 0,

ab ď δ ap ` Cδb
q , δ ą 0 ,

with Cδ “ pδpq´q{pq´1.

Proof. This is a trivial consequence of Lemma 1.45 by setting

ab “ a ¨ pδpq1{p
b

pδpq1{p
. ˝

Proof of Theorem 1.44. According to Lemma 1.45, |fpyqgpxq| ď |fpyq|p

p
`
|gpxq|q

q
so

that
ˇ

ˇ

ˇ

ż

Rn

ż

Rn

kpx, yqfpyqgpxqdydx
ˇ

ˇ

ˇ

ď

ż

Rn

ż

Rn

|kpx, yq|

p
dx|fpyq|pdy `

ż

Rn

ż

Rn

|kpx, yq|

q
dy|gpxq|qdx

ď
C1

p
}f}pLppΩq `

C2

q
}g}qLqpΩq .

To improve this bound, notice that
ˇ

ˇ

ˇ

ż

Rn

ż

Rn

kpx, yqfpyqgpxqdydx
ˇ

ˇ

ˇ

ď

ż

Rn

ż

Rn

|kpx, yq|

p
dx|tfpyq|pdy `

ż

Rn

ż

Rn

|kpx, yq|

q
dy|t´1gpxq|qdx

ď
C1t

p

p
}f}pLppΩq `

C2t
´q

q
}g}qLqpΩq “: F ptq .

Find the value of t for which F ptq has a minimum to establish the desired bounded. ˝

Theorem 1.47 (Simple version of Young’s inequality). Suppose that k P L1pRnq

and f P LppRnq. Then

}kˇ f}LppRnq ď }k}L1pRnq}f}LppRnq .

Proof. Define

Kkpfq “ kˇ f :“

ż

Rn

kpx´ yqfpyqdy .

Let C1 “ C2 “ }k}L1pRnq in Theorem 1.44. Then according to Theorem 1.44, Kk :

LppRnq Ñ LppRnq and }Kk}BpLppRnq,LppRnqq ď C1. ˝
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Theorem 1.44 can easily be generalized to the setting of integral operators K :

LqpRnq Ñ LrpRnq built with kernels k P LppRnq such that 1 `
1

r
“

1

p
`

1

q
. Such a

generalization leads to

Theorem 1.48 (Young’s inequality for convolution). Suppose that k P LppRnq and
f P LqpRnq. Then

}kˇ f}LrpRnq ď }k}LppRnq}f}LqpRnq for 1`
1

r
“

1

p
`

1

q
. (1.5)

1.5 The Dual Space and Weak Topology

1.5.1 Continuous linear functionals on LppΩq

Let LppΩq1 denote the dual space of LppΩq, consisting of all continuous linear functions
φ : LppΩq Ñ R. For φ P LppΩq1, the LppΩq1-norm of φ is defined by

}φ}LppΩq1 “ sup
}f}LppΩq“1

|φpfq| .

This is the so-called operator norm which we shall sometimes denote by }φ}op

Theorem 1.49. Let p P p1,8s, q “ p

p´ 1
. For g P LqpΩq, define Fg : LppΩq Ñ R as

Fgpfq “

ż

Ω

fgdx .

Then Fg P LppΩq1 and }Fg}op “ }g}LqpΩq.

Proof. The linearity of Fg follows from the linearity of the Lebesgue integral. By-
Hölder’s inequality,

|Fg pfq| “

ˇ

ˇ

ˇ

ˇ

ż

Ω

fgdx

ˇ

ˇ

ˇ

ˇ

ď

ż

Ω

|fg| dx ď }f}LppΩq }g}LqpΩq ,

so that sup
}f}LppΩq“1

|Fg pfq| ď }g}LqpΩq.

For the reverse inequality, we first consider the case that p P p0,8s, and set
f “ |g|q´1 sgnpgq; then, f is measurable and in LppΩq since |f |p “ |f |

q
q´1 “ |g|q and

since fg “ |g|q,

Fgpfq “

ż

Ω

fgdx “

ż

Ω

|g|qdx “
´

ż

Ω

|g|qdx
¯

1
p
` 1
q

“

´

ż

Ω

|f |pdx
¯

1
p
´

ż

Ω

|g|qdx
¯

1
q
“ }f}LppΩq}g}LqpΩq
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so that }g}LqpΩq “
Fgpfq

}f}LppΩq
“ Fg

ˆ

f

}f}LppΩq

˙

ď }Fg}op.

Next, we consider the case that p “ 1 and q “ 8. We can assume that g ‰ 0 a.e, for
otherwise, the equality is trivial. For ε ą 0, let Eε “ tx P Ω : |gpxq| ě }g}L8pΩq ´ εu,
and set fpxq “ 1Eεpxq

sgnpgpxqq
|Eε|

. Then }f}L1pΩq “ 1 and
ˇ

ˇ

ˇ

ˇ

ż

Ω

fpxqgpxqdx

ˇ

ˇ

ˇ

ˇ

“
1

|Eε|

ż

Eε

|gpxqdx ě }g}L8pΩq ´ ε .

˝

Remark 1.50. Theorem 1.49 shows that for 1 ă p ď 8, there exists a linear
isometry g ÞÑ Fg from LqpΩq into LppΩq1, the dual space of LppΩq. When p “ 8,
g ÞÑ Fg : L1pΩq Ñ L8pΩq1 is rarely onto (L8pΩq1 is strictly larger than L1pΩq); on the
other hand, if the measure space Ω is σ-finite, then L8pΩq “ L1pΩq1.

1.5.2 A theorem of F. Riesz

Theorem 1.51 (Representation theorem). Suppose that 1 ď p ă 8 and φ P LppΩq1.
Then there exists g P LqpΩq, q “ p

p´ 1
such that

φ pfq “

ż

Ω

fgdx @ f P LppΩq ,

and }φ}op “ }g}LqpΩq.

Corollary 1.52. For p P p1,8q the space Lp pΩ, µq is reflexive; that is, LppΩq2 “
LppΩq.

The proof Theorem 1.51 crucially relies on the Radon-Nikodym theorem, whose
statement requires the following definition.

Definition 1.53. If µ and ν are measure on pΩ, Aq then ν ! µ if νpEq “ 0 for
every set E for which µpEq “ 0. In this case, we say that ν is absolutely continuous
with respect to µ.

Theorem 1.54 (Radon-Nikodym). If µ and ν are two finite measures on Ω; that is,
µpΩq ă 8, νpΩq ă 8, and ν ! µ, then

ż

Ω

F pxq dνpxq “

ż

Ω

F pxqhpxqdµpxq (1.6)
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holds for some non-negative function h P L1pΩ, µq and every positive measurable
function F .

Proof. Define measures α “ µ` 2ν and ω “ 2µ` ν, and let H “ L2 pΩ, αq (a Hilbert

space) and suppose φ : L2 pΩ, αq Ñ R is defined by φ pfq “
ż

Ω

fdω. We show that φ

is a bounded linear functional since

|φpfq| “
ˇ

ˇ

ˇ

ż

Ω

f dp2µ` νq
ˇ

ˇ

ˇ
ď

ż

Ω

|f | dp2µ` 4νq “ 2

ż

Ω

|f | dα

ď }f}L2px,αq

a

αpΩq .

Thus, by the L2 Riesz representation theorem3, there exists g P L2pΩ, αq such that

φpfq “

ż

Ω

f dω “

ż

Ω

fg dα ,

which implies that
ż

Ω

fp2g ´ 1qdν “

ż

Ω

fp2´ gqdµ . (1.7)

Given 0 ď F a measurable function on Ω, if we set f “ F

2g ´ 1
and h “ 2´ g

2g ´ 1

then
ż

Ω
Fdν “

ż

Ω
Fh dx which is the desired result, if we can prove that 1

2
ď gpxq ď 2.

Define the sets

E1
k “

 

x P Ω
ˇ

ˇ gpxq ă
1

2
´

1

k

(

and E2
k “

 

x P Ω
ˇ

ˇ gpxq ą 2`
1

k

(

.

By substituting f “ 1Ejk
, j “ 1, 2 in (1.7), we see that

µpEj
kq “ νpEj

kq “ 0 for j “ 1, 2 ,

from which the bounds 1{2 ď gpxq ď 2 hold. Also µ
`

tx P Ω | gpxq “ 1{2u
˘

“ 0 and
ν
`

tx P Ω | gpxq “ 2u
˘

“ 0. Notice that if F “ 1, then h P L1pΩq. ˝

Remark 1.55 (The more general version of the Radon-Nikodym theorem). Suppose
that µpΩq ă 8, ν is a finite signed measure (by the Hahn decomposition, ν “ ν´`ν`)
such that ν ! µ; then, there exists h P L1pΩ, µq such that

ż

Ω
F dν “

ż

Ω
Fh dµ.

3The L2 Riesz representation theorem is proved using the orthogonality relations that the L2

inner-product provides, together with the Hahn-Banach Theorem.
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Lemma 1.56 (Converse to Hölder’s inequality). Let µpΩq ă 8. Suppose that g is
measurable and fg P L1pΩq for all simple functions f . If

Mpgq “ sup
}f}LppΩq“1

!ˇ

ˇ

ˇ

ż

Ω
fg dµ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ
f is a simple function

)

ă 8 , (1.8)

then g P LqpΩq, and }g}LqpΩq “Mpgq.

Proof. Let tφku8k“1 be a sequence of simple functions such that φk Ñ g a.e. and
|φk| ď |g|. Set

fk “
|φk|

q´1 sgnpφkq

}φk}
q´1
LqpΩq

so that }fk}LppΩq “ 1 for p “ q

q ´ 1
. By Fatou’s lemma,

}g}LqpΩq ď lim inf
kÑ8

}φk}LqpΩq “ lim inf
kÑ8

ż

Ω

|fkφk|dµ .

Since φk Ñ g a.e., then

}g}LqpΩq ď lim inf
kÑ8

ż

Ω

|fkφk|dµ ď lim inf
kÑ8

ż

Ω

|fkg|dµ ďMpgq .

The reverse inequality is implied by Hölder’s inequality. ˝

Proof of Theorem 1.51. We have already proven that there exists a natural inclusion
ι : LqpΩq Ñ LppΩq1 which is an isometry. It remains to show that ι is surjective.

Let φ P LppΩq1 and define a set function ν on measurable subsets E Ď Ω by

νpEq “

ż

Ω

1Edν “: φp1Eq .

Thus, if µpEq “ 0, then νpEq “ 0. Then
ż

Ω

f dν “: φpfq

for all simple functions f , and by Lemma 1.36, this holds for all f P LppΩq. By the
Radon-Nikodym theorem, there exists 0 ď g P L1pΩq such that

ż

Ω

f dν “

ż

Ω

fg dµ @ f P LppΩq .

But
φpfq “

ż

Ω

f dν “

ż

Ω

fg dµ (1.9)

and since φ P LppΩq1, then Mpgq given by (1.8) is finite, and by the converse to
Hölder’s inequality, g P LqpΩq, and }φ}op “Mpgq “ }g}LqpΩq. ˝
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1.5.3 Weak convergence

The importance of the Representation Theorem 1.51 is in the use of the weak-*
topology on the dual space LppΩq1. Recall that for a Banach space B and for any
sequence φj in the dual space B1, φj

˚
á φ in B1 weak-*, if xφj, fy Ñ xφ, fy for each

f P B, where x¨, ¨y denotes the duality pairing between B1 and B.

Theorem 1.57 (Alaoglu’s Lemma). If B is a Banach space, then the closed unit
ball in B1 is compact in the weak -* topology.

Definition 1.58. For 1 ď p ă 8, a sequence tfku8k“1 Ď LppΩq is said to weakly
converge to f P LppΩq if

ż

Ω

fkpxqφpxqdxÑ

ż

Ω

fpxqφpxqdx @φ P LqpΩq, q “
p

p´ 1
.

We denote this convergence by saying that fk á f in LppΩq weakly.

Given that LppΩq is reflexive for p P p1,8q, a simple corollary of Alaoglu’s Lemma
is the following

Theorem 1.59 (Weak compactness for LppΩq, 1 ă p ă 8). If 1 ă p ă 8 and
tfku

8
k“1 is a bounded sequence in LppΩq, then there exists a subsequence

 

fkj
(8

j“1
such

that fkj á f in LppΩq weakly.

Definition 1.60. A sequence tfku8k“1 Ď L8pΩq is said to converge weak-* to
f P L8pΩq if

ż

Ω

fkpxqφpxqdxÑ

ż

Ω

fpxqφpxqdx @φ P L1
pΩq .

We denote this convergence by saying that fk
˚
á f in L8pΩq weak-*.

Theorem 1.61 (Weak-* compactness for L8). If tfku8k“1 is a bounded sequence in
L8pΩq, then there exists a subsequence

 

fkj
(8

j“1
such that fkj

˚
á f in L8pΩq weak-*.

Lemma 1.62. If fk Ñ f in LppΩq, then fk á f in LppΩq.

Proof. By Hölder’s inequality,
ˇ

ˇ

ˇ

ˇ

ż

Ω

gpfk ´ fqdx

ˇ

ˇ

ˇ

ˇ

ď }fk ´ f}LppΩq}g}LqpΩq . ˝
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Note that if tfku8k“1 is weakly convergent, in general, this does not imply that
tfku

8
k“1 is strongly convergent.

Example 1.63. If p “ 2, let tfku8k“1 denote any orthonormal sequence in L2pΩq.
From Bessel’s inequality

8
ÿ

k“1

ˇ

ˇ

ˇ

ż

Ω

fkgdx
ˇ

ˇ

ˇ

2

ď }g}2L2pΩq ,

we see that fk á 0 in L2pΩq.

We can often arrive at the same conclusion by more elementary arguments.

Example 1.64. Let ukpxq “ sinpkxq and let Ω “ p0, 2πq. In this case the uk á 0 in
L2p0, 2πq, but this sequence does not converge strongly.

So we must show that
ż 2π

0
sinpkxqvpxqdxÑ 0 as k Ñ 8 for all v P L2p0, 2πq. By

Theorem 1.42, we see that C 1pr0, 2πsq is dense in L2p0, 2πq (as the interval p0, 2πq
is identified with the circle S1 which has no boundary). Thus, we consider our test
function v P C 1pr0, 2πsq so that for some constant M ě 0, max

xPr0,2πs

´

|vpxq| `
ˇ

ˇ

ˇ

dv

dx
pxq

ˇ

ˇ

ˇ

¯

ď

M . Then
ż 2π

0

sinpkxqvpxqdx “ ´
1

k

ż 2π

0

d

dx
cospkxqvpxqdx

“
´vpxq cospkxq

k

ˇ

ˇ

ˇ

2π

0
`

1

k

ż 2π

0

dv

dx
pxq cospkxqdx

ď
1

k

`

´ vp2πq ` vp0q
˘

`
1

k
}v1}L2pΩq} cospk¨q}L2pΩq

ď
C

k
Ñ 0 .

Employing a density argument, we see that
ż 2π

0
sinpkxqvpxqdxÑ 0 as k Ñ 8 for all

v P L2p0, 2πq.
On the other hand,

} sin2
pkxq}2L2p0,2πq “

ż 2π

0

| sinpkxq ´ 0|2dx “
1

k

ż 2πk

0

sin2y dy

“
1

2k
py ´ sin y cos yq

ˇ

ˇ

ˇ

2πk

0
“ π ,

so that sinpkxq does not converge strongly in L2p0, 2πq.
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We have just shown that uk á 0 in L2p0, 2πq, and an interesting question is the
following: what does u2

k weakly converge to? Example 1.64 is an example of a more
general fact that periodic functions weakly converge to their average as the wavelength
tends to zero (see Problem 1.13).

Example 1.65. Let fk “ sin2pkxq and once again, set Ω “ p0, 2πq. We will show
that fk á

1

2
in L2p0, 2πq, which is the same as showing that for all v P L2p0, 2πq,

ż 2π

0

sin2
pkxqvpxqdxÑ

ż 2π

0

v

2
dx . (1.10)

By Lemma 1.36, it suffices to prove (1.10) for all simple functions vpxq, and by linearity
of the integral, we may consider vpxq “ 1p0,aqpxq for some a P p0, 2πq. In this case,
(1.10) reduces to

ż a

0

sin2
pkxqdxÑ

a

2
,

and this follows from the anti-derivative formula given in Example 1.64.

There are essentially three types of mechanisms by which a sequence uk á u in
LppΩq but uk Ñ u in LppΩq. We have just seen examples of the first mechanism:
oscillation, for which ukpxq “ sinpkxq is a nice example. The second mechanism is
concentration, and the sequence ukpxq “ k1{phpkxq for any fixed function h P LppRq;
for example, letting hpxq “ e´|x| for x P R, we see that ukpxq concentrates near the
origin x “ 0, and has unbounded amplitude as k Ñ 8. (In fact, as we shall sees later,
this sequence converges to the Dirac measure in the sense of distribution.) The third
mechanism can be termed ‘escape to 8’, wherein ukpxq “ hpx ` kq for some fixed
h P LppRq.

Returning to example 1.63, we see that the map f ÞÑ }f}LppΩq is continuous, but
not weakly continuous. It is, however, weakly lower-semicontinuous.

Theorem 1.66. If fk á f weakly in LppΩq, then }f}LppΩq ď lim inf
kÑ8

}fk}LppΩq.

Proof. As a consequence of Theorem 1.51,

}f}LppΩq “ sup
}g}LqpΩq“1

ˇ

ˇ

ˇ

ˇ

ż

Ω

fgdx

ˇ

ˇ

ˇ

ˇ

“ sup
}g}LqpΩq“1

lim
nÑ8

ˇ

ˇ

ˇ

ˇ

ż

Ω

fngdx

ˇ

ˇ

ˇ

ˇ

ď sup
}g}LqpΩq“1

lim inf
nÑ8

}fn}LppΩq}g}LqpΩq .

The inequality follows by noting that lim
kÑ8

ˇ

ˇ

ˇ

ż

Ω
fkgdx

ˇ

ˇ

ˇ
“ lim inf

kÑ8

ˇ

ˇ

ˇ

ż

Ω
fkgdx

ˇ

ˇ

ˇ
. ˝



32 CHAPTER 1. A Short Introduction to Lp Spaces

Theorem 1.67. If fk á f in LppΩq, then fk is bounded in LppΩq.

Proof. This is an immediate consequence of the uniform boundedness principle4, by
identifying fk with an element φk of LqpΩq1, and using Theorem 1.51 to conclude that
}φk}LqpΩq1 “ }fk}LppΩq. ˝

An important result in analysis, known as Egoroff’s theorem, is useful in answering
a variety of questions about convergence of sequences of functions.

Theorem 1.68 (Egoroff’s Theorem). Suppose that |Ω| ă 8 and fkpxq Ñ fpxq for
all x P Ω. Then for each ε ą 0, there exists E Ď Ω with |E| ă ε such that fk Ñ f

uniformly on EA.

We use the notation EA to denote the complement of the set E in Ω.

Proof. For each δ ą 0 and each k P N, we define the subsets

Eδ
k “

 

x P Ω
ˇ

ˇ |fjpxq ´ fpxq| ě δ for some j ě k
(

.

Since fjpxq Ñ fpxq for all x P Ω, it follows that
8
Ş

k“1

Eδ
k “ H for each δ ą 0, so that

|Eδ
k| Ñ 0 as k Ñ 8.
If for each ε ą 0, we set δ “ 2´k, then there exists a positive integer Nk such that

ˇ

ˇE2´k

Nk

ˇ

ˇ ď 2´kε .

We define the set

E “
8
ď

k“1

E2´k

Nk
.

Then |E| ď ε and if x P U A and j ě Nk, then |fjpxq ´ fpxq| ă 2´k, which provides the
uniform convergence on the complement of E. ˝

4The uniform boundedness principle is a fundamental theorem of functional analysis: Suppose X
and Y are Banach spaces and F is a collection of continuous linear operators from X to Y . If

sup
LPF

}Lpxq}Y ă 8 for all x P X ,

then
sup
LPF

}L}BpX,Y q :“ sup
LPF,}x}“1

}Lpxq}Y ă 8 .
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Theorem 1.69. Suppose that Ω Ď Rn is a bounded domain, and

sup
k
}fk}LppΩq ďM ă 8 and fk Ñ f a.e.

If 1 ă p ă 8, then fk á f in LppΩq.

Proof. Egoroff’s theorem states that for all ε ą 0, there exists E Ď Ω such that
µpEq ă ε and fk Ñ f uniformly on EA. By definition, fk á f in LppΩq for p P p1,8q
if

ż

Ω
pfk ´ fqgdxÑ 0 for all g P LqpΩq, q “ p

p´ 1
. We have the inequality

ˇ

ˇ

ˇ

ż

Ω

pfk ´ fqgdx
ˇ

ˇ

ˇ
ď

ż

E

|fk ´ f | |g| dx`

ż

EA
|fk ´ f | |g| dx .

Choose n P N sufficiently large, so that |fkpxq ´ fpxq| ď δ for all x P EA. By Hölder’s
inequality,

ż

EA
|fk ´ f | |g| dx ď }fk ´ f}LppEAq}g}LqpEAq ď δµpEAq}g}LqpΩq ď Cδ

for a constant C ă 8.
By the Dominated Convergence Theorem, }fk ´ f}LppΩq ď 2M so by Hölder’s

inequality, the integral over E is bounded by 2M}g}LqpEq. Next, we use the fact that
the integral is continuous with respect to the measure of the set over which the integral
is taken. In particular, if 0 ď h is integrable, then for all δ ą 0, there exists ε ą 0

such that if the set Eε has measure µpEεq ă ε, then
ż

Eε

hdx ď δ. To see this, either

approximate h by simple functions, or use the Dominated Convergence theorem for
the integral

ż

Ω
1Eεpxqhpxqdx. ˝

Remark 1.70. The proof of Theorem 1.69 does not work in the case that p “ 1, as
Hölder’s inequality gives

ż

E

|fk ´ f | |g| dx ď }fk ´ f}L1pΩq}g}L8pEq ,

so we lose the smallness of the right-hand side.

Remark 1.71. Suppose that E Ď Ω is bounded and measurable, and let g “ 1E. If
fn á f in LppΩq, then

ż

E

fkpxqdxÑ

ż

E

fpxqdx;

hence, if fk á f , then the average of fn converges to the average of f pointwise.
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Remark 1.72. If uk á u in LppΩq and vk Ñ v in LqpΩq, then
ż

Ω
ukvkdxÑ

ż

Ω
uvdx.

Remark 1.73. For 1 ă p ă 8, if uk á u in LppΩq and }u}LppΩq “ lim
kÑ8

}uk}LppΩq,
then uk Ñ u in LppΩq strongly.

1.6 Exercises

Problem 1.1. Use the Monotone Convergence Theorem to prove Fatou’s Lemma.

Problem 1.2. Use Fatou’s Lemma to prove the Dominated Convergence Theorem.

Problem 1.3. Let Ω denote an open subset of Rn. If f P L1pΩq X L8pΩq, show
that f P LppΩq for 1 ă p ă 8. If |Ω| ă 8, then show that lim

pÕ8
}f}Lp “ }f}L8 . (Hint:

For ε ą 0, you can prove that the set E “ tx P Ω : |fpxq| ą }f}L8 ´ εu has positive
Lebesgue measure, and the inequality r}f}L8 ´ εs1E ď |f | holds.) Can you remove
the assumption that |Ω| ă 8?

Problem 1.4. Theorem 1.30 states that if 1 ď p ă 8, f P Lp, tfnu Ď Lp, fn Ñ f

a.e., and lim
nÑ8

}fn}Lp “ }f}Lp , then lim
nÑ8

}fn ´ f}Lp Ñ 0. Show by an example that
this theorem is false when p “ 8.

Problem 1.5. Show that equality holds in the inequality

aλb1´λ
ď λa` p1´ λqb, λ P p0, 1q, a, b ě 0

if and only if a “ b. Use this to show that if f P Lp and g P Lq for 1 ă p, q ă 8 and
1

p
`

1

q
“ 1, then

ż

Ω

|fg|dx “ }f}Lp }g}Lq

holds if and only if there exists two constants C1 and C2 (not both zero) such that
C1|f |

p “ C2|g|
q holds.

Problem 1.6. Use the result of Problem 1.5 to prove that if f, g P L3pΩq satisfy

}f}L3 “ }g}L3 “

ż

Ω

f 2 g dx “ 1 ,

then g “ |f | a.e.
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Problem 1.7. If for j “ 1, 2 and pj P r1,8s and uj P L
pj , show that u1u2 P L

r

provided that 1

r
“

1

p1
`

1

p2
and

}u1u2}Lr ď }u1}Lp1 }u2}Lp2 .

Show that this implies that the generalized Hölder’s inequality, which states that if

for j “ 1, ...,m and pj P r1,8s with
m
ř

j“1

1

pj
“ 1, then

ż

Rn

|u1 ¨ ¨ ¨ um| dx ď }u1}Lp1 ¨ ¨ ¨ }um}Lpm .

Problem 1.8. (a) Let fn and gn denote two sequences in LppΩq with 1 ď p ď 8

such that fn Ñ f in LppΩq gn Ñ g in LppΩq. Set hn “ maxtfn, gnu and prove
that hn Ñ h in LppΩq, where h “ maxtf, gu.

(b) Let fn be a sequence in LppΩq with 1 ď p ă 8 and let gn be a bounded sequence
in L8pΩq. Assume that fn Ñ f in LppΩq and that gn Ñ g a.e. Prove that
fngn Ñ fg in LppΩq.

Problem 1.9. Let 1 ď p ă 8 and 1 ď q ď 8.

(a) Prove that L1pΩq X L8pΩq is a dense subset of LppΩq.

(b) Prove that the set
 

f P LppΩq X LqpΩq
ˇ

ˇ }f}LqpΩq ď 1
(

is closed in LppΩq.

(c) Let fn be a sequence in LppΩq X LqpΩq and let f P LppΩq. Assume that

fn Ñ f in LppΩq and }fn}LqpΩq ď C .

Prove that f P LrpΩq and that fn Ñ f in LrpΩq for every r between p and q,
r ‰ q.

Problem 1.10. Assume |Ω| ă 8.

(a) Let f P
Ş

1ďpă8

LppΩq and assume that there is a constant C such that

}f}LppΩq ď C @ 1 ď p ă 8 .

Prove that f P L8pΩq.
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(b) Construct an example of a function f P
Ş

1ďpă8

LppΩq such that f R L8pΩq with

Ω “ p0, 1q.

Problem 1.11. Given f P L1pS1q, 0 ă r ă 1, define

Prfpθq “
8
ÿ

n“´8

f̂nr
|n|einθ, pfn “

1

2π

ż 2π

0

fpθqe´inθdθ .

Show that

Prfpθq “ pr ˙ fpθq “
1

2π

ż 2π

0

prpθ ´ φqfpφqdφ ,

where

prpθq “
8
ÿ

n“´8

r|n|einθ “
1´ r2

1´ 2r cos θ ` r2
.

Show that 1

2π

ż 2π

0
prpθqdθ “ 1.

Problem 1.12. If f P LppS1q, 1 ď p ă 8, show that

Prf Ñ f in LppS1
q as r Õ 1 .

Problem 1.13. Suppose that Y “ r0, 1sn is the unit square in Rn and let apyq denote

a Y -periodic function in L8pRnq. For ε ą 0, let aεpxq “ a
`x

ε

˘

, and let ā “
ż

Y
apyqdy

denote the average value of a. Prove that aε
˚
á ā as ε Ñ 0. Prove the same results

for L8pRnq replaced by LppRnq, p ě 1, and weak-˚ convergence replaced by weak
convergence.

Problem 1.14. Let fn “
?
n1p0, 1

n
q. Prove that fn á 0 in L2p0, 1q, that fn Ñ 0 in

L1p0, 1q, but that fn does not converge strongly in L2p0, 1q.

Problem 1.15. Let X Ď L1pΩq denote a closed vector space in L1pΩq, and suppose
that X Ď

Ť

1ăqď8

LqpΩq. Use the Baire category theorem (Theorem B.11) and the sets

Xn “
 

f P X X L1`1{n
pΩq

ˇ

ˇ }f}L1`1{npΩq ď n
(

, n P N ,

to prove that there exists some p ą 1 for which X Ď LppΩq.
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Problem 1.16. Let v : Ω Ñ R denote a measurable function and suppose that for
1 ď q ď p ă 8,

uv P LqpΩq @u P LppΩq .

Use the closed graph theorem (Theorem B.16) to prove that v P L
pq
p´q pΩq.

Problem 1.17. Prove that the space C 0
c pRnq is dense in LppRnq for any p P r1,8q.

(We use the notation C 0
c pRnq to denote the space of continuous functions on Rn with

compact support.)

Problem 1.18. For u P C 0pRn;Rq, sptpuq is the closure of the set tx P Rn : upxq ‰

0u, but this definition may not make any sense for functions u P LppΩq; for example,
what is the support 1Q, the indicator over the rational numbers?

Let u : Rn Ñ R, and let tΩαuαPA denote the collection of all open sets on Rn such
that for each α P A, u “ 0 a.e. on Ωα. Define Ω “

Ť

αPA

Ωα. Prove that u “ 0 a.e. on Ω.

The support of u, sptpuq is ΩA, the complement of Ω. Notice that if v “ w a.e. on
Rn, then sptpvq “ sptpwq; furthermore, if u P C 0pRnq, then ΩA “

 

x P Rn
ˇ

ˇupxq ‰ 0
(

.
(Hint. Since A is not necessary countable, it is not clear that f “ 0 a.e. on Ω, so

find a countable family Un of open sets in Rn such that every open set on Rn is the
union of some of the sets from tUnu.)

Problem 1.19. Prove that if u P L1pRnq and v P LppRnq for 1 ď p ď 8, then

sptpu˙ vq Ď sptpuq ` sptpvq .

Problem 1.20. (a) Let u P C 0
c pRnq and v P L1

locpRnq. Show that u ˙ v is well-
defined for all x P Rn and that u ˚ v P C pRnq.

(b) If for k P N, u P C k
c pRnq, then show that u˙ v P C kpRnq and that Dαpu˙ vq “

pDαuq˙ v for all α P Zn
` with |α| ď k.

Problem 1.21. (a) If u P LppRnq for 1 ď p ă 8, and uε “ ηε ˙ u, show that
uε Ñ u in LppRnq as εÑ 0.

(b) Let Ω denote an open and smooth subset of Rn. Prove that C8
c pΩq is dense in

LppΩq for 1 ď p ă 8.

Problem 1.22. Prove that if u P L1
locpΩq satisfies

ż

Ω
upxqvpxqdx “ 0 for all v P

C8
c pΩq, then u “ 0 a.e. in Ω.
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Problem 1.23. For w : RÑ R, define the sequence unpxq “ wpx` nq.

(a) Suppose that w P LppRq for 1 ă p ă 8. Prove that un á 0 in LppRq.

(b) Suppose w P L8pRq. For δ ą 0, define

Eδ “
 

x P R
ˇ

ˇ |wpxq| ą δ
(

.

Suppose that wpxq Ñ 0 as |x| Ñ 0 in the following weak sense: |Eδ| ă 8 for all
δ ą 0. Prove that un

˚
á 0 in L8pRq.

(c) For w “ 1p0,1q, prove that there does not exist a subsequence unk that converges
weakly in L1pRq. (Hint. Argue by contradiction, and use a piecewise constant
test function that alternates sign on each adjacent interval.)

Problem 1.24. Let u P L8pRnq and let ηε be the mollifiers from Definition 1.38.
For ε ą 0 consider the sequence ψε P L8pRnq such that

}ψε}L8pRnq ď 1 @ ε ą 0 and ψε Ñ ψ a.e. in Rn ,

and define
vε “ ηε ˙ pψε uq and v “ ψ u .

(a) Prove that vε ˚
á v in L8pRnq.

(b) Prove that vε Ñ v in L1pBq for every ball B Ď Rn.

Problem 1.25.

(a) For u P L8pΩq, Ω Ď Rn, prove that there exists a sequence un P C8
c pΩq such

that

1. }un}L8pΩq ď }u}L8pΩq for all n P N;

2. un Ñ u a.e. on Ω;

3. un
˚
á u in L8pΩq.

(b) If u ě 0 a.e. in Ω, show that the sequence un constructed above can be chosen
to satisfy

4. un ě 0 a.e. in Ω .

(c) Show that C8
c pΩq is dense in L8pΩq with respect to the weak-˚ topology.



Chapter 2

Introduction to Sobolev Spaces

2.1 Integration Formulas in Multiple Dimensions

The divergence theorem and its corollaries are fundamental to analysis in multiple
space dimensions.

Theorem 2.1 (Divergence Theorem). Let Ω Ď Rn be a Lipschitz domain; that
is, BΩ locally is the graph of a Lipschitz function, and w “ pw1, ¨ ¨ ¨ , wnq P C 1psΩq with
outward pointing normal N . Then

ż

Ω

divw dx “

ż

BΩ

w ¨ NdS .

Now suppose that f is a scalar C 1-function, and N “ pN1, ¨ ¨ ¨ ,Nnq . By setting
w “ fei , where ei is the unit vector pointing to the positive xi-axis, then the divergence
theorem implies

ż

Ω

fxi dx “

ż

BΩ

fNidS .

Suppose further that f is the product of two C 1-functions h and g ; then, the equality
above shows that

ż

Ω

ghxi dx “

ż

BΩ

ghNidS ´

ż

Ω

gxih dx .

This is the multi-dimensional version of integration-by-parts.
Let Ω be a domain for which the divergence theorem holds and let u P C 2psΩq and

v P C 1psΩq-functions. Then we have Green’s first identity:
ż

Ω

∇v ¨∇u dx`
ż

Ω

v∆u dx “

ż

Ω

divpv∇uq dx “
ż

BΩ

v
Bu

BN
dS , (2.1)

39
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where ∆ “
B 2

Bx2
1

` ¨ ¨ ¨ `
B 2

Bx2
n

. Suppose v P C 2psΩq as well. Interchanging u and v in

(2.1) and forming the difference of the two equalities, we obtain Green’s second
identity:

ż

Ω

pv∆u´ u∆vq dx “

ż

BΩ

”

v
Bu

BN
´ u

Bv

BN

ı

dS (2.2)

2.2 Weak Derivatives

Definition 2.2 (Test functions). For Ω Ď Rn, set

C8
c pΩq “

 

u P C8
pΩq

ˇ

ˇ sptpuq Ď VĂĂΩ
(

,

the collection of smooth functions with compact support. Traditionally DpΩq is often
used to denote C8

c pΩq, and DpΩq is often referred to as the space of test functions.

For u P C 1pRq, we can define du
dx

by the integration-by-parts formula; namely,

ż

R

du

dx
pxqϕpxq dx “ ´

ż

R
upxq

dϕ

dx
pxq dx @ϕ P C8

c pRq . (2.3)

Notice, however, that the right-hand side is well-defined, whenever u P L1
locpRq

Definition 2.3. An element α P Nn (nonnegative integers) is called a multi-index.

For such an α “ pα1, ..., αnq, we write Dα “
Bα1

Bxα1
1

¨ ¨ ¨
Bαn

Bxαnn
and |α| “ α1 ` ¨ ¨ ¨ ` αn.

Example 2.4. Let n “ 2. If |α| “ 0, then α “ p0, 0q; if |α| “ 1, then α “ p1, 0q or
α “ p0, 1q. If |α| “ 2, then α “ p2, 0q, p1, 1q or p0, 2q.

Definition 2.5 (Weak derivative). Suppose that u P L1
locpΩq. Then vα P L1

locpΩq is
called the αth weak derivative of u, written vα “ Dαu, if

ż

Ω

upxqDαϕpxq dx “ p´1q|α|
ż

Ω

vαpxqϕpxq dx @ϕ P C8
c pΩq .

Example 2.6. Let n “ 1 and set Ω “ p0, 2q. Define the function

upxq “

"

x 0 ď x ă 1 ,
1 1 ď x ď 2 .
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Then the function
vpxq “

"

1 0 ď x ă 1 ,
0 1 ď x ď 2 ,

is the weak derivative of u. To see this, note that for ϕ P C8
c

`

p0, 2q
˘

,
ż 2

0

upxq
dϕ

dx
pxq dx “

ż 1

0

x
dϕ

dx
pxq dx`

ż 2

1

dϕ

dx
pxq dx

“ ´

ż 1

0

ϕpxq dx` xϕpxq
ˇ

ˇ

ˇ

x“1

x“0
` ϕpxq

ˇ

ˇ

ˇ

x“2

x“1
“ ´

ż 1

0

ϕpxq dx

“ ´

ż 2

0

vpxqϕpxq dx .

Example 2.7. Let n “ 1 and set Ω “ p0, 2q. Define the function

upxq “

"

x 0 ď x ă 1 ,
2 1 ď x ď 2 .

Then the weak derivative does not exist!
To prove this, assume for the sake of contradiction that there exists v P L1

locpΩq

such that for all ϕ P C8
c

`

p0, 2q
˘

,
ż 2

0

vpxqϕpxq dx “ ´

ż 2

0

upxq
dϕ

dx
pxq dx .

Then
ż 2

0

vpxqϕpxq dx “ ´

ż 1

0

x
dϕ

dx
pxq dx´ 2

ż 2

1

dϕ

dx
pxq dx

“

ż 1

0

ϕpxq dx´ ϕp1q ` 2ϕp1q “

ż 1

0

ϕpxq dx` ϕp1q .

Suppose that tϕju8j“1 is a sequence in C8
c p0, 2q such that ϕjp1q “ 1 and ϕjpxq Ñ 0

for x ‰ 1. Then

1 “ ϕjp1q “

ż 2

0

vpxqϕjpxq dx´

ż 1

0

ϕjpxq dxÑ 0 ,

which provides the contradiction.

Definition 2.8. For p P r1,8s, define

W 1,p
pΩq “

 

u P LppΩq
ˇ

ˇweak derivative of u exists, and Du P LppΩq
(

,

where Du is the weak derivative of u.
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Example 2.9. Let n “ 1 and set Ω “ p0, 1q. Define the function upxq “ sin
1

x
. Then

u P L1p0, 1q and du

dx
“ ´

cosp1{xq

x2
P L1

locp0, 1q, but u R W 1,ppΩq for any p.

Definition 2.10. In the case p “ 2, we set H1pΩq “ W 1,ppΩq.

Example 2.11. Let Ω “ Bp0, 1q Ď R2 and set upxq “ |x|´α. We want to determine
the values of α for which u P H1pΩq.

Since |x|´α “
3
ř

j“1

pxjxjq
´α{2, then B

Bxi
|x|´α “ ´α|x|´α´2xi is well-defined away

from x “ 0.

Step 1. We show that u P L1
locpΩq. To see this, note that

ż

Ω
|x|´α dx “

ż 2π

0

ż 1

0
r´αrdrdθ ă

8 whenever α ă 2.

Step 2. Set the vector vpxq “ ´α|x|´α´2x (so that each component is given by
vipxq “ ´α|x|

´α´2xi). We show that
ż

Bp0,1q

upxqDϕpxq dx “ ´

ż

Bp0,1q

vpxqϕpxq dx @ϕ P C8
c pBp0, 1qq .

To see this, let Ωδ “ Bp0, 1q ´Bp0, δq, let n denote the unit normal to BΩδ (pointing
toward the origin). Integration by parts yields

ż

Ωδ

|x|´αDϕpxq dx “

ż 2π

0

δ´αϕpxqnpxqδdθ ` α

ż

Ωδ

|x|´α´2xϕpxq dx .

Since lim
δÑ0

δ1´α

ż 2π

0
ϕpxqnpxqdθ “ 0 if α ă 1, we see that

lim
δÑ0

ż

Ωδ

|x|´αDϕpxq dx “ lim
δÑ0

α

ż

Ωδ

|x|´α´2xϕpxq dx

Since
ż 2π

0

ż 1

0
r´α´1rdrdθ ă 8 if α ă 1, the Dominated Convergence Theorem shows

that v is the weak derivative of u.

Step 3. v P L2pΩq, whenever
ż 2π

0

ż 1

0
r´2α´2rdrdθ ă 8 which holds if α ă 0.

Remark 2.12. Note that if the weak derivative exists, it is unique. To see this,
suppose that both v1 and v2 are the weak derivative of u on Ω. Then

ż

Ω
pv1´v2qϕdx “ 0

for all ϕ P C8
c pΩq, so that v1 “ v2 a.e.
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Theorem 2.13 (Product rule). For u P W k,ppΩq and ζ P C8
c pΩq, the product

ζu P W k,ppΩq and

Dα
pζuq “

ÿ

|β|ď|α|

ˆ

α

β

˙

Dβζ Dα´βu , (2.4)

where
ˆ

α

β

˙

“
|α|!

|β|! |α´ β|!
.

Proof. We begin with the case that |α| “ 1. We suppose that vα is the αth weak
derivative of u. Then, for all test funtions ϕ P C8

c pΩq,
ż

Ω

ζuDαϕdx “

ż

Ω

ruDα
pζϕq ´ upDαζqϕs dx “

ż

Ω

r´ζvα ´ uDαζsϕdx ,

where we have used the fact that ζϕ P C8
c pΩq.

Having established (2.4) for |α| “ 1, we now use an induction argument. Assume
that (2.4) holds for all |α| ď ` and all functions ζ P C8pΩq. Choose a multi-index α
with |α| “ `` 1. Then α “ β ` γ for some |β| “ `, |γ| “ 1. Then for ϕ as above,

ż

Ω

ζuDαϕdx “

ż

Ω

ζuDβ
pDγϕq dx “ p´1q|β|

ż

Ω

ÿ

|σ|ď|β|

ˆ

β

σ

˙

DσζDβ´σuDγϕdx

“ p´1q|β|`|γ|
ż

Ω

ÿ

|σ|ď|β|

ˆ

β

σ

˙

Dγ
pDσζDβ´σuqϕdx

“ p´1q|α|
ż

Ω

ÿ

|σ|ď|β|

ˆ

β

σ

˙

“

DρζDα´ρu`DσζDα´σu
‰

ϕdx

“ p´1q|α|
ż

Ω

”

ÿ

|σ|ď|α|

ˆ

α

σ

˙

DσζDα´σu
ı

ϕdx ,

where ρ “ σ ` γ in the fourth equality, and the fifth equality follows since
ˆ

β

σ ´ γ

˙

`

ˆ

β

σ

˙

“

ˆ

α

σ

˙

. ˝

2.3 Definition of Sobolev Spaces

Definition 2.14. For integers k ě 0 and 1 ď p ď 8,

W k,p
pΩq “

 

u P L1
locpΩq

ˇ

ˇDαu exists and is in LppΩq for |α| ď k
(

.
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Definition 2.15. For u P W k,ppΩq define

}u}Wk,ppΩq “

´

ÿ

|α|ďk

}Dαu}pLppΩq

¯
1
p for 1 ď p ă 8 ,

and
}u}Wk,8pΩq “

ÿ

|α|ďk

}Dαu}L8pΩq .

The function } ¨ }Wk,ppΩq is clearly a norm since it is a finite sum of Lp norms.

Definition 2.16. A sequence uj Ñ u in W k,ppΩq if lim
jÑ8

}uj ´ u}Wk,ppΩq “ 0.

Theorem 2.17. W k,ppΩq is a Banach space.

Proof. Let uj denote a Cauchy sequence in W k,ppΩq. It follows that for all |α| ď k,
Dαuj is a Cauchy sequence in LppΩq. Since LppΩq is a Banach space (see Theorem
1.32), for each α there exists uα P LppΩq such that

Dαuj Ñ uα in LppΩq .

When α “ p0, ..., 0q we set u :“ up0,...,0q so that uj Ñ u in LppΩq. We must show that
uα “ Dαu.

For each ϕ P C8
c pΩq,

ż

Ω

uDαϕdx “ lim
jÑ8

ż

Ω

ujD
αϕdx “ p´1q|α| lim

jÑ8

ż

Ω

Dαujϕdx

“ p´1q|α|
ż

Ω

uαϕdx ;

thus, uα “ Dαu and hence Dαuj Ñ Dαu in LppΩq for each |α| ď k, which shows that
uj Ñ u in W k,ppΩq. ˝

Definition 2.18. For integers k ě 0 and p “ 2, we define

Hk
pΩq “ W k,2

pΩq .

HkpΩq is a Hilbert space with inner-product given by

pu, vqHkpΩq “
ÿ

|α|ďk

pDαu,DαvqL2pΩq .
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2.4 A Simple Version of the Sobolev Embedding The-
orem

For two Banach spaces B1 and B2, we say that B1 is continuously embedded in B2,
denoted by B1 ãÑB2, if }u}B2 ď C}u}B1 for some constant C and for u P B1. We wish
to determine which Sobolev spaces W k,ppΩq can be continuously embedded in the
space of continuous functions. To motivate the type of analysis that is to be employed,
we study a special case.

Theorem 2.19 (Sobolev embedding in 2-D). For kp ą 2,

max
xPR2

|upxq| ď C}u}Wk,ppR2q @u P C8
c pΩq . (2.5)

Proof. Given u P C8
c pΩq, we prove that for all x P sptpuq,

|upxq| ď C}Dαupxq}LppΩq @ |α| ď k .

By choosing a coordinate system centered about x, we can assume that x “ 0; thus, it
suffices to prove that

|up0q| ď C}Dαupxq}LppΩq @ |α| ď k .

Let g P C8pr0,8qq with 0 ď g ď 1, such that gpxq “ 1 for x P
“

0,
1

2

‰

and gpxq “ 0 for

x P
“3

4
,8

˘

.
By the fundamental theorem of calculus,

up0q “ ´

ż 1

0

B rrgprqupr, θqsdr “ ´

ż 1

0

B rr B rrgprqupr, θqsdr

“

ż 1

0

r B 2
rrgprqupr, θqsdr “

p´1qk

pk ´ 1q!

ż 1

0

rk´1
B
k
r rgprqupr, θqsdr

“
p´1qk

pk ´ 1q!

ż 1

0

rk´2
B
k
r rgprqupr, θqsrdr .

Integrating both sides from 0 to 2π, we see that

up0q “
p´1qk

2πpk ´ 1q!

ż 2π

0

ż 1

0

rk´2
B
k
r rgprqupr, θqsrdrdθ .

The change of variables from Cartesian to polar coordinates is given by

xpr, θq “ r cos θ , ypr, θq “ r sin θ .
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By the chain rule,

B rupxpr, θq, ypr, θqq “ B xu cos θ ` B yu sin θ ,

B
2
rupxpr, θq, ypr, θqq “ B

2
xu cos2 θ ` 2B 2

xyu cos θ sin θ ` B 2
yu sin2 θ

...

It follows that B kr “
ř

|α|ďk

aαpθqD
α, where aα consists of trigonometric polynomials of

θ, so that

up0q “
p´1qk

2πpk ´ 1q!

ż

Bp0,1q

rk´2
ÿ

|α|ďk

aαpθqD
α
rgprqupxqs dx

ď C}rk´2
}LqpBp0,1qq

ÿ

|α|ďk

}Dα
pguq}LppBp0,1qq

ď C
´

ż 1

0

r
ppk´2q
p´1 rdr

¯

p´1
p
}u}Wk,ppR2q .

Hence, we require ppk ´ 2q

p´ 1
` 1 ą ´1 or kp ą 2. ˝

2.5 Approximation of W k,ppΩq by Smooth Functions

Define Ωε “
 

x P Ω
ˇ

ˇ distpx, BΩq ą ε
(

.

Definition 2.20. A sequence uj Ñ u in W k,p
loc pΩq if uj Ñ u in W k,pprΩq for each

rΩĂĂΩ.

Theorem 2.21 (local approximation). For integers k ě 0 and 1 ď p ă 8, let

uε “ ηεˇu in Ωε ,

where ηε is the standard mollifier defined in Definition 1.38. Then

(A) uε P C8pΩεq for each ε ą 0, and

(B) uε Ñ u in W k,p
loc pΩq as εÑ 0.
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Proof. Theorem 1.42 proves part (A). Next, let vα denote the the α-th weak partial
derivative of u. To prove part (B), we show that Dαuε “ ηεˇ v

α in Ωε. For x P Ωε,

Dαuεpxq “ Dα

ż

Ω

ηεpx´ yqupyqdy “

ż

Ω

Dα
xηεpx´ yqupyqdy

“ p´1q|α|
ż

Ω

Dα
y ηεpx´ yqupyqdy

“

ż

Ω

ηεpx´ yqv
α
pyqdy “ pηεˇ v

α
qpxq .

By part (D) of Theorem 1.42, Dαuε Ñ vα in LplocpΩq. ˝

We next consider the case that Ω is bounded, and some improvements of the above
local approximation result.

Theorem 2.22 (Global approximation on Ω). For Ω Ď Rn open and bounded, and
for u P W k,ppΩq, 1 ď p ă 8, there exists functions uj P C8pΩq XW k,ppΩq such that
uj Ñ u in W k,ppΩq.

Proof. For k “ 1, 2, 3, ..., we define the open set

Ωk “
 

x P Ω
ˇ

ˇ distpx, BΩq ą
1

k

(

,

so that Ω “
8
Ť

k“1

Ωk. Next, we define the “annular” regions ωk “ Ωk`3zΩk`1. We choose

an additional open set ω0ĂĂΩ such that Ω “
8
Ť

k“0

ωk.

Let ζk denote a smooth partition of unity subordinate to the cover ωk. By Theorem
2.13, ζku P W k,ppΩq, and sptpζkuq Ď ωk. By Theorem 2.21, for each δ ą 0, we can
choose εk sufficiently small so that

uεk “ ηεk ˙ pζkuq

is smooth and satisfies

}uεk ´ ζku}Wk,ppΩq ď
δ

2k`1
for k “ 0, 1, 2, .... ,

with sptpuεkq Ď Ωk`4zĎΩk.
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We let v “
8
ř

k“0

uεk . Since for each open set rΩĂĂΩ, there are only finitely many

nonzero terms in the sum, we see that v P C8pΩq, and since u “
8
ř

k“0

ζku, for each

rΩĂĂΩ

}v ´ u}Wk,ppΩq ď

8
ÿ

k“0

}uεk ´ ζku}Wk,ppΩq ď δ
8
ÿ

k“0

1

2k`1
“ δ .

By taking the supremum over open sets rΩĂĂΩ, we conclude that }v ´ u}Wk,ppΩq ď δ.
˝

Theorem 2.23 (Global approximation on Ω). Suppose that Ω Ď Rn is a smooth,
open, bounded subset, and that u P W k,ppΩq for some 1 ď p ă 8 and k P N. Then
there exists a sequence tuju8j“1 Ď C8psΩq such that

uj Ñ u in W k,p
pΩq .

Proof. We employ Theorem 2.43 (which will be proven below) to obtain an extension
Eu of u such that

Eu “ u in Ω , and }Eu}Wk,ppRnq ď C}u}Wk,ppΩq .

Choose vj P C8
c pRnq so that vj Ñ Eu in W k,ppRnq, and define uj “ vj|sΩ; that is, uj is

the restriction of vj to sΩ. Then clearly uj P C8psΩq, and

}uj ´ u}Wk,ppΩq ď }vj ´ Eu}Wk,ppRnq Ñ 0 as j Ñ 8 . ˝

Remark 2.24. Using these global approximation theorems, it follows that the
inequality (2.5) holds for all u P W k,ppR2q.

2.6 Hölder Spaces

Recall that for Ω Ď Rn open and smooth, the class of Lipschitz functions u : Ω Ñ R
satisfies the estimate

|upxq ´ upyq| ď C|x´ y| @x, y P Ω

for some constant C.
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Definition 2.25 (Classical derivative). A function u : Ω Ñ R is differentiable at
x P Ω if there exists f : Ω Ñ L pRn;Rq such that

|upxq ´ upyq ´ fpxq ¨ px´ yq|

|x´ y|
Ñ 0 .

We call fpxq the classical derivative (or gradient) of upxq, and denote it by Dupxq.

Definition 2.26. If u : Ω Ñ R is bounded and continuous, then

}u}C 0psΩq “ max
xPΩ

|upxq| .

If in addition u has a continuous and bounded derivative, then

}u}C 1psΩq “ }u}C 0psΩq ` }Du}C 0psΩq .

The Hölder spaces interpolate between C 0psΩq and C 1psΩq.

Definition 2.27. For 0 ă γ ď 1, the space C 0,γpsΩq consists of those functions for
which

}u}C 0,γpsΩq :“ }u}C 0psΩq ` rusC 0,γpsΩq ă 8 ,

where the γth Hölder semi-norm rusC 0,γpsΩq is defined as

rusC 0,γpsΩq “ max
x,yPΩ
x‰y

´

|upxq ´ upyq|

|x´ y|γ

¯

.

The space C 0,γpsΩq is a Banach space.

2.7 Morrey’s Inequality

We can now offer a refinement and extension of the simple version of the Sobolev
Embedding Theorem 2.19.

Theorem 2.28 (Morrey’s inequality). Let Br Ď Rn denote a ball of radius r, and
let n ă p ď 8. For x, y P Br

|upxq ´ upyq| ď C|x´ y|1´
n
p }Du}LppBrq @u P W 1,p

pBrq . (2.6)
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Notation 2.29 (Averaging). Let Bp0, 1q Ď Rn. The volume of Bp0, 1q is given by

αn “
π

n
2

Γpn
2 ` 1q

and the surface area is |Sn´1| “ nαn. We define

´

ż

Bpx,rq

fpyqdy “
1

αnrn

ż

Bpx,rq

fpyqdy

´

ż

BBpx,rq

fpyqdS “
1

nαnrn´1

ż

BBpx,rq

fpyqdS .

Lemma 2.30. Let Br Ď Rn denote a ball of radius r and let u P C 1pĎBrq XW
1,ppBrq

for p ą n. Then, with ū “ ´
ż

Br

upyqdy, for all x P Br,

|ū´ upxq| ď Cr1´n{p
}Du}LppBrq . (2.7)

Proof. By the fundamental theorem of calculus, for y P Br,

upyq ´ upxq “

ż 1

0

d

dt
upx` tpy ´ xqqdt “

ż 1

0

Dupx` tpy ´ xqq ¨ py ´ xqdt ,

so that

|upyq ´ upxq| ď 2r

ż 1

0

|Dupx` tpy ´ xqq|dt ,

and hence

´

ż

Br

|upyq ´ upxq|dy ď
2r

|Br|

ż

Br

ż 1

0

|Dupx` tpy ´ xqq|dtdy .

It follows that

|ū´ upxq| ď Cr1´n

ż

Br

ż 1

0

|Dupx` tpy ´ xqq|dtdy

ď Cr1´n

ż 1

0

ż

Br

|Dupx` tpy ´ xqq|dydt .

We define the change of variable zpyq “ x` tpy ´ xq so that | detDzy| “ 1{tn. Then
by the change-of-variables formula,

|ū´ upxq| ď Cr1´n

ż 1

0

ż

Btr

|Dupzq|dz t´ndt .

By Hölder’s inequality,
ż

Btr

|Dupzq|dy ď }Du}LppBtrq|Btr|
1{q
ď C}Du}LppBrqptrq

n{q ,
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where 1

q
“ 1´

1

p
is the conjugate exponent to p. Hence,

|ū´ upxq| ď Cr1´n{p
}Du}LppBrq

ż 1

0

t´n{pdt ď Cr1´n{p
}Du}LppBrq ,

the last inequality following when p ą n. ˝

Proof of Theorem 2.28. Suppose that u P C 1pĎBrq. By Lemma 2.30,

|ū´ upxq|dy ď Cr1´n{p
}Du}LppBrq @x P Br ,

|ū´ upyq|dy ď Cr1´n{p
}Du}LppBrq @ y P Br.

It follows from the triangle inequality that

|upxq ´ upyq|dy ď Cr1´n{p
}Du}LppBrq @x, y P Br . (2.8)

Given any two points x, y P Rn, there exists a ball Br of radius r “ |x´ y| containing
x and y, which proves (2.6) for u P C 1pĎBrq. For u P W 1,ppBrq, we use a Theorem 2.23,
which provides a sequence uε P C8pĎBrq such that uε Ñ u in W 1,ppBrq. ˝

Morrey’s inequality implies the following embedding theorem.

Theorem 2.31 (Sobolev embedding theorem for k “ 1). There exists a constant
C “ Cpp, nq such that

}u}
C

0,1´n
p pRnq

ď C}u}W 1,ppRnq @u P W 1,p
pRn

q .

Proof. First assume that u P C 1
c pRnq. Given Morrey’s inequality, it suffices to show

that max |u| ď C}u}W 1,ppRnq. Using Lemma 2.30, for all x P Rn,

|upxq| ď

ˇ

ˇ

ˇ

ˇ

upxq ´ ´

ż

Bpx,1q

upyqdy

ˇ

ˇ

ˇ

ˇ

`´

ż

Bpx,1q

|upyq|dy

ď C}Du}LppRnq ` C}u}LppRnq ď C}u}W 1,ppRnq ,

the first inequality following whenever p ą n. Thus,

}u}
C

0,1´n
p pRnq

ď C}u}W 1,ppRnq @u P C 1
c pRn

q . (2.9)

By the density of C8
c pRnq in W 1,ppRnq, there is a sequence tuju8j“1 Ď C8

c pRnq such
that

uj Ñ u P W 1,p
pRn

q .
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By (2.9), for j, k P N,

}uj ´ uk}C 0,1´n
p pRnq

ď C}uj ´ uk}W 1,ppRnq .

Since C 0,1´n
p pRnq is a Banach space, there exists a U P C 0,1´n

p pRnq such that

uj Ñ U in C 0,1´n
p pRn

q .

It follows that U “ u a.e. in Ω. By the continuity of norms with respect to strong
convergence, we see that

}U}
C

0,1´n
p pRnq

ď C}u}W 1,ppRnq

which completes the proof. ˝

In proving the above embedding theorem, we established that for p ą n, we have
the inequality

}u}L8pRnq ď C}u}W 1,ppRnq . (2.10)

We will see later that (2.10), via a scaling argument, leads to the following important
interpolation inequality: for p ą n,

}u}L8pRnq ď Cpn, pq}Du}
n
p

LppRnq
}u}

p´n
p

LppRnq
.

Corollary 2.32 (Sobolev embedding theorem kp ą n). There exists a constant
C “ Cpk, p, nq such that

}u}
C
k´rnp s´1,γ

pRnq

ď C}u}Wk,ppRnq @u P W k,p
pRn

q ,

where

γ “

$

&

%

“n

p

‰

` 1´
n

p
if n

p
R N ,

anyα P RX p0, 1q if n

p
P N .

Proof. The proof follows immediately as a consequence of Theorem 2.31 applied to
weak derivatives of u. ˝

Another important consequence of Morrey’s inequality is the relationship between
the weak and classical derivative of a function. We begin by recalling the definition
of classical differentiability. A function u : Rn Ñ Rm is differentiable at a point x if
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there exists a linear operator L : Rn Ñ Rm such that for each ε ą 0, there exists δ ą 0

with |y ´ x| ă δ implying that

}upyq ´ upxq ´ Lpy ´ xq} ď ε}y ´ x} .

When such an L exists, we write Dupxq “ L and call it the classical derivative.
As a consequence of Morrey’s inequality, we extract information about the classical

differentiability properties of weak derivatives.

Theorem 2.33 (Differentiability a.e.). If Ω Ď Rn, n ă p ď 8 and u P W 1,p
loc pΩq,

then u is differentiable a.e. in Ω, and its gradient equals its weak gradient almost
everywhere.

Proof. We first restrict n ă p ă 8. By a version Lebesgue’s differentiation theorem,
for almost every x P Ω,

lim
rÑ0

´

ż

Bpx,rq

|Dupxq ´Dupzq|pdz “ 0 , (2.11)

where Du denotes the weak derivative of u. Thus, for r ą 0 sufficiently small, we see
that

´

ż

Bpx,rq

|Dupxq ´Dupzq|pdz ă ε .

Fix a point x P Ω for which (2.11) holds, and define the function

wxpyq “ upyq ´ upxq ´Dupxq ¨ py ´ xq .

Notice that wxpxq “ 0 and that

Dywxpyq “ Dupyq ´Dupxq .

Set r “ |x´ y|. Since |upyq´upxq´Dupxq ¨ py´xq| “ |wxpyq´wxpxq|, an application
of the inequality (2.8) that we obtained in the proof of Morrey’s inequality then yields
the estimate

ˇ

ˇupyq ´ upxq ´Dupxq ¨ py ´ xq
ˇ

ˇ ď Cr1´n
p }Dwx}LppBpx,rqq

ď Cr´

ż

Bpx,rq

|Dupyq ´Dupxq|pdz ď C|x´ y|ε

from which it follows that Dupxq is the classical derivative of u at the point x.
The case that p “ 8 follows from the inclusion W 1,8

loc pΩq Ď W 1,p
loc pΩq for all

1 ď p ă 8. ˝
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Theorem 2.34. Let Ω denote an open, bounded, and smooth domain of Rn , and let
u P H1pΩq . Then u is absolutely continuous on almost all straight lines parallel to
the coordinate axes. Moreover, the weak derivatives of u coincides with the classical
derivative of u almost everywhere.

Proof. It suffices to assume that Ω “
 

x P Rn
ˇ

ˇ 0 ă xi ă 1 , 1 ď i ď n
(

, and show that

upxq “

ż xn

0

Bu

Bxn

px1, tqdt
loooooooomoooooooon

”vpxq

`const ,

where the integrand Bu

Bxn
is the weak derivative of u with respect to xn .

Let ω “
 

x P Rn´1
ˇ

ˇ 0 ă xi ă 1 , 1 ď i ď n ´ 1
(

so that Ω “ ω ˆ p0, 1q , and let
ζ P C8

c pωq and ϕ P C8
c p0, 1q be test functions. Since v is absolutely continuous in xn ,

integration by parts implies
ż 1

0

vpx1, tqϕ1ptqdt “ ´

ż 1

0

vxnpx
1, tqϕptqdt ,

where vxn denotes the classical derivative of v with respect to xn. Multiplying both
sides by ζpx1q and integrating over ω , we find that

ż

Ω

vpxqζpx1qϕ1pxnq dx “ ´

ż

Ω

vxnpxqζpx
1
qϕpxnq dx .

By the definition of weak derivative,
ż

Ω

upxqζpx1qϕ1pxnq dx “ ´

ż

Ω

Bu

Bxn

pxqζpx1qϕpxnq dx .

Since the classical derivative vxn is the same as Bu

Bxn
, the right-hand side of the two

equalities above are the same; hence due to the fact that the test function ζ P C8
c pωq

is arbitrary,
ż 1

0

`

upx1, xnq ´ vpx
1, xnq

˘

ϕ1pxnq dxn “ 0

for almost every x1 P ω . As a consequence, by Problem 2.4, we find that

upx1, xnq ´ vpx
1, xnq “ a constant independent of xn

which shows that u is absolutely continuous on almost all straight lines parallel the
xn-axis. ˝
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2.8 The Gagliardo-Nirenberg-Sobolev Inequality

In the previous section, we considered the embedding for the case that p ą n.

Theorem 2.35 (Gagliardo-Nirenberg-Sobolev inequality). For 1 ď p ă n, set
p˚ “

np

n´ p
. Then

}u}Lp˚ pRnq ď Cpp, nq}Du}LppRnq @u P W 1,p
pRn

q .

Proof for the case n “ 2. Suppose first that p “ 1 in which case p˚ “ 2, and we must
prove that

}u}L2pR2q ď C}Du}L1pR2q @u P C 1
c pR2

q . (2.12)

Since u has compact support, by the fundamental theorem of calculus,

upx1, x2q “

ż x1

´8

B 1upy1, x2qdy1 “

ż x2

´8

B 2upx1, y2qdy2

so that

|upx1, x2q| ď

ż 8

´8

|B 1upy1, x2q|dy1 ď

ż 8

´8

|Dupy1, x2q|dy1

and

|upx1, x2q| ď

ż 8

´8

|B 2upx1, y2q|dy2 ď

ż 8

´8

|Dupx1, y2q|dy2 .

Hence, it follows that

|upx1, x2q|
2
ď

ż 8

´8

|Dupy1, x2q|dy1

ż 8

´8

|Dupx1, y2q|dy2

Integrating over R2, we find that
ż 8

´8

ż 8

´8

|upx1, x2q|
2 dx1 dx2

ď

ż 8

´8

ż 8

´8

´

ż 8

´8

|Dupy1, x2q|dy1

ż 8

´8

|Dupx1, y2q|dy2

¯

dx1dx2

ď

´

ż 8

´8

ż 8

´8

|Dupx1, x2q| dx1dx2

¯2

which is (2.12).
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Next, if 1 ď p ă 2, substitute |u|γ for u in (2.12) to find that
´

ż

R2

|u|2γ dx
¯

1
2
ď Cγ

ż

R2

|u|γ´1
|Du| dx

ď Cγ}Du}LppR2q

´

ż

R2

|u|
ppγ´1q
p´1 dx

¯
p´1
p

Choose γ so that 2γ “
ppγ ´ 1q

p´ 1
; hence, γ “ p

2´ p
, and

´

ż

R2

|u|
2p

2´p dx
¯

2´p
2p
ď Cγ}Du}LppR2q ,

so that
}u}

L
2p

2´p pRnq
ď Cp,n}Du}LppRnq (2.13)

for all u P C 1
c pR2q.

Since C8
c pR2q is dense in W 1,ppR2q, there exists a sequence tuju8j“1 Ď C8

c pR2q

such that
uj Ñ u in W 1,p

pR2
q .

Hence, by (2.13), for all j, k P N,

}uj ´ uk}
L

2p
2´p pRnq

ď Cp,n}Duj ´Duk}LppRnq

so there exists U P L
2p

2´p pRnq such that

uj Ñ U in L
2p

2´p pRn
q .

Hence U “ u a.e. in R2, and by continuity of the norms, (2.13) holds for all
u P W 1,ppR2q. ˝

Proof for the general case of dimension n. Following the proof for n “ 2, we see that

|upxq|
n

n´1 ď

n
ź

i“1

´

ż 8

´8

|Dupx1, ..., yi, ..., xnq|dyi

¯
1

n´1

so that
ż 8

´8

|upxq|
n

n´1 dx1 ď

ż 8

´8

n
ź

i“1

´

ż 8

´8

|Dupx1, ..., yi, ..., xnq|dyi

¯
1

n´1
dx1

“

´

ż 8

´8

|Du|dy1

¯
1

n´1

ż 8

´8

n
ź

i“2

´

ż 8

´8

|Du|dyi

¯
1

n´1
dx1

ď

´

ż 8

´8

|Du|dy1

¯
1

n´1
n
ź

i“2

´

ż 8

´8

ż 8

´8

|Du| dx1dyi

¯
1

n´1
,
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where the last inequality follows from Hölder’s inequality.
Integrating the last inequality with respect to x2, we find that

ż 8

´8

ż 8

´8

|upxq|
n

n´1 dx1 dx2 ď

´

ż 8

´8

ż 8

´8

|Du| dx1dy2

¯
1

n´1

ż 8

´8

n
ź

i“1
i‰2

I
1

n´1

i dx2 ,

where
I1 “

ż 8

´8

|Du|dy1 , Ii “

ż 8

´8

ż 8

´8

|Du|dx1dyi for i “ 3, ¨ ¨ ¨ , n .

Applying Hölder’s inequality, we find that
ż 8

´8

ż 8

´8

|upxq|
n

n´1 dx1dx2

ď

´

ż 8

´8

ż 8

´8

|Du| dx1dy2

¯
1

n´1
´

ż 8

´8

ż 8

´8

|Du|dy1 dx2

¯
1

n´1
ˆ

ˆ

n
ź

i“3

´

ż 8

´8

ż 8

´8

ż 8

´8

|Du| dx1 dx2dyi

¯
1

n´1
.

Next, continue to integrate with respect to x3, ..., xn to find that
ż

Rn

|u|
n

n´1 dx ď
n
ź

i“1

´

ż 8

´8

¨ ¨ ¨

ż 8

´8

|Du| dx1 ¨ ¨ ¨ dyi ¨ ¨ ¨ dxn

¯
1

n´1

“

´

ż

Rn

|Du|dx
¯

n
n´1

.

This proves the case that p “ 1. The case that 1 ă p ă n follows identically as in the
proof of n “ 2. ˝

It is common to employ the Sobolev embedding theorems for the case that p “ n

and of particular interest is the case that p “ 2 in dimension n “ 2; as stated, neither
Morrey’s inequality or the Galiardo-Nirenberg inequality can be applied in this setting,
but in fact, we have the following

Theorem 2.36. Suppose that u P H1pR2q. Then for all 2 ď q ă 8,

}u}LqpR2q ď C
?
q }u}H1pR2q .

Proof. We first consider the case that u P C8
c pR2q. Let x and y be points in R2, and

write r “ |x´ y|. Let θ P S1. Introduce spherical coordinates pr, θq with origin at x,
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and let g be the same cut-off function that was used in the proof of Theorem 2.19.
We define Upr, θq :“ gprqupx` reiθq or equivalently, Upy ´ xq “ gp|x´ y|qupyq, were
y “ x` reiθ. Then

Up0, θq “ ´

ż 1

0

BU

Br
pr, θqdr ;

thus

|Up0, θq| ď

ż 1

0

|DUpr, θq|dr .

Using the fact that upxq “ 1

2π

ż 2π

0
Up0, θqdθ, we have that

|upxq| ď
1

2π

ż 2π

0

ż 1

0

r´1
|DUpr, θq|rdrdθ

ď
1

2π

ż

R2

1Bpx,1qpyq|x´ y|
´1
|DUpyq|dy :“ Kˇ |DU | ,

where the integral kernel Kpxq “ 1

2π
1Bp0,1q|x|

´1.

Using Young’s inequality from Theorem 1.48, we obtain the estimate

}Kˇ f}LqpR2q ď }K}LkpR2q}f}L2pR2q for
1

k
“

1

q
´

1

2
` 1 . (2.14)

Using the inequality (2.14) with f “ |DU |, we see that

}u}LqpR2q ď C}DU}L2pR2q

´

ż

Bp0,1q

|y|´kdy
¯

1
k

ď C}DU}L2pR2q

”

ż 1

0

r1´kdr
ı

1
k
ď C}u}H1pR2q

”q ` 2

4

ı
1
k
.

When q Ñ 8, 1

k
Ñ

1

2
and pq ` 2q

1
k ď C

?
q for some C ą 0 independent of k, so

}u}LqpR2q ď C
?
q}u}H1pR2q .

Using the density of C8
c pR2q in H1pR2q completes the proof. ˝

In fact, the above theorem holds more generally for u P W 1,npRnq. Then for all
n ď q ă 8,

}u}LqpRnq ď C
?
q}u}W 1,npRnq .

Remark 2.37. For functions u P C8
c pR2q such that the support of u is contained

in a set Ω with finite measure, the inequality }u}LqpR2q ď C
?
q }u}H1pR2q holds for all

1 ď q ă 8, but the constant depends on |Ω|.
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Evidently, it is not possible to obtain the estimate }u}L8pRnq ď C}u}W 1,npRnq with
a constant C ă 8. The following provides an example of a function in this borderline
situation.

Example 2.38. Let Ω Ď Rn denote the open unit ball in R2. The unbounded
function u “ log log

´

1 `
1

|x|

¯

belongs to W 1,npBp0, 1qq. We show this for the case

that n “ 2.
First, note that

ż

Ω

|upxq|2 dx “

ż 2π

0

ż 1

0

”

log log
´

1`
1

r

¯ı2

rdrdθ .

The only potential singularity of the integrand occurs at r “ 0, but according to
L’Hospital’s rule,

lim
rÑ0

r
”

log log
´

1`
1

r

¯ı2

“ 0, (2.15)

so the integrand is continuous and hence u P L2pΩq.
In order to compute the partial derivatives of u, note that

B

Bxj
|x| “

xj
|x|

, and
d

dz
|fpzq| “

fpzq

|fpzq|

df

dz
,

where f : RÑ R is differentiable. It follows that for x away from the origin,

Dupxq “
´x

logp1` 1{|x|qp|x| ` 1q|x|2
, px ‰ 0q .

Let ϕ P C8
c pΩq and fix ε ą 0. Then

ż

ΩzBεp0q

upxq
Bϕ

Bxi
pxqdx “ ´

ż

ΩzBp0,εq

Bu

Bxi
pxqϕpxq dx`

ż

BBp0,εq

uϕNidS ,

where N “ pN1, ...,Nnq denotes the inward-pointing unit normal on the curve BBp0, εq,
so that NdS “ εpcos θ, sin θqdθ. It follows that

ż

Ω´Bεp0q

upxqDϕpxq dx “ ´

ż

Ω´Bεp0q

Dupxqϕpxq dx

´

ż 2π

0

εpcos θ, sin θq log log
´

1`
1

ε

¯

ϕpε, θqdθ . (2.16)
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We claim that Du P L2pΩq (and hence also in L1pΩq), for
ż

Ω

|Dupxq|2 dx “

ż 2π

0

ż 1

0

1

rpr ` 1q2
”

log
´

1` 1
r

¯ı2drdθ

ď π

ż 1{2

0

1

rplog rq2
dr ` π

ż 1

1{2

1

rpr ` 1q2
“

log
`

1` 1{r
˘‰2dr ,

where we use the inequality log
`

1 `
1

r

˘

ě log
1

r
“ ´ log r ě 0 for 0 ď r ď 1. The

second integral on the right-hand side is clearly bounded, while
ż 1{2

0

1

rplog rq2
dr “

ż ´ log 2

´8

1

t2et
etdt “

ż ´ log 2

´8

1

t2
dt ă 8 ,

so that Du P L2pΩq. Letting εÑ 0 in (2.16) and using (2.15) for the boundary integral,
by the Dominated Convergence Theorem, we conclude that

ż

Ω

upxqDϕpxq dx “ ´

ż

Ω

Dupxqϕpxq dx @ϕ P C8
c pΩq .

We conclude this section by stating the following theorem which can be proved by
induction.

Theorem 2.39 (Gagliardo-Nirenberg-Sobolev inequality for W k,ppRnq). Suppose
that 1 ď kp ă n, and Dku P LppRnq. Then u P L

np
n´kp pRnq, and

}u}
L

np
n´kp pRnq

ď C}Dku}LppRnq for a constant C “ Cpk, p, nq . (2.17)

Remark 2.40. For 0 ă s ă
n

2
, there exists a constant C “ Cpn, sq such that

}u}
L

2n
n´2s pRnq

ď C}u}HspRnq @u P Hs
pRn

q . (2.18)

In other words, (2.17) holds for the case p “ 2 and any real number k P
`

0,
n

2

˘

.

Moreover, with the help of the Morrey inequality (2.8), we can establish the
following

Theorem 2.41 (Morrey’s inequality for W k,ppRnq). Suppose that n ă kp, and
u P W k,ppRnq. Then u P C k´1´rn

p
s,1`rn

p
s´n

p pRnq, and

}u}
C
k´1´rnp s,1`r

n
p s´

n
p pRnq

ď C}u}Wk,ppRnq for a constant C “ Cpk, p, nq . (2.19)
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In the rest of this section, a more general version of Sobolev inequality is introduced.

Theorem 2.42 (Interpolation inequality for W k,ppRnq). Let n be a given positive
integer. For j ď k š `, 0 ă θ ď 1 and 1 ď q, r ď p ď 8 satisfying

1

p
´
k

n
“ θ

´

1

q
´
`

n

¯

` p1´ θq
´

1

r
´
j

n

¯

, (2.20a)

1

r
´
j

n
ą

1

p
´
k

n
ě

1

q
´
`

n
, (2.20b)

there exists a generic constant C “ Cpp, q, r, j, k, `q such that

}Dku}LppRnq ď C}D`u}θLqpRnq}D
ju}1´θLrpRnq

@u P W `,q
pRn

q XW j,r
pRn

q . (2.21)

Proof. We prove the case of ` “ k` 1, and the general case can be obtained using the
established case and Theorem 2.39. Moreover, we also note that when 1

p
´
k

n
“

1

q
´
k ` 1

n
,

we must have θ “ 1 and in this case (2.21) is a special case of Theorem 2.39. Without

loss of generality, we assume that 1

p
´
k

n
ą

1

q
´
k ` 1

n
.

Let Φ be the fundamental solution of ´∆, χ P C8
c pRnq such that χ “ 1 in a small

ball centered at the origin, and define F “ χΦ. Then (C.10) implies that

Φ ˙ ∆u “ divpΦ ˙Duq “ pDΦq˙ pDuq @u P C8
c pRn

q ;

thus by the fact that ∆Φ “ 0 on Rnzt0u, using (C.6) we further obtain that if
u P C8

c pRnq,

upxq “ ´pΦ ˙ ∆uqpxq “ ´ppDΦq˙ pDuqqpxq

“ ´pDF ˙Duqpxq ´ pDpp1´ χqΦq˙Duqpxq

“ ´pDF ˙Duqpxq `∆pp1´ χqΦq˙ u “ ´pDF ˙Duqpxq ` pψ ˙ uqpxq

for some ψ P C8
c pRnq given by ψ “ ∆pp1 ´ χqΦq “ ´Φ∆χ ` 2divpΦ∇χq. In other

words, for some ψ P C8
c pRnq,

u “ ´pDF q˙ pDuq ` ψ ˙ u @u P C8
c pRn

q . (2.22)

Therefore, by the fact that DF P L1pRnq, (2.22) shows that for j ď k,

Dku “ ´pDF q˙ pDk`1uq `Dk´jψ ˙Dju @u P C8
c pRn

q
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and Young’s inequality further provides that for all u P C8
c pRnq,

}Dku}LppRnq ď }DF }LspRnq}D
k`1u}LqpRnq ` }D

k´jψ}LtpRnq}D
ju}LrpRnq ,

where 1`
1

p
“

1

q
`

1

s
“

1

r
`

1

t
which is equivalent to that 1 ď q, r ď p ď 8. We note

that |pDF qpxq| “ Op|x|1´nq as |x| Ñ 0 and DF has compact support, }DF }LspRnq ă 8

if and only if 1 ď s ă
n

n´ 1
. Therefore, if 1 ď s ă

n

n´ 1
,

}Dku}LppRnq ď Cs}D
k`1u}LqpRnq ` C}D

ju}LrpRnq @u P C8
c pRn

q .

Now we initiate the scaling argument. For each u P C8
c pRnq and λ ą 0, let

vpxq “ upλ´1xq. Then v P C8
c pRnq so that

}Dkv}LppRnq ď Cs}D
k`1v}LqpRnq ` C}D

jv}LrpRnq .

The change of variable y “ λ´1x then implies that for all λ ą 0 ,

}Dku}LppRnq ď Csλ
´1`n

q
´n
p }Dk`1u}LqpRnq ` Cλ

k´j`n
r
´n
p }Dju}LrpRnq , (2.23)

Since the minimization of the right-hand side of (2.23) over λ ą 0 cannot be trivial,
`

´ 1`
n

q
´

n

p

˘`

k ´ j `
n

r
´

n

p

˘

ă 0 .

By the fact that 1`
1

p
“

1

q
`

1

s
and 1 ď s ă

n

n´ 1
, we conclude that ´1`

n

q
´

n

p
ă 0 ;

thus
k ´ j `

n

r
´

n

p
ą 0 or equivalently,

1

r
´
j

n
ą

1

p
´
k

n
.

For A,B, α, β ą 0,

min
λą0
pAλα `Bλ´βq “ Cpα, βqA

β
α`βB

α
α`β ; (2.24)

thus with the assignments A “ C}Dju}LrpRnq, B “ Cs}D
k`1u}LqpRnq, α “ k´j`

n

r
´

n

p
and β “ n

p
´

n

q
` 1 in (2.24), we obtain that

}Dku}LppRnq ď C}Dk`1u}θLqpRnq}D
ju}1´θLrpRnq

for θ “ α

α` β
“

k ´ j ` n
r ´

n
p

k ´ j ` 1´ n
q `

n
r

.

Letting 1

r
´
j

n
“ σ, 1

q
´
k ` 1

n
“ τ and 1

p
´
k

n
“ κ, then σ ą κ ą τ (which validate

(2.20b)) θ “ σ ´ κ

σ ´ τ
; thus 0 ă θ ă 1 and

θ
`1

q
´
k ` 1

n

˘

` p1´ θq
`1

r
´
j

n

˘

“
σ ´ κ

σ ´ τ
τ `

κ´ τ

σ ´ τ
σ “

κpσ ´ τq

σ ´ τ
“ κ “

1

p
´
k

n
. ˝
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2.9 Local Coordinates near BΩ

Let Ω Ď Rn denote an open, bounded subset with C 1-boundary, and let tU`uK`“1

denote an open covering of BΩ, such that for each ` P t1, 2, ..., Ku, with V` “ Bp0, r`q

denoting the open ball of radius r` centered at the origin, V`` “ V` X txn ą 0u and
V´` “ V` X txn ă 0u denoting the upper and lower half of V`, respectively, there exist
C 1-class charts ϑ` which satisfy

ϑ` : V` Ñ U` is a C 1 diffeomorphism ,

ϑ`pV`` q “ U` X Ω ,

ϑ`pV` X txn “ 0uq “ U` X BΩ .

(2.25)

ϑ`

ϑ´1
`

x1 “ px1, ¨ ¨ ¨ , xn´1q P Rn´1

Ω

BΩU` X Ω

ϑ`px
1, 0q P BΩ

V``

2.10 Sobolev Extension and Trace Theorems

Let Ω Ď Rn denote an open, bounded domain with C 1-boundary.

Theorem 2.43. Suppose that rΩ Ď Rn is a bounded and open domain such that
ΩĂĂrΩ. Then for 1 ď p ď 8, there exists a bounded linear operator

E : W 1,p
pΩq Ñ W 1,p

pRn
q

such that for all u P W 1,ppΩq,

1. Eu “ u a.e. in Ω;

2. sptpEuq Ď rΩ;

3. }Eu}W 1,ppRnq ď C}u}W 1,ppΩq for a constant C “ Cpp,Ω, rΩq.

Theorem 2.44. For 1 ď p ă 8, there exists a bounded linear operator

τ : W 1,p
pΩq Ñ LppBΩq

such that for all u P W 1,ppΩq
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1. τu “ u|BΩ for all u P W 1,ppΩq X C 0psΩq;

2. }τu}LppBΩq ď C}u}W 1,ppΩq for a constant C “ Cpp,Ωq.

Proof. Suppose that u P C 1psΩq, z P BΩ, and that BΩ is locally flat near z. In particular,
for r ą 0 sufficiently small, Bpz, rq X BΩ Ď txn “ 0u. Let 0 ď ξ P C8

c pBpz, rqq such
that ξ “ 1 on Bpz, r{2q. Set Γ “ BΩ X Bpz, r{2q, B`pz, rq “ Bpz, rq X Ω, and let
dxh “ dx1 ¨ ¨ ¨ dxn´1. Then

ż

Γ

|u|p dxh ď

ż

txn“0u

ξ|u|p dxh “ ´

ż

B`pz,rq

B

Bxn
pξ|u|pq dx

ď ´

ż

B`pz,rq

Bξ

Bxn
|u|p dx´ p

ż

B`pz,2δq

ξ|u|p´2u
Bu

Bxn
dx

ď C

ż

B`pz,rq

|u|p dx` C}|u|p´1
}
L

p
p´1 pB`pz,rqq

›

›

›

Bu

Bxn

›

›

›

LppB`pz,rqq

ď C

ż

B`pz,rq

p|u|p ` |Du|pq dx . (2.26)

On the other hand, if the boundary is not locally flat near z P BΩ, then we use a
C 1-diffeomorphism to locally straighten the boundary. More specifically, suppose that
z P BΩ X U` for some ` P t1, ..., Ku and consider the C 1-chart ϑ` defined in (2.25).
Define the function U “ u ˝ ϑ`; then U : V`` Ñ R. Setting Γ “ V` X txn “ 0u, we see
from the inequality (2.26) that

ż

Γ

|U |p dxh ď C`

ż

V``

p|U |p ` |DU |pq dx .

Using the fact that Dϑ` is bounded and continuous on V`` , the change of variables
formula shows that

ż

U`YBΩ

|u|pdS ď C`

ż

U``

p|u|p ` |Du|pq dx .

Summing over all ` P t1, ..., Ku shows that
ż

BΩ

|u|pdS ď C

ż

Ω

p|u|p ` |Du|pqdx . (2.27)

The inequality (2.27) holds for all u P C 1psΩq. According to Theorem 2.23, for
u P W 1,ppΩq there exists a sequence tuju8j“1 Ď C8psΩq such that uj Ñ u in W 1,ppΩq.
By inequality (2.27),

}τuk ´ τuj}LppBΩq ď C}uk ´ uj}W 1,ppΩq ,
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so that τuj is Cauchy in LppBΩq, and hence a limit exists in LppBΩq. We define the
trace operator τ as this limit:

lim
jÑ0

}τu´ τuj}LppBΩq “ 0 .

Since the sequence uj converges uniformly to u if u P C 0psΩq, we see that τu “ u|BΩ

for all u P W 1,ppΩq Y C 0psΩq. ˝

Sketch of the proof of Theorem 2.43. Just as in the proof of the trace theorem, first
suppose that u P C 1psΩq and that near z P BΩ, BΩ is locally flat, so that for some r ą 0,
BΩYBpz, rq Ď txn “ 0u. LettingB` “ Bpz, rqYtxn ě 0u andB´ “ Bpz, rqYtxn ď 0u

, we define the extension of u by

supxq “

"

upxq if x P B` ,
´3upx1, ..., xn´1,´xnq ` 4upx1, ..., xn´1,´xn{2q if x P B´ .

Define u` “ su|B` and u´ “ su|B´ .
It is clear that u` “ u´ on txn “ 0u, and by the chain rule, it follows that

Bu´

Bxn

pxq “ 3
Bu´

Bxn

px1, ...,´xnq ´ 2
Bu´

Bxn

px1, ...,´
xn

2
q ,

so that Bu
`

Bxn
“
Bu´

Bxn
on txn “ 0u. This shows that su P C 1pBpz, rqq. using the charts

ϑ` to locally straighten the boundary, and the density of the C8psΩq in W 1,ppΩq, the
theorem is proved. ˝

Later, we will provide a proof for higher-order Sobolev extensions of Hk-type
functions.

2.11 Integration by parts for functions in H1pΩq

We can now state the following theorem which is a generalization of (2.3) and the
divergence theorem.

Theorem 2.45. Suppose that Ω Ď Rn is a bounded domain with C 1-boundary. Then
for each i P t1, ¨ ¨ ¨ , nu,

ż

Ω

Bu

Bxi
v dx “

ż

BΩ

uvNi dS ´

ż

Ω

u
Bv

Bxi
dx @u, v P H1

pΩq .
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Proof. By Theorem 2.22, there exists tuku8k“1, tvku
8
k“1 Ď C8pΩq XH1pΩq such that

uk Ñ u and vk Ñ v in H1pΩq. Moreover, Theorem 2.44 implies that uk Ñ u and
vk Ñ v in L2pBΩq. Therefore, the divergence theorem implies that

ż

Ω

Bu

Bxi
v dx “ lim

kÑ8

ż

Ω

Buk
Bxi

vk dx “ lim
kÑ8

”

ż

BΩ

ukvkNi dS ´

ż

Ω

Buk
Bxi

vk dx
ı

“

ż

BΩ

uvNi dS ´

ż

Ω

Bu

Bxi
v dx . ˝

2.12 The subspace W 1,p
0 pΩq

Definition 2.46. We let W 1,p
0 pΩq denote the closure of C8

c pΩq in W 1,ppΩq.

Theorem 2.47. Suppose that Ω Ď Rn is bounded with C 1-boundary, and that
u P W 1,ppΩq. Then

u P W 1,p
0 pΩq if and only if τu “ 0 on BΩ .

Proof. We first assume that u P W 1,p
0 pΩq and prove that τu “ 0 on BΩ. Since

u P W 1,p
0 pΩq, there exists tuku8k“1 Ď C8

c pΩq such that uk Ñ u in W 1,ppΩq. Since
τ : W 1,ppΩq Ñ LppBΩq is bounded,

}τu}LppBΩq “ lim
kÑ8

}τuk}LppBΩq “ 0 .

Next, we establish that u P W 1,p
0 pΩq provided that τu “ 0 on BΩ. Let tU`uK`“1

denote an open covering of BΩ such that for each ` P t1, 2, ..., Ku, there exist C 1-class
charts ϑ` given by (5.4) which satisfy that

ϑ` : Bp0, r`q Ď Rn
Ñ U` X Ω is a C 1-diffeomorphism .

Let U0ĂĂΩ be such that tU`uK`“0 forms an open cover of Ω, and let tξ`uK`“0 denote a
partition of unity subordinate to this open cover; that is, for each ` P t0, 1, ¨ ¨ ¨ , Ku,

0 ď ξ` ď 1 and sptpξ`q Ď U`, as well as
K
ř

`“0

ξ` “ 1. We then construct a new partition

of unity tζ`uK`“0 subordinate to tUmuKm“0 by

ζ` “
ξ2
`

řK
m“0 ξ

2
m
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so that
?
ζ` P C8

c pRnq for all ` P t0, 1, ¨ ¨ ¨ , Ku. For a given u P W 1,p
0 pΩq, we define

up`q “
?
ζ`pu ˝ ϑ`q. Then up`q P W 1,ppRn

`q and τup`q “ 0 for all ` P t1, ¨ ¨ ¨ , Ku. By
definition of the trace, for each ` there exists a sequence tup`qk u

8
k“1 Ď C8pRn

`q such
that up`qk Ñ up`q in W 1,ppRn

`q and τu
p`q
k “ u

p`q
k |Rn´1 Ñ 0 in LppRn´1q as k Ñ 8. Note

that for xh P Rn´1 and xn ě 0,

u
p`q
k pxh, xnq “ u

p`q
k pxh, 0q `

ż xn

0

u
p`q
k,npxh, tq dt ;

thus Hölder’s inequality implies that
ż

Rn´1

ˇ

ˇu
p`q
k pxh, xnq

ˇ

ˇ

p
dxh

ď C
”

ż

Rn´1

ˇ

ˇu
p`q
k pxh, 0q

ˇ

ˇ

p
dxh ` x

p´1
n

ż xn

0

ż

Rn´1

ˇ

ˇDu
p`q
k pxh, tq

ˇ

ˇ

p
dxhdt

ı

.

Passing to the limit as k Ñ 8, by the fact that up`qk Ñ up`q in W 1,ppRn
`q and τu

p`q
k Ñ 0

in LppRn´1q we find that
ż

Rn´1

ˇ

ˇup`qpxh, xnq
ˇ

ˇ

p
dxh ď Cxp´1

n

ż xn

0

ż

Rn´1

ˇ

ˇDup`qpxh, tq
ˇ

ˇ

p
dxhdt . (2.28)

Let χ P C8pR`q satisfy

χ “ 1 on r0, 1s , χ “ 0 on r2,8q , and 0 ď χ ď 1 .

Define χkpxq “ χpkxnq for x P Rn
` as well as vp`qk “ p1´ χkqu

p`q. Then using (2.28),
ż

Rn
`

ˇ

ˇDv
p`q
k pxq ´Du

p`q
pxq

ˇ

ˇ

p
dx

ď C
”

ż

Rn
`

ˇ

ˇχkpxq
ˇ

ˇ

pˇ
ˇDup`qpxq

ˇ

ˇ

p
dx`

ż

Rn
`

ˇ

ˇDχkpxq
ˇ

ˇ

pˇ
ˇup`qpxq

ˇ

ˇ

p
dx

ı

ď C
”

ż

Rn
`

ˇ

ˇχkpxq
ˇ

ˇ

pˇ
ˇDup`qpxq

ˇ

ˇ

p
dx` kp

ż 2
k

0

ż

Rn´1

ˇ

ˇup`qpxh, tq
ˇ

ˇ

p
dxhdt

ı

ď C
”

ż

Rn
`

ˇ

ˇχkpxq
ˇ

ˇ

pˇ
ˇDup`qpxq

ˇ

ˇ

p
dx`

ż 2
k

0

ż

Rn´1

ˇ

ˇup`qpxh, tq
ˇ

ˇ

p
dxhdt

ı

which converges to 0 as k Ñ 8. In other words,
 

Dv
p`q
k

(8

k“1
converges to Dup`q in

LppRn
`q. It is also clear that

 

v
p`q
k

(8

k“1
converges to up`q in LppRn

`q since
›

›v
p`q
k ´ up`q

›

›

LppRn
`q
“
›

›χku
p`q
›

›

LppRn
`q
ď
›

›up`q
›

›

LppRn´1ˆr0, 2
k
qq
.
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Define uk “ ζ0u`
K
ř

`“1

?
ζ`pv

p`q
k ˝ ϑ´1

` q. Then uk P C8
c pΩq for k " 1. Moreover,

}uk ´ u}W 1,ppΩq “
›

›uk ´
K
ÿ

`“0

ζ`u
›

›

W 1,ppΩq

ď

K
ÿ

`“1

›

›

a

ζ`pv
p`q
k ˝ ϑ´1

` q ´
a

ζ`pu
p`q
˝ ϑ´1

` q
›

›

W 1,ppΩq

ď C
K
ÿ

`“1

}v
p`q
k ´ up`q}W 1,ppΩq

which implies that tuku8k“1 converges to u in W 1,ppΩq. As a consequence, u P
W 1,p

0 pΩq. ˝

We can now state some embedding theorems for bounded domains Ω.

Theorem 2.48 (Gagliardo-Nirenberg inequality for W 1,ppΩq). Suppose that Ω Ď Rn

is open and bounded with C 1-boundary, and 1 ď p ă n. Then there exists a generic
constant C “ Cpp, n,Ωq such that

}u}
L

np
n´p pΩq

ď C}u}W 1,ppΩq @u P W 1,p
pΩq .

Proof. Choose rΩ Ď Rn bounded such that ΩĂĂrΩ, and let Eu denote the Sobolev
extension of u to Rn such that Eu “ u a.e., sptpEuq Ď rΩ, and }Eu}W 1,ppRnq ď

C}u}W 1,ppΩq. Then by the Gagliardo-Nirenberg inequality,

}u}
L

np
n´p pΩq

ď }Eu}
L

np
n´p pRnq

ď C}DpEuq}LppRnq ď C}Eu}W 1,ppRnq ď C}u}W 1,ppΩq . ˝

By following the proof of Theorem 2.35, we have the following generalization for
integers k ě 1:

Theorem 2.49 (Gagliardo-Nirenberg-Sobolev inequality for W k,ppΩq). Suppose that
Ω Ď Rn is open and bounded with C 1-boundary, and 1 ď kp ă n. Then there exists a
generic constant C “ Cpk, p, n,Ωq such that

}u}
L

np
n´kp pΩq

ď C}u}Wk,ppΩq @u P W k,p
pΩq . (2.29)

In fact, as mentioned in Remark 2.40, the theorem is true for real numbers s ą 0

replacing integers k ě 1, and follows from linear interpolation and the theory of
fractional-order Sobolev spaces defined later in Section 5.2. In the important case
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that p “ 2, we are then able to answer the question of which Hs spaces embed in Lq

spaces. For example, when n “ 2 and s “ 1

2
, we see that }u}L4pΩq ď C}u}

H
1
2 pΩq

, and

when n “ 3 and s “ 1

2
, }u}

L
12
5 pΩq

ď C}u}
H

1
2 pΩq

.

Theorem 2.50 (Gagliardo-Nirenberg inequality for W 1,p
0 pΩq). Suppose that Ω Ď Rn

is open and bounded with C 1-boundary, and 1 ď p ă n. Then there exists a generic
constant C “ Cpp, n,Ωq such that for all 1 ď q ď

np

n´ p
,

}u}LqpΩq ď C}Du}LppΩq @u P W 1,p
0 pΩq . (2.30)

Proof. By definition there exists a sequence tuju8j“1 Ď C8
c pΩq such that uj Ñ u in

W 1,ppΩq. Extend each uj by 0 on ΩA. Applying Theorem 2.35 to this extension, and
using the continuity of the norms, we obtain

}u}
L

np
n´p pΩq

ď C}Du}LppΩq .

Since Ω is bounded, the assertion follows by Hölder’s inequality. ˝

Theorem 2.51. Suppose that Ω Ď R2 is open and bounded with C 1-boundary. Then
there exists a generic constant C “ CpΩq such that for all 1 ď q ă 8,

}u}LqpΩq ď C
?
q}u}H1pΩq @u P H1

0 pΩq . (2.31)

Proof. The proof follows that of Theorem 2.36. Instead of introducing the cut-off
function g, we employ a partition of unity subordinate to the finite covering of the
bounded domain Ω, in which case it suffices to assume that sptpuq Ď sptpUq with U
also defined in the proof Theorem 2.36. ˝

Remark 2.52. Inequality (2.30) is commonly referred to as the Poincaré inequality;
it is invaluable in the study of the Dirichlet problem for Poisson’s equation, since the
right-hand side provides an H1pΩq-equivalent norm for all u P H1

0 pΩq. We will show
that (2.30) holds for all dimensions n. In particular, there exists constants C1, C2 such
that

C1}Du}L2pΩq ď }u}H1pΩq ď C2}Du}L2pΩq .

It follows that (2.31) can be written as

}u}LqpΩq ď C
?
q}Du}L2pΩq @u P H1

0 pΩq . (2.32)
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A more general form of the Poincaré inequality is given as follows:

Lemma 2.53 (Poincaré inequality). Let Ω Ď Rn denote an open, bounded, connected,
and smooth domain. Then there exists a generic constant C “ CpΩq such that

}u´ su}L2pΩq ď C}Du}L2pΩq @u P H1
pΩq , (2.33)

where su :“ ´
ż

Ω
upyqdy denotes the average value of u over Ω.

Proof. Suppose for the sake of contradiction that (2.33) does not hold. Then there is
a sequence tuju8j“1 Ď H1pΩq satisfying

}uj ´ suj}L2pΩq ą j}Duj}L2pΩq , (2.34)

with an associated sequence on the unit ball of H1pΩq given by

wj “
uj ´ suj

}uj ´ suj}L2pΩq

with }wj}L2pΩq “ 1 and swj “ 0 .

According to (2.34), }Dwj}L2pΩq ă j´1, so that }wj}2H1pΩq ă 1 ` j´2 ă 8. Strong
compactness, given by Theorem 2.67 (see also Theorem 6.7) provides a subsequence
twjku

8
k“1 and a limit w P L2pΩq such that wjk Ñ w in L2pΩq as k Ñ 8. The limit w

satisfies sw “ 0 and }w}L2pΩq “ 1.
Letting ϕ P C8

c pΩq. We see that
ż

Ω

wpxqDϕpxq dx “ lim
kÑ8

ż

Ω

wjkpxqDϕpxq dx

“ ´ lim
kÑ8

ż

Ω

Dwjkpxqϕpxq dx ď lim
kÑ8

j´1
k }ϕ}L2pΩq “ 0 .

This shows that the weak derivative of w exists and is equal to zero almost everywhere;
that is, w P H1pΩq and Dw “ 0 a.e. As Ω is connected, we see that w is a constant,
and since sw “ 0, we see that w “ 0, contradicting the fact that }w}L2pΩq “ 1. ˝

Corollary 2.54. Whenever su “ ´
ż

Ω
upyqdy “ 0, }Du}L2pΩq is an equivalent norm

on H1pΩq. In particular, there exists constants C1, C2 such that

C1}Du}L2pΩq ď }u}H1pΩq ď C2}Du}L2pΩq @u P H1
pΩq{R .

The identical proof also shows that the validity of the following two results:
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Lemma 2.55 (Poincaré inequality for H1
0 pΩq). Let Ω Ď Rn denote an open, bounded,

connected, and smooth domain. Then

}u}L2pΩq ď C}Du}L2pΩq @u P H1
0 pΩq , (2.35)

where the constant C depends on Ω.

Lemma 2.56 (Another Poincaré inequality). Let Ω Ď Rn denote an open, bounded,
connected, and smooth domain. Then for k P L8pBΩq and k ě 0 on BΩ and k ą 0 on
a set of surface measure greater than zero. Then

}u}L2pΩq ď C
`

}
?
ku}L2pBΩq ` }Du}L2pΩq

˘

@u P H1
pΩq , (2.36)

where the constant C depends on Ω.

Integration by parts for functions in W 1,p
0 pΩq

Having established Theorem 2.47, using the density argument we can conclude the
following

Theorem 2.57. Let Ω Ď Rn be a bounded domain with C 1-boundary. Then for
1 ă p ă 8,

ż

Ω

uϕ,j dx “ ´

ż

Ω

u,j ϕdx @u P W 1,p
0 pΩq and ϕ P W 1,p1

pΩq ,

where p1 “ p

p´ 1
is the conjugate of p.

The proof is simple and is left as an exercise.

2.13 Weak Solutions to the Dirichlet Problem

Suppose that Ω Ď Rn is an open, bounded domain with C 1-boundary. A classical
problem in the linear theory of partial differential equations consists of finding solutions
to the Dirichlet problem:

´∆u “ f in Ω , (2.37a)

u “ 0 on BΩ , (2.37b)
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where ∆ “
n
ř

i“1

B 2

Bx2
i

denotes the Laplace operator or Laplacian. As written, (2.37) is

the so-called strong form of the Dirichlet problem, as it requires that u to possess
certain weak second-order partial derivatives. A major turning-point in the modern
theory of linear partial differential equations was the realization that weak solutions of
(2.37) could be defined, which only require weak first-order derivatives of u to exist.
(We will see more of this idea later when we discuss the theory of distributions.)

Definition 2.58. The dual space of H1
0 pΩq is denoted by H´1pΩq. For f P H´1pΩq,

}f}H´1pΩq “ sup
}ψ}

H1
0 pΩq

“1

xf, ψy ,

where xf, ψy denotes the duality pairing between H´1pΩq and H1
0 pΩq.

Theorem 2.59 (The distributional space H´1pΩq). For any f P H´1pΩq, there exist
n` 1 functions fj P L2pΩq, j “ 0, 1, 2, ..., n such that for all v P H1

0 pΩq,

xf, vy “

ż

Ω

”

f0pxqvpxq `
n
ÿ

i“1

fipxq
Bv

Bxi
pxq

ı

dx , (2.38)

and

}f}H´1pΩq “ inf
!´

ż

Ω

n
ÿ

j“0

|fjpxq|
2 dx

¯
1
2
ˇ

ˇ

ˇ
f satisfying (2.38)

)

. (2.39)

Proof. By the Riesz Representation Theorem, for every f P H´1pΩq there exists
u P H1

0 pΩq satisfying

pu, vqL2pΩq ` pDu,DvqL2pΩq “ xf, vy @ v P H1
0 pΩq . (2.40)

Letting f0 “ u and fi “ Bu{Bxi for i “ 1, ..., n gives the relation (2.38).
Then for f P H´1pΩq, we may write

xf, vy “

ż

Ω

”

g0pxqvpxq `
n
ÿ

i“1

gipxq
Bv

Bxi
pxq

ı

dx , (2.41)

for all v P H1
0 pΩq and gj P L2pΩq for j “ 0, 1, 2, ..., n. Setting u “ v in (2.40) yields

}u}2H1pΩq ď

ż

Ω

n
ÿ

j“0

|g0pxq|
2 dx .
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Hence, since f0 “ u and fi “ Bu{Bxi, we see that
ż

Ω

n
ÿ

j“0

|fjpxq|
2 dx ď

ż

Ω

n
ÿ

j“0

|gjpxq|
2 dx . (2.42)

From (2.38), we infer that

}f}H´1pΩq ď

´

ż

Ω

n
ÿ

j“0

|fjpxq|
2 dx

¯
1
2 if }v}H1

0 pΩq
ď 1 .

Thus, with v “ u}u}´1
H1

0 pΩq
in (2.40), we have that

}f}2H´1pΩq “

ż

Ω

n
ÿ

j“0

|fjpxq|
2 dx . (2.43)

Then, (2.39) follows from (2.41)-(2.43). ˝

Definition 2.60. A function u P H1
0 pΩq is a weak solution of (2.37) if

ż

Ω

Du ¨Dv dx “ xf, vy @ v P H1
0 pΩq .

Remark 2.61. Note that f can be taken in H´1pΩq. According to the Sobolev
embedding theorem, this implies that when n “ 1, the forcing function f can be taken
to be the Dirac Delta distribution.

Remark 2.62. The motivation for Definition 2.60 is as follows. Since C8
c pΩq is

dense in H1
0 pΩq, multiply equation (2.37a) by ϕ P C8

c pΩq, integrate over Ω, and employ

the integration-by-parts formula to obtain
ż

Ω
Du ¨Dϕdx “

ż

Ω
fϕ dx; the boundary

terms vanish because ϕ is compactly supported.

Theorem 2.63 (Existence and uniqueness of weak solutions). For any f P H´1pΩq,
there exists a unique weak solution to (2.37).

Proof. Using the Poincaré inequality, }Du}L2pΩq is an H1-equivalent norm for all
u P H1

0 pΩq, and pDu,DvqL2pΩq defines the inner-product on H1
0 pΩq. As such, according

to the definition of weak solutions to (2.37), we are seeking u P H1
0 pΩq such that

pu, vqH1
0 pΩq

“ xf, vy @ v P H1
0 pΩq . (2.44)

The existence of a unique u P H1
0 pΩq satisfying (2.44) is provided by the Riesz

representation theorem for Hilbert spaces. ˝
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Remark 2.64. Note that the Riesz representation theorem shows that there exists
a distribution, denoted by ´∆u P H´1pΩq such that

x´∆u, vy “ xf, vy @ v P H1
0 pΩq .

The operator ´∆ : H1
0 pΩq Ñ H´1pΩq is thus an isomorphism.

A fundamental question in the theory of linear partial differential equations is
commonly referred to as elliptic regularity, and can be explained as follows: in order
to develop an existence and uniqueness theorem for the Dirichlet problem, we have
significantly generalized the notion of solution to the class of weak solutions, which
permitted very weak forcing functions in H´1pΩq. Now suppose that the forcing
function is smooth; is the weak solution smooth as well? Furthermore, does the weak
solution agree with the classical solution? The answer is yes, and we will develop
this regularity theory in Section 7, where it will be shown that for integers k ě 2,
´∆ : HkpΩq XH1

0 pΩq Ñ Hk´2pΩq is also an isomorphism. An important consequence
of this result is that p´∆q´1 : Hk´2pΩq Ñ HkpΩqXH1

0 pΩq is a compact linear operator,
and as such has a countable set of eigenvalues, a fact that is eminently useful in the
construction of solutions for heat- and wave-type equations.

For this reason, as well as the consideration of weak limits of nonlinear combinations
of sequences, we must develop a compactness theorem, which generalizes the well-
known Arzela-Ascoli theorem to Sobolev spaces.

2.14 Strong Compactness

In Section 1.5.3, we defined the notion of weak converence and weak compactness for
Lp-spaces. Recall that for 1 ď p ă 8, a sequence tuju8j“1 Ď LppΩq converges weakly to

u P LppΩq, denoted uj á u in LppΩq, if
ż

Ω
ujv dx Ñ

ż

Ω
uv dx for all v P LqpΩq, with

q “
p

p´ 1
. We can extend this definition to Sobolev spaces.

Definition 2.65. For 1 ď p ă 8, uj á u in W 1,ppΩq provided that uj á u in
LppΩq and Duj á Du in LppΩq.

Alaoglu’s Lemma (Theorem 1.57) then implies the following theorem.
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Theorem 2.66 (Weak compactness in W 1,ppΩq). Let Ω Ď Rn and 1 ă p ă 8.
Suppose that

sup
j
}uj}W 1,ppΩq ďM ă 8

for some constant M independent of j. Then there exists a subsequence ujk á u in
W 1,ppΩq.

It turns out that weak compactness often does not suffice for limit processes
involving nonlinearities, and that the Gagliardo-Nirenberg inequality can be used to
obtain the following strong compactness theorem.

Theorem 2.67 (Rellich’s theorem on a bounded domain Ω). Let Ω Ď Rn be an
open, bounded domain with C 1-boundary, and 1 ď p ă n. Then W 1,ppΩq is compactly
embedded in LqpΩq for all 1 ď q ă

np

n´ p
; that is, if

sup
j
}uj}W 1,ppΩq ďM ă 8

for some constant M independent of j, then there exists a subsequence ujk Ñ u in
LqpΩq. In the case that n “ 2 and p “ 2, H1pΩq is compactly embedded in LqpΩq for
1 ď q ă 8.

In order to prove Rellich’s theorem, we recall the following classical compactness
theorem.

Theorem 2.68 (Arzelà-Ascoli Theorem). Let Ω Ď Rn be a bounded domain. Suppose
that tuju8j“1 Ď C 0psΩq is a sequence of equi-continuous functions and sup

j
}uj}C 0psΩq ď

M ă 8. Then there exists a subsequence
 

ujk
(8

k“1
which converges uniformly on sΩ.

Proof of Rellich’s theorem. The proof proceeds in four steps. First, we use Sobolev
extension to extend our sequence of functions onto Rn. Second, we use mollification
to produce a smooth sequence of functions which will satisfy the hypothesis of the
Arzela-Ascoli theorem. Third, we show that our mollified sequence is very close in L1

to our original extended sequence, and hence close in Lq for 1 ď q ă
np

n´ p
. Finally, a

classical diagonal argument provides convergence of a subsequence in Lq.



76 CHAPTER 2. Introduction to Sobolev Spaces

Step 1. Sobolev Extension. Let rΩ Ď Rn denote an open, bounded domain such
that ΩĂĂrΩ. By the Sobolev extension theorem, the sequence tEuju8j“1 satisfies
sptpEujq Ď rΩ, and

sup
j
}Euj}W 1,ppRnq ď CM .

Denote the sequence Euj by suj . By the Gagliardo-Nirenberg inequality, if p˚ “ np

n´ p
,

sup
j
}suj}Lp˚ pRnq ď C sup

j
}suj}W 1,ppRnq ď CM .

Step 2. Approximation by smooth functions. For ε ą 0, let ηε denote the
standard mollifiers and set suεj “ ηεˇEuj. By choosing ε ą 0 sufficiently small,
suεj P C8

c p
rΩq.

We compute that

suεj “

ż

Bp0,εq

1

εn
η
`y

ε

˘

sujpx´ yqdy “

ż

Bp0,1q

ηpzqsujpx´ εzqdz . (2.45)

Applying the fundamental theorem of calculus to suj, we see that

sujpx´ εzq ´ sujpxq “

ż 1

0

d

dt
sujpx´ εtzqdt “ ´ε

ż 1

0

Dsujpx´ εtzq ¨ z dt . (2.46)

Substitution of (2.46) into (2.45) shows that

ˇ

ˇ

suεjpxq ´ sujpxq
ˇ

ˇ “ ε

ż

Bp0,1q

ηpzq

ż 1

0

|Dsujpx´ εtzq| dzdt ,

so that
ż

rΩ

|suεjpxq ´ sujpxq| dx “ ε

ż

Bp0,1q

ηpzq

ż 1

0

ż

rΩ

|Dsujpx´ εtzq| dxdzdt .

By the mean value theorem for integrals, there exists a ϑ P p0, 1q such that
ż

rΩ

|Dsujpx´ εϑzq|dz “

ż 1

0

ż

rΩ

|Dsujpx´ εtzq| dz dt .

Hence,
ż

rΩ

|suεjpxq ´ sujpxq| dx “ ε

ż

rΩ

ż

Bp0,1q

ηpzq|Dsujpx´ εϑzq|dzdx

“ ε

ż

rΩ

ż

Bp0,εϑq

ηεϑpwq|Dsujpx´ wq|dwdx

“ ε

ż

rΩ

pηεϑ ˚ |Dsuj|q pxq dx .
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By Young’s inequality for convolution,
ż

rΩ

|suεjpxq ´ sujpxq| dx ď ε}Dsuj}L1prΩq ď ε}Dsuj}LpprΩq ă εCM .

Using the Lp-interpolation Lemma 1.21, for any 1 ă q ă np{pn´ pq,

}suεj ´ suj}LqprΩq ď }su
ε
j ´ suj}

a
L1prΩq

}suεj ´ suj}
1´a

L
np

n´p prΩq

ď εaCMa
}Dsuεj ´Dsuj}

1´a

LpprΩq

ď εaCM . (2.47)

The inequality (2.47) shows that suεj is arbitrarily close to suj in LqpΩq uniformly in
j P N; as such, we attempt to use the smooth sequence suεj to construct a convergent
subsequence suεjk .
Step 3. Extracting a convergent subsequence. Our goal is to employ the
Arzela-Ascoli Theorem, so we show that for ε ą 0 fixed,

sup
j
}suεj}C 0p

s

rΩq
ď ĂM ă 8 and tsuεju

8
j“1 is equi-continous.

For x P Rn,

sup
j
}suεj}C 0p

s

rΩq
ď sup

j
sup
xP

s

rΩ

ż

Bpx,εq

ηεpx´ yq|sujpyq|dy

ď }ηε}L8pRnq sup
j
}suj}L1prΩq ď Cε´n

ă 8 ,

and similarly

sup
j
} sDuεj}C 0p

s

rΩq
ď }Dηε}L8pRnq sup

j
}suj}L1prΩq ď Cε´n´1

ă 8 .

The latter inequality proves equicontinuity of the sequence tsuεju8j“1, and hence there
exists a subsequence tsujku8k“1 which converges uniformly on rΩ, so that

lim sup
k,`Ñ8

}suεjk ´ suεj`}LqprΩq “ 0 .

Step 4. Diagonal argument. Now, fix δ ą 0 and choose ε sufficiently small in
(2.47) such that (with the triangle inequality)

lim sup
k,`Ñ8

}sujk ´ suj`}LqprΩq ď δ .
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Letting δ “ 1

2
,

1

3
, etc., and using the diagonal argument to extract further subsequences,

we can arrange to find a subsequence (again denoted by tsujku8k“1) of tsuju8j“1 such that

lim sup
k,`Ñ8

}sujk ´ suj`}LqprΩq “ 0 ,

and hence
lim sup
k,`Ñ8

}ujk ´ uj`}LqpΩq “ 0 ,

The case that n “ p “ 2 follows from Theorem 2.36. ˝

2.15 Weak convergence in W 1,ppΩq for 1 ă p ă 8

If W 1,ppΩq is reflexive, then the Alaoglu theorem (Theorem 1.57) can be used to study
the weak-* convergence of a bounded sequence in W 1,ppΩq, which in turn is equivalent
to the weak convergence of a bounded sequence in W 1,ppΩq. Our goal in this section
is to establish the reflexivity of W 1,ppΩq for 1 ă p ă 8.

Theorem 2.69 (Dual space of W 1,ppΩq). Let 1 ă p ă 8 with conjugate p1 “
p

p´ 1
. For every f P W 1,ppΩq1, there exists a unique vector-valued function v “

pv0, v1, ¨ ¨ ¨ , vnq P L
p1pΩqn`1 such that

xf, uy “

ż

Ω

uv0 dx`
n
ÿ

`“1

ż

Ω

Bu

Bx`
v` dx ,

where x¨, ¨y denotes the duality pairing between distributions in W 1,ppΩq1 and functions
in W 1,ppΩq. Moreover,

}f}W 1,ppΩq1 “

n
ÿ

`“0

}v`}LppΩq .

Proof. Define a bounded linear map P : W 1,ppΩq Ñ LppΩqn`1 by

Pu “
´

u,
Bu

Bx1

, ¨ ¨ ¨ ,
Bu

Bxn

¯

,

and let W be the range of P. Since P is an isometry, W is a closed subspace of
LppΩqn`1. For given f P W 1,ppΩq1, define L : W Ñ R by

LpPuq “ xf, uy .

Then L P W 1 since }L}W 1 ď }f}W 1,ppΩq1 . By the Hahn-Banach theorem, there exists
an extension rL : LppΩqn`1 Ñ R satisfying
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1. rLpwq “ Lw for all w P W ; 2. }rL}LppΩqn`11 “ }L}W 1 .

By the Risez representation theorem (Theorem 1.51), there exists a unique v “

pv0, v1, ¨ ¨ ¨ , vnq P L
p1pΩqn`1 such that

rLpwq “
n
ÿ

`“0

ż

Ω

w`v` dx @w “ pw0, w1, ¨ ¨ ¨ , wnq P L
p
pΩqn`1 ,

and }rL}LppΩqn`11 “
n
ř

`“0

}v`}LppΩq. In particular, we have

xf, uy “ LpPuq “ rLpPuq “

ż

Ω

uv0 dx`
n
ÿ

`“1

ż

Ω

Bu

Bx`
v` dx

which concludes the theorem. ˝

Remark 2.70. For the case p “ 2, the existence of such a v in Theorem 2.69 is
guaranteed by the Riesz representation theorem.

Let tuku8k“1 be a bounded sequence in W 1,ppΩq. Then tuku8k“1 and t∇uku8k“1 are
both bounded sequences in LppΩq. Therefore, Theorem 1.59 implies that there exists
a subsequence tukju8j“1 such that ukj á u in LppΩq and ∇ukj á v in LppΩq for some
functions u, v P LppΩq. In other words,

lim
jÑ8

ż

Ω

ukjϕdx “

ż

Ω

uϕ dx and lim
jÑ8

ż

Ω

∇ukjϕdx “
ż

Ω

vϕ dx @ϕ P Lp
1

pΩq ,

Let ϕ P C8
c pΩq. Then ϕ,∇ϕ P Lp

1

pΩq; thus by the definition of weak derivative,
ż

Ω

vϕ dx “ lim
jÑ8

ż

Ω

∇ukjϕdx “ ´ lim
jÑ8

ż

Ω

ukj∇ϕdx “ ´
ż

Ω

u∇ϕdx

which implies that v “ Du in the sense of distribution, or equivalently, v is the weak
derivative of u. Therefore, we establish the following

Theorem 2.71. Let tuku8k“1 be a bounded sequence in W 1,ppΩq for 1 ă p ă 8. Then
there exists a subsequence tukju8j“1 such that tukju8j“1 and tDukju8j“1 converges weakly
to u and Du in LppΩq, respectively.

To see that the convergence behavior in Theorem 2.71 is in fact the weak convergence
in W 1,ppΩq, we make use of Theorem 2.69. Let tuku8k“1 be a bounded sequence in
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W 1,ppΩq and f P W 1,ppΩq1. Then Theorem 2.69 provides a unique v “ pv0, v1, ¨ ¨ ¨ , vnq P

Lp
1

pΩqn`1 such that

xf, uy “

ż

Ω

uv0 dx`
n
ÿ

`“1

ż

Ω

Bu

Bx`
v` dx .

Therefore, the subsequence
 

ukj
(8

j“1
provides by Theorem 2.71 satisfies

lim
jÑ8

@

f, ukj
D

“ lim
jÑ8

”

ż

Ω

ukjv0 dx`
n
ÿ

`“1

ż

Ω

Bukj
Bx`

v` dx
ı

“

ż

Ω

uv0 dx`
n
ÿ

`“1

ż

Ω

Bu

Bx`
v` dx

“ xf, uy .

The argument above establishes the following

Theorem 2.72. Let tuku8k“1 be a bounded sequence in W 1,ppΩq for 1 ă p ă 8. Then
there exists a subsequence tukju8j“1 such that tukju8j“1 converges weakly in W 1,ppΩq.

2.15.1 The Div-Curl Lemma

It is well-known that if uk á u and vk á v in L2pΩq, ukvk does not necessarily
converge to uv weakly in DpΩq, not even up to a subsequence. In this sub-section,
the weak convergence of the product two weakly convergent sequences in L2pΩq is
considered, and the goal is to show the weak convergence of the product of two weakly
convergent sequence under certain additional constraints.

Theorem 2.73 (Div-Curl Lemma). Suppose that uk á u and v k á v both in
L2pRnq, and divuk and curlv k are compact in H´1pRnq, where n “ 2 or 3. Then there
exists a subsequence tkju8j“1 such that ukj ¨ v kj Ñ u ¨ v in D1pRnq.

Proof. Let w k P H
2pRnq solve

w k ´∆w k “ v k in Rn ,

w k “ 0 on BRn ,

and w be the solution to the equation above with v replacing v k. Then

}w k}H2pRnq ď C}v k}L2pRnq ,
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and the Rellich Theorem (with the help of diagonal process) implies that there exists a
subsequence of tw ku

8
k“1, still denoted by tw ku

8
k“1, such that w k Ñ w in H1pBp0, Rqq

for all R ą 0. By the compactness of divuk and curlv k in H´1pRnq, there exists a
subsequence tkju8j“1 such that

divukj Ñ divu in H´1
pRn

q ,

curlv kj Ñ curlv in H´1
pRn

q .

Let ϕ P DpRnq be given. Then

´∆pϕ curlw kq “ ´curlw kpϕ`∆ϕq ´ 2∇ϕ ¨∇curlw k ` ϕ curlv k . (2.48)

Since ϕ`∆ϕ is compactly supported,

curlw kpϕ`∆ϕq Ñ curlwpϕ`∆ϕq in L2
pRn

q .

For the second term on the right-hand side of (2.48), by the definition of the dual
space norm,

}∇ϕ ¨∇curlpw kj ´wq}H´1pRnq “ sup
ψPH1

0 pRnq

}ψ}H1pRnq“1

x∇ϕ ¨∇curlpw kj ´wq, ψy

“ sup
ψPH1

0 pRnq

}ψ}H1pRnq“1

”

x∆ϕ curlpw kj ´wq, ψy ` x∇ϕb curlpw kj ´wq,∇ψy
ı

ď 2}∇ϕ}W 1,8pRnq}curlpw kj ´wq}L2psptpϕqq Ñ 0 as j Ñ 8 .

As a consequence, the right-hand side of (2.48) converges strongly to ´curlwpϕ `
∆ϕq ´ 2∇ϕ ¨∇curlw ` ϕ curlv in H´1pRnq, and the elliptic estimate suggests that

}ϕ curlpw kj ´wq}H1pRnq Ñ 0 as j Ñ 8 . (2.49)

Finally, observing that
ż

Rn

ukj ¨ v kjϕdx

“

ż

Rn

ukj ¨ curlcurlw kjϕdx´

ż

Rn

ukj ¨∇divw kjϕdx`

ż

Rn

ukj ¨w kjϕdx

“

ż

Rn

ukj ¨ curlpϕ curlw kjq dx´

ż

Rn

ukj ¨ p∇ϕˆ curlw kjq dx

`

ż

Rn

divukjdivw kjϕdx`

ż

Rn

ukj ¨∇ϕ divw kj dx`

ż

Rn

ukj ¨w kjϕdx ,
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we conclude that the right-hand side converges to corresponding terms without kj;
thus it is clear that

lim
jÑ8

ż

Rn

ukj ¨ v kjϕdx “
ż

Rn

u ¨ vϕdx . ˝

2.16 Exercises

Problem 2.1. Suppose that 1 ă p ă 8. If τyfpxq “ fpx´ yq, show that f belongs
to W 1,ppRnq if and only if τyf is a Lipschitz function of y with values in LppRnq; that
is,

}τyf ´ τzf}LppRnq ď C|y ´ z| .

What happens in the case p “ 1?

Problem 2.2 (Fundamental theorem of calculus for integrands in L1). Let f P L1pRq,
and set

gpxq “

ż x

´8

fpyqdy . p‹q

Prove that g is continuous, and show that dg

dx
“ f , where dg

dx
denotes the weak

derivative.
(Hint: Given ϕ P C8

c pRq, use (‹) to obtain
ż

R
ϕ1pxqgpxq dx “

ż

R

ż x

´8

ϕ1pxqfpyqdy dx .

Then write this integral as

lim
hÑ0

1

h

ż

R
rϕpx` hq ´ ϕpxqs gpxq dx “ ´ lim

hÑ0

1

h

ż

R

ż x`h

x

fpyqϕpxq dy dx .q

Problem 2.3 (Sobolev embedding for W n,1). Show that W n,1pRnq Ď CpRnq X

L8pRnq.

(Hint: upxq “
ż 0

´8

¨ ¨ ¨

ż 0

´8

Bn

By1 ¨ ¨ ¨ Byn
upx` yqdy1 ¨ ¨ ¨ dyn.)

Problem 2.4 (Absolute continuity of weakly differentiable functions). If u P

W 1,ppRnq for some p P r1,8q and Bu

Bxj
“ 0, j “ 1, ..., n, on a connected open set

Ω Ď Rn, show that u is equal a.e. to a constant on Ω. (Hint: Approximate u using
that ηε ˚ u Ñ u in W 1,ppRnq , where ηε is a sequence of standard mollifiers. As we
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showed, given δ ą 0, we can choose ε ą 0 such that }ηε ˙ u ´ u}W 1,ppRnq ă δ . Show

that B

Bxj
pηε ˚ uq “ 0 on ΩεĂĂΩ, where Ωε Õ Ω as εÑ 0.)

More generally, if Bu
Bxj

“ fj P CpΩq, 1 ď j ď n, show that u is equal a.e. to a
function in C 1pΩq.

Problem 2.5. In case n “ 1, deduce from Problems 2.2 and 2.4 that, if u P L1
locpRq

and if du
dx
“ f P L1pRq, then

upxq “ c`

ż x

´8

fpyqdy a.e. x P R ,

for some constant c.

Problem 2.6 (Fundamental theorem of calculus and mean value theorem for inte-
grals). Show that for u P W 1,1p0, 1q,

up1q ´ up0q “

ż 1

0

u1pyqdy ,

and that there exists α P p0, 1q such that

upαq “

ż 1

0

upyqdy .

Problem 2.7. Let Ω :“ Bp0,
1

2
q Ď R2 denote the open ball of radius 1

2
. For

x “ px1, x2q P Ω, let

upx1, x2q “ x1x2 log p| logp|x|q|q where |x| “
b

x2
1 ` x

2
2 .

(a) Show that u P C 1psΩq;

(b) show that B
2u

Bx2
j

P CpΩ̄q for j “ 1, 2, but that u R C 2pΩ̄q;

(c) show that u P H2pΩq.

Problem 2.8. Prove that C8
c pRnq is dense in W k,ppRnq for integers k ě 0 and

1 ď p ă 8.
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Problem 2.9. Let ηε denote the standard mollifier, and for u P H3pR3q, set uε “ ηε˚u.
Prove that

}uε ´ u}L8pR3q ď C
?
ε}u}H2pR3q ,

and that
}uε ´ u}L8pR3q ď Cε}u}H3pR3q .

Problem 2.10. Let Ω Ď R2 denote an open, bounded, subset with smooth boundary.
Prove the interpolation inequality:

}Du}2L2pΩq ď C}u}L2pΩq}D
2u}L2pΩq @u P H2

pΩq XH1
0 pΩq ,

where D2u denotes the Hessian matrix of u, i.e., the matrix of second partial derivatives
B 2u

BxiBxj
. Use the fact that C8psΩq XH1

0 pΩq is dense in u P H2pΩq XH1
0 pΩq.

Problem 2.11. Let D :“ Bp0, 1q Ď R2 denote the unit disc, and let

upxq “
“

´ log |x|
‰α
.

Prove that the weak derivative of u exists for all α ě 0.

Problem 2.12. Suppose that tfnu8n“1 is a bounded sequence in H1pΩq for Ω Ď R2

bounded. For which values of p does there exist an f P H1pΩq such that for a
subsequence fn` ,

fn` Dfn` á f Df weakly in LppΩq ?

Problem 2.13. Suppose that uj á u in W 1,1p0, 1q. Show that uj Ñ u a.e.

We will use the notation u1pxq “ du

dx
pxq in the following problems.

Problem 2.14. Let p ą 1 and set Ω “ p0, 1q Ď R.

(a) Suppose that X, Y, Z are Banach spaces, that X is compactly embedded in Y
and that Y is continuously embedded in Z. Show that for all ε ą 0 there is a
constant Cε “ Cpεq such that

}u}Y ď ε}u}X ` Cε}u}Z @u P X .

(Hint: Argue by contradiction.)
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(b) Show that for all ε ą 0, there exists C “ Cpε, pq such that

}u}L8pΩq ď ε}u1}LppΩq ` C}u}L1pΩq @u P W 1,p
pΩq .

(c) Show that the inequality in (b) fails for p “ 1 (Hint: Consider the sequence
unpxq “ xn and let nÑ 8.)

(d) For 1 ď q ă 8, show that there exists C “ Cpε, qq such that

}u}LqpΩq ď ε}u1}L1pΩq ` C}u}L1pΩq @u P W 1,1
pΩq .

Problem 2.15. Let Ω “ p0, 1q Ď R.

(a) For ū “
ż

Ω
upxq dx, show that

}u´ ū}L8pΩq ď }u
1
}L1pΩq @u P W 1,1

pΩq .

(Hint: The average ū “ upx0q for some x0 P r0, 1s.)

(b) Show that the constant 1 in (a) is optimal. In particular, show that

sup
 

}u´ ū}L8pΩq
ˇ

ˇu P W 1,1
pΩq and }u1}L1pΩq “ 1

(

“ 1 .

(Hint: Consider a sequence un P C8pΩq such that u1n ě 0 on p0, 1q for all n P N,
unpxq “ 0 for all x P

“

0, 1´
1

n

‰

for all n P N.)

(c) Show that the supremum in (b) is not achieved, so that there exists no function
u P W 1,1pΩq such that

}u´ ū}L8pΩq “ 1 and }u1}L1pΩq “ 1 .

(d) Prove that

}u}L8pΩq ď
1

2
}u1}L1pΩq @u P W 1,1

0 pΩq .

(Hint: Use that |upxq ´ up0q| ď
ż x

0
|u1pyq|dy and |upxq ´ up1q| ď

ż 1

x
|u1pyq|dy.)

(e) Show that 1

2
is the best constant in (d). Is it achieved?

(Hint: Fix x̄ P Ω and consider a function u P W 1,1
0 pΩq which is increasing on

p0, x̄q, decreasing on px̄, 1q, with upx̄q “ 1.)
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(f) Show that for 1 ď q ď 8 and 1 ď p ď 8,

}u´ ū}LqpΩq ď C}u1}LppΩq @u P W 1,p
pΩq ,

and
}u}LqpΩq ď C}u1}LppΩq @u P W 1,p

0 pΩq .

Prove that the best constants in these two inequalities are achieved when
1 ď q ď 8 and 1 ă p ď 8.

(Hint: Minimize }u1}LppΩq in the class u P W 1,ppΩq such that }u ´ ū}LqpΩq “ 1

(respectively, u P W 1,p
0 pΩq such that }u}LqpΩq “ 1.))

Problem 2.16. Let Ω “ p0, 1q Ď R.

(a) Suppose that u P W 1,ppΩq with 1 ă p ă 8. Show that if up0q “ 0, then
upxq

x
P LppΩq and Hardy’s inequality holds:

›

›

›

u

x

›

›

›

LppΩq
ď

p

p´ 1
}u1}LppΩq .

(b) On the other hand, suppose that u P W 1,ppΩq with 1 ď p ă 8 and that
upxq

x
P LppΩq. Show that up0q “ 0.

(Hint: Argue by contradiction.)

(c) Let upxq “ 1

1` | log x|
. Show that u P W 1,1pΩq, up0q “ 0, but upxq

x
R L1pΩq.

(d) Suppose that u P W 1,ppΩq for 1 ď p ă 8 and up0q “ 0. Let ξ P C8pRq denote
any function satisfying ξpxq “ 0 for all ´8 ă x ď 1 and ξpxq “ 1 for all
x P r2,8q. Set ξnpxq “ ξpnxq and let unpxq “ ξnpxqupxq for n P N. Verify that
un P W

1,ppΩq and that un Ñ u in W 1,ppΩq as nÑ 8.

(Hint: Consider the cases p “ 1 and p ą 1 separately.)

Problem 2.17. Let Ω “ p0, 1q Ď R.

(a) Let u P W 2,ppΩq with 1 ă p ă 8. Assume that up0q “ u1p0q “ 0. Show that
upxq

x2
P LppΩq and u1pxq

x
P LppΩq with

›

›

›

u

x2

›

›

›

LppΩq
`

›

›

›

u

x

›

›

›

LppΩq
ď

p

p´ 1
}u2}LppΩq .
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(b) Show then that v :“
u

x
P W 1,ppΩq with vp0q “ 0.

(c) With u as in (a), set un “ ξnu as in Problem 2.16(d). Verify that un P W 2,ppΩq

and that un Ñ u in W 2,ppΩq as nÑ 8.

(d) For integers k ě 1 and 1 ă p ă 8, suppose that u P Xk, where

Xk
“ tu P W k,p

pΩq : Dαup0q “ 0 , |α| ď k ´ 1u .

Show that u
xk
P LppΩq and that u

xk´1 P X
1.

(Hint: Use an induction argument on k.)

(e) Assume that u P Xk and show that

w “
Dju

xk´j´i
P X i

@ integers i, j , j ě 0 , i ě 1 , i` j ď k ´ 1 .

(f) With u as in (d) and ξn as in (c), show that ξnu P W k,ppΩq and that un Ñ u in
W k,ppΩq as nÑ 8.

(g) Let W k,p
0 pΩq denote the closure of C8

c pΩq. Show that

W k,p
0 pΩq “ tu P W k,p

pΩq : u “ Du “ ¨ ¨ ¨ “ Dk´1u “ 0 on BΩu .

(Note well the difference between W k,ppΩq XW 1,p
0 pΩq and W 1,p

0 pΩq when k ě 2.)

(h) Assume now that u P W 2,1pΩq with up0q “ u1p0q “ 0. Set

vpxq :“

# u

x
if x P p0, 1s

0 if x “ 0 .

Verify that v P Cpr0, 1sq and prove that v P W 1,1pΩq.

(Hint: Use the fact that v1pxq “ 1

x2

ż x

0
u2pyqdy.)

(i) Construct an example of a function u P W 2,1pΩq satisfying up0q “ u1p0q “ 0, but

with u

x2
R L1pΩq and u1

x
R L1pΩq.

(Hint: Use Problem 2.16(c).)



Chapter 3

The Fourier Transform

The Fourier transform is one of the most powerful and fundamental tools in linear
analysis, converting constant-coefficient linear differential operators into multiplication
by polynomials. In this section, we define the Fourier transform, first on L1pRnq

functions, next (and miraculously) on L2pRnq functions, and finally on the space of
tempered distributions.

3.1 Fourier Transform on L1pRnq and the Space S pRnq

Definition 3.1. For all f P L1pRnq, the Fourier transform of f , denoted by Ff or
pf , is defined by

pFfqpξq “ pfpξq “ p2πq´
n
2

ż

Rn

fpxqe´ix¨ξ dx .

It is clear that F : L1pRnq Ñ L8pRnq. In fact,

}Ff}L8pRnq ď p2πq
´n

2 }f}L1pRnq .

Definition 3.2. The Schwartz space is the collection of smooth functions of rapid
decay denoted by

S pRn
q “

 

u P C8
pRn

q
ˇ

ˇxβDαu P L8pRn
q @α, β P Nn

(

.

Elements in S pRnq are called Schwartz functions.

It follows from the definition of the Fourier transform that

F : S pRn
q Ñ S pRn

q ,

88
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and that, in particular,

ξαDβ
ξ
pf “ p´iq|α|p´1q|β|F pDα

xx
βfq .

The Schwartz space S pRnq is also known as the space of rapidly decreasing functions;
thus, after multiplying by any polynomial functions Ppxq,

PpxqDαupxq Ñ 0 as xÑ 8 for all α P Nn.

The classical space of test functions DpRnq :“ C8
c pRnq Ď S pRnq. The prototype

element of S pRnq is e´|x|2 which is not compactly supported, but has rapidly decreasing
derivatives.

The reader is encouraged to verify the following basic properties of S pRnq:

1. S pRnq is a vector space.

2. S pRnq is an algebra under the pointwise product of functions.

3. Pu P S pRnq for all u P S pRnq and all polynomial functions P .

4. S pRnq is closed under differentiation.

5. S pRnq is closed under translations and multiplication by complex exponentials
eix¨ξ.

6. S pRnq Ď L1pRnq (since if u P S pRnq, |upxq| ď Cp1` |x|q´pn`1q for some C ą 0,
and p1` |x|q´pn`1qdx decays like |x|´2 as |x| Ñ 8).

Definition 3.3. For all f P L1pRnq, we define operator F ˚ by

pF ˚fqpxq “ p2πq´
n
2

ż

Rn

fpξqeix¨ξdξ .

The function F ˚f sometimes is also denoted by qf .

Lemma 3.4. pFu, vqL2pRnq “ pu,F
˚vqL2pRnq for all u, v P S pRnq.

Recall that the L2pRnq inner-product for complex-valued functions is given by
pu, vqL2pRnq “

ż

Rn

upxqvpxq dx.
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Proof. Since u, v P S pRnq, by Fubini’s Theorem,

pFu, vqL2pRnq “ p2πq
´n

2

ż

Rn

ż

Rn

upxqe´ix¨ξ dx vpξq dξ

“ p2πq´
n
2

ż

Rn

ż

Rn

upxqeix¨ξvpξq dξ dx

“ p2πq´
n
2

ż

Rn

upxq

ż

Rn

eix¨ξvpξq dξ dx “ pu,F ˚vqL2pRnq . ˝

Theorem 3.5. F ˚F “ Id “ FF ˚ on S pRnq.

Proof. We first prove that for all f P S pRnq, pF ˚Ffqpxq “ fpxq.

pF ˚Ffqpxq “ p2πq´n

ż

Rn

eiξ¨x
´

ż

Rn

e´iy¨ξfpyqdy
¯

dξ

“ p2πq´n

ż

Rn

ż

Rn

eipx´yq¨ξfpyq dy dξ .

Since Ff P S pRnq, by the dominated convergence theorem,

pF ˚Ffqpxq “ lim
εÑ0
p2πq´n

ż

Rn

ż

Rn

e´ε|ξ|
2

eipx´yq¨ξfpyq dy dξ .

For all ε ą 0, the convergence factor e´ε|ξ|2 allows us to interchange the order of
integration, so that by Fubini’s theorem,

pF ˚Ffqpxq “ lim
εÑ0
p2πq´n

ż

Rn

fpyq
´

ż

Rn

e´ε|ξ|
2

eipy´xq¨ξ dξ
¯

dy .

We define the integral kernel

pεpxq “ p2πq
´n

ż

Rn

e´ε|ξ|
2`ix¨ξdξ

Then F ˚Ff “ lim
εÑ0

pεˇ f . Let ppxq “ p1pxq “ p2πq
´n

ż

Rn

e´|ξ|
2`ix¨ξdξ. Then

p
` x
?
ε

˘

“ p2πq´n

ż

Rn

e´|ξ|
2`ix¨ξ{

?
εdξ “ p2πq´n

ż

Rn

e´|ξ|
2`ix¨ξε

n
2 dξ “ ε

n
2 pεpxq .

We claim that

pεpxq “
1

p4πεq
n
2

e´
|x|2

4ε and that
ż

Rn

ppxq dx “ 1 . (3.1)
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Figure 3.1: As εÑ 0, the sequence of functions pε becomes more localized about the
origin.

Given (3.1), then for all f P S pRnq, pεˇ f Ñ f uniformly as εÑ 0, which shows
that F ˚F “ Id, and similar argument shows that FF ˚ “ Id. (Note that this follows
from the proof of Theorem 1.42, since the standard mollifiers ηε can be replaced by
the sequence pε and all assertions of the theorem continue to hold, for if (3.1) is true,
then even though pε does not have compact support,

ż

Bp0,δqA
pεpxq dxÑ 0 as εÑ 0 for

all δ ą 0.)
Thus, it remains to prove (3.1). It suffices to consider the case ε “ 1

2
; then by

definition
p 1

2
pxq “ p2πq´n

ż

Rn

eix¨ξe´
|ξ|2

2 dξ “ F
´

p2πq´
n
2 e´

|¨|2

2

¯

pxq .

In order to prove that p 1
2
pxq “ p2πq´

n
2 e´

|x|2

2 , we must show that with the Gaussian

function Gpxq “ p2πq´
n
2 e´

|x|2

2 ,

Gpξq “ F pGqpξq .

By the multiplicative property of the exponential,

e´|ξ|
2{2
“ e´ξ

2
1{2 ¨ ¨ ¨ e´ξ

2
n{2 ,

it suffices to consider the case that n “ 1. Then the Gaussian satisfies the differential
equation

d

dx
Gpxq ` xGpxq “ 0 .
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Computing the Fourier transform, we see that

´i
d

dξ
pGpxq ´ iξ pGpxq “ 0 .

Thus,
pGpξq “ Ce´

ξ2

2 .

To compute the constant C,

C “ pGp0q “ p2πq´1

ż

R
e
x2

2 dx “ p2πq´
1
2

which follows from the fact that
ż

R
e
x2

2 dx “ p2πq
1
2 . (3.2)

To prove (3.2), one can again rely on the multiplication property of the exponential to
observe that

ż

R
ex

2
1{2 dx1

ż

R
ex

2
2{2 dx2 “

ż

R2

epx
2
1`x

2
2q{2 dx “

ż 2π

0

ż 8

0

e´
r2

2 rdrdθ “ 2π . ˝

It follows from Lemma 3.4 that for all u, v P S pRnq,

pFu,FvqL2pRnq “ pu,F
˚FvqL2pRnq “ pu, vqL2pRnq .

Thus, we have established the Plancheral theorem on S pRnq.

Theorem 3.6 (Plancheral’s theorem). F : S pRnq Ñ S pRnq is an isomorphism
with inverse F ˚ preserving the L2pRnq inner-product.

3.2 The Topology on S pRnq and Tempered Distribu-
tions

An alternative to Definition 3.2 can be stated as follows:

Definition 3.7 (The space S pRnq). Setting xxy “
a

1` |x|2,

S pRn
q “

 

u P C8
pRn

q
ˇ

ˇ xxyk|Dαu| ď Ck,α @ k P N
(

.

The space S pRnq has a Fréchet topology determined by semi-norms.
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Definition 3.8 (Topology on S pRnq). For k P N, define the semi-norm

pkpuq “ sup
xPRn,|α|ďk

xxyk|Dαupxq| ,

and the metric on S pRnq

dpu, vq “
8
ÿ

k“0

2´k
pkpu´ vq

1` pkpu´ vq
.

The space pS pRnq, dq is a Fréchet space.

Definition 3.9 (Convergence in S pRnq). A sequence uj Ñ u in S pRnq if pkpuj ´
uq Ñ 0 as j Ñ 8 for all k P N.

Definition 3.10 (Tempered Distributions). A linear map T : S pRnq Ñ C is
continuous if for some k P N, there exists some constant Ck such that

ˇ

ˇxT, uy
ˇ

ˇ ď Ckpkpuq @u P S pRn
q .

The space of continuous linear functionals on S pRnq is denoted by S 1pRnq. Elements
of S 1pRnq are called tempered distributions.

Definition 3.11 (Convergence in S 1pRnq). A sequence Tj á T in S 1pRnq if
xTj, uy Ñ xT, uy for all u P S pRnq.

For 1 ď p ď 8, there is a natural injection of LppRnq into S 1pRnq given by

xf, uy “

ż

Rn

fpxqupxq dx @u P S pRn
q .

Any finite measure on Rn provides an element of S 1pRnq. The basic example of such
a finite measure is the Dirac delta ‘function’ defined as follows:

xδ0, uy “ up0q or, more generally, xδx, uy “ upxq @u P S pRn
q .

We shall often use δ to denote the Dirac delta distribution δ0.

Definition 3.12. The distributional derivative D : S 1pRnq Ñ S 1pRnq is defined
by the relation

xDT, uy “ ´xT,Duy @u P S pRn
q .

More generally, the αth distributional derivative exists in S 1pRnq and is defined by

xDαT, uy “ p´1q|α|xT,Dαuy @u P S pRn
q .
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Multiplication by f P S pRnq preserves S 1pRnq; in particular, if T P S 1pRnq, then
fT P S 1pRnq and is defined by

xfT, uy “ xT, fuy @u P S pRn
q .

Example 3.13. Let H :“ 1r0,8q denote the Heavyside function. Then

dH

dx
“ δ in S 1

pRn
q .

This follows since for all u P S pRnq,

x
dH

dx
, uy “ ´xH,

du

dx
y “ ´

ż 8

0

du

dx
dx “ up0q “ xδ, uy .

Example 3.14 (Distributional derivative of Dirac measure).
Adδ

dx
, u
E

“ ´
du

dx
p0q @u P S pRn

q .

3.3 Fourier Transform on S 1pRnq

Definition 3.15. Define F : S 1pRnq Ñ S 1pRnq by

xFT, uy “ xT,Fuy @u P S pRn
q ,

with the analogous definition for F ˚ : S 1pRnq Ñ S 1pRnq.

Theorem 3.16. F ˚F “ Id “ FF ˚ on S 1pRnq.

Proof. By Definition 3.15, for all u P S pRnq

xFF ˚T, uy “ xF ˚w,Fuy “ xT,F ˚Fuy “ xT, uy ,

the last equality following from Theorem 3.5. ˝

Example 3.17 (Fourier transform of δ). We claim that F δ “ p2πq´
n
2 . According

to Definition 3.15, for all u P S pRnq,

xF δ, uy “ xδ,Fuy “ Fup0q “

ż

Rn

p2πq´
n
2 upxq dx ,

so that F δ “ p2πq´
n
2 .
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Example 3.18. The same argument shows that F ˚pδq “ p2πq´
n
2 so that F ˚rp2πq

n
2 δs “

1. Using Theorem 3.16, we see that F p1q “ p2πq
n
2 δ. This demonstrates nicely the

identity
|ξαpupξq| “ |F pDαuqpξq|.

In other the words, the smoother the function x ÞÑ upxq is, the faster ξ ÞÑ pupξq must
decay.

Remark 3.19. A function f P L1
locpRnq generates a distribution f P S 1pRnq. We

now show that the Fourier transform given by Definition 3.15 agrees with the Fourier
transform of a function.

For ϕ P S pRnq,

x pf, ϕy ” xf, pϕy “

ż

Rn

fpξqpϕpξqdξ “
1

p2πq
n
2

ż

Rn

ż

Rn

fpξqϕpxqe´ix¨ξ dxdξ

“ lim
mÑ8

1

p2πq
n
2

ż

Ωm

ż

Rn

fpξqϕpxqe´ix¨ξ dxdξ ,

where Ωm is an increasing sequence of bounded sets such that
8
Ť

m“1

Ωm “ Rn. Letting

fm “ 1Ωmf or xfmpxq “
1

p2πq
n
2

ż

Ωm

fpξqe´ix¨ξdξ, we find that

x lim
mÑ8

xfm, ϕy “
1

p2πq
n
2

ż

Rn

lim
mÑ8

ż

Ωm

fpξqe´ix¨ξϕpxqdξ dx .

Therefore, if we define pf “ lim
mÑ8

xfm whenever the limit makes sense, then we have the
following identity

ż

Rn

ż

Rn

fpξqϕpxqe´ix¨ξdξ dx “

ż

Rn

ż

Rn

fpξqϕpxqe´ix¨ξ dxdξ , (3.3)

and pf agrees with the Fourier transform of a function. Note that (3.3) shows that we
can interchange the order of integration even though fpξqϕpxqe´ix¨ξ does not belong
to L1pR2nq.

3.4 The Fourier Transform on L2pRnq

In Theorem 1.42, we proved that C8
c pRnq is dense in LppRnq for 1 ď p ă 8. Since

C8
c pRnq Ď S pRnq, it follows that S pRnq is dense in LppRnq as well. Thus, for every
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u P L2pRnq, there exists a sequence tuju8j“1 Ď S pRnq such that uj Ñ u in L2pRnq, so
that by Plancheral’s Theorem 3.6,

}puj ´ puk}L2pRnq “ }uj ´ uk}L2pRnq ă ε .

It follows from the completeness of L2pRnq that the sequence puj converges in L2pRnq.

Definition 3.20 (Fourier transform on L2pRnq). For u P L2pRnq let tuju8j“1 denote
an approximating sequence in S pRnq. Define the Fourier transform as follows:

Fu “ pu “ lim
jÑ8

puj .

Note well that F on L2pRnq is well-defined, as the limit is independent of the
approximating sequence. In particular,

}pu}L2pRnq “ lim
jÑ8

}puj}L2pRnq “ lim
jÑ8

}uj}L2pRnq “ }u}L2pRnq .

By the polarization identity

pu, vqL2pRnq “
1

2

´

}u` v}2L2pRnq ´ i}u` iv}
2
L2pRnq

´ p1´ iq}u}2L2pRnq ´ p1´ iq}v}
2
L2pRnq

¯

we have proved the Plancheral theorem1 on L2pRnq:

Theorem 3.21. pu, vqL2pRnq “ pFu,FvqL2pRnq for all u, v P L2pRnq.

3.5 Bounds for the Fourier Transform on LppRnq

We have shown that for u P L1pRnq, }pu}L8pRnq ď p2πq´
n
2 }u}L1pRnq, and that for

u P L2pRnq, }pu}L2pRnq “ }u}L2pRnq. Applying the Marcinkiewicz Interpolation Theorem
(Theorem D.4) (by interpolating p between 1 and 2) yields the following result.

Theorem 3.22 (Hausdorff-Young inequality). If u P LppRnq for 1 ď p ď 2, then for

q “
p´ 1

p
, there exists a constant C such that

}pu}LqpRnq ď C}u}LppRnq .

1The unitarity of the Fourier transform is often called Parseval’s theorem in science and engineering
fields, based on an earlier (but less general) result that was used to prove the unitarity of the Fourier
series.
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Returning to the case that u P L1pRnq, not only is Fu P L8pRnq, but the
transformed function decays at infinity.

Theorem 3.23 (Riemann-Lebesgue “lemma”). For u P L1pRnq, Fu is continuous
and pFuqpξq Ñ 0 as |ξ| Ñ 8.

Proof. Let BM “ Bp0,Mq Ď Rn. Since f P L1pRnq, for each ε ą 0, we can choose M

sufficiently large such that
ˇ

ˇ

ˇ

pfpξq ´

ż

BM

e´ix¨ξfpxq dx
ˇ

ˇ

ˇ
ă ε .

Using Lemma 1.36, choose a sequence of simple functions tϕju8j“1 which converges to
f in L1pBMq. Then for j P N chosen sufficiently large,

ˇ

ˇ

ˇ

pfpξq ´

ż

BM

ϕjpxqe
´ix¨ξ dx

ˇ

ˇ

ˇ
ă 2ε .

Writing ϕjpxq “
N
ř

`“1

C`1E`pxq, we have that

ˇ

ˇ

ˇ

pfpξq ´
N
ÿ

`“1

C`

ż

E`

ϕjpxqe
´ix¨ξ dx

ˇ

ˇ

ˇ
ă 2ε .

By the regularity of the Lebesgue measure µ, for each ` P t1, ..., Nu, there exists a
compact set K` and an open set O` such that K` Ď E` Ď O` and

µpO`q ´
ε

2
ă µpE`q ă µpK`q `

ε

2
.

Since O` is open, O` “
Ť

αPA`

V`α for some open rectangle V`α and index set A`. By the

compactness of K`, K` Ď
N
Ť̀

j“1

V`αj for some
 

α1, ..., αN`
(

Ď A`; thus

µ
`

E`z
N
ď̀

j“1

V`αj
˘

` µ
`

N
ď̀

j“1

V`αjzE`
˘

ă ε .

It then follows that
ˇ

ˇ

ˇ

ż

E`

e´ix¨ξ dx´

ż

ŤN`
j“1 V`αj

e´ix¨ξ dx
ˇ

ˇ

ˇ
ă ε .
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On the other hand, for each rectangle V`αj ,
ˇ

ˇ

ˇ

ż

V`αj

e´ix¨ξ dx
ˇ

ˇ

ˇ
ď

C

ξ1 ¨ ¨ ¨ ξn
, so

pfpξq ď C
´

ε`
1

ξ1 ¨ ¨ ¨ ξn

¯

.

Since ε ą 0 is arbitrary, we see that pfpξq Ñ 0 as |ξ| Ñ 8. Continuity of Fu follows
easily from the dominated convergence theorem. ˝

3.6 Convolution and the Fourier Transform

Theorem 3.24. If u, v P L1pRnq, then uˇ v P L1pRnq and

F puˇ vq “ p2πq
n
2 pFuqpFvq , F ˚

puˇ vq “ p2πq
n
2 pF ˚uqpF ˚vq .

Proof. Young’s inequality (Theorem 1.47) shows that uˇ v P L1pRnq so that the Fourier
transform is well-defined. The assertion then follows from a direct computation:

F puˇ vq “ p2πq´
n
2

ż

Rn

e´ix¨ξpuˇ vqpxq dx

“ p2πq´
n
2

ż

Rn

ż

Rn

upx´ yqvpyqdy e´ix¨ξ dx

“ p2πq´
n
2

ż

Rn

ż

Rn

upx´ yqe´ipx´yq¨ξ dx vpxq e´iy¨ξ dy

“ p2πq
n
2
pupv (by Fubini’s theorem) .

That F ˚puˇ vq “ p2πq
n
2 pF ˚uqpF ˚vq can be proved in a similar way. ˝

By using Young’s inequality (Theorem 1.48) together with the Hausdorff-Young
inequality, we can generalize the convolution result to the following

Theorem 3.25. Suppose that u P LppRnq and v P LqpRnq, and let r satisfy 1

r
“

1

p
`

1

q
´ 1 for 1 ď p, q, r ď 2. Then F puˇ vq,F ˚puˇ vq P L

r
r´1 pRnq and

F puˇ vq “ p2πq
n
2 pFuqpFvq , F ˚

puˇ vq “ p2πq
n
2 pF ˚uqpF ˚vq .

Let › denote the convolution operator defined by f › g “ p2πq´
n
2 pf ˇ gq. Then the

theorem above implies that if u P LppRnq and v P LqpRnq,

F pu › vq “ pFuqpFvq , F ˚
pu › vq “ pF ˚uqpF ˚vq .
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Using this notation, we find that for f, g P S pRnq,

xf › g, ϕy “
´ 1
?

2π

¯n
ż

Rn

ż

Rn

fpx´ yqgpyqϕpxqdy dx “ xg, rf › ϕy ,

where r : S pRnq Ñ S pRnq is the reflection operator defined by rfpxq “ fp´xq. This
observation motivates the following

Definition 3.26. Let f P S pRnq and T P S 1pRnq. The convolution f › T is the
tempered distribution defined by

xf › T, ϕy “ xT, rf › ϕy @ϕ P S pRn
q ,

Theorem 3.27. Let f P S pRnq and T P S 1pRnq. Then F pf › T q “ pf ¨ pT .

Proof. Since F´1p pf › pϕq “
q

rfϕ, we have rf › pϕ “ F
`

q

rf ¨ ϕ
˘

. Moreover, q

rf “ pf . As a
consquence,

xF pf › T q, ϕy “ xf › T, pϕy “ xT, rf › pϕy “ xpT ,
q

rf ¨ ϕy “ xpT , pf ¨ ϕy “ x pf pT , ϕy . ˝

3.7 An Explicit Computation with the Fourier Trans-
form

As we have shown that F˚F “ FF˚ “ Id, in this section, we shall denote F˚ by F´1.
The computation of the Green’s function for the Laplace operator is an important

application of the Fourier transform. For this purpose, we will compute pf for the
following two cases: (1) fpxq “ e´t|x|, t ą 0 and (2) fpxq “ |x|α, ´n ă α ă 0.

Case (1) In this case, f1 is rapidly decreasing but not in the Schwartz class SpRnq.
We begin with n “ 1. It follows that

F pe´t|¨|qpξq “

ż 8

´8

e´t|x|e´ix¨ξdµ1pxq “

ż 0

´8

expt´iξqdµ1pxq `

ż 8

0

exp´t´iξqdµ1pxq

“
1
?

2π

”expt´iξq

t´ iξ

ˇ

ˇ

ˇ

0

´8
`
exp´t´iξq

´t´ iξ

ˇ

ˇ

ˇ

8

0

ı

“

c

2

π

t

t2 ` ξ2
.

By the inversion formula, we then see that e´t|x| “ 1

π

ż 8

´8

t

t2 ` ξ2
eixξdξ.

In order to study the higher-dimensional cases when n ą 1, we begin with the
observation that

ż 8

0

e´st
2

e´sξ
2

ds “
e´spt

2`ξ2q

´pt2 ` ξ2q

ˇ

ˇ

ˇ

8

0
“

1

t2 ` ξ2
. (3.4)



100 CHAPTER 3. Fourier Transform

With λ “ |x| ą 0, we use (3.4) to find that

e´t|x| “
1

π

ż 8

´8

t

t2 ` ξ2
ei|x|ξdξ “

1

π

ż 8

´8

t
´

ż 8

0

e´st
2

e´sξ
2

ds
¯

eiλξdξ

“
1

π

ż 8

0

t
´

ż 8

´8

e´sξ
2

ei|x|ξdξ
¯

e´st
2

ds “

ż 8

0

t
?
sπ
e´st

2

e´
|x|2

4s ds .

Now, we compute the Fourier transform with respect to the variable x “ px1, ..., xnq,
and find that

F pe´t|¨|qpξq “

ż 8

0

t
?
sπ
e´st

2Fpe´ |x|
2

4s qds “

ż 8

0

t
?
sπ
p2sq

n
2 e´spt

2`|ξ|2qds

“
t

pt2 ` |ξ|2q
n`1

2

ż 8

0

1
?
πs
p2sq

n
2 e´sds “

Cpnqt

pt2 ` |ξ|2q
n`1

2

,

where the constant Cpnq “
ż 8

0

1
?
πs
p2sq

n
2 ds “

c

2n

π
Γ
`n` 1

2

˘

, where Γ
`n` 1

2

˘

denotes

the Gamma function. It follows that

F´1
pe´t|¨|qpxq “ Fpe´t|¨|qp´xq “

c

2n

π
Γp

n` 1

2
q

t

pt2 ` |x|2q
n`1

2

. (3.5)

Case (2) For this case, we compute Fp| ¨ |αq, when ´n ă α ă 0. Using the definition
of the Gamma-function, we see that

ż 8

0

s´
α
2
´1e´s|x|

2

ds “ |x|α
ż 8

0

s´
α
2
´1e´sds “ |x|αΓp´

α

2
q ,

Therefore,

F p|¨|αqpξq “
1

Γp´α
2
q

ż 8

0

s´
α
2
´1F pe´s|¨|

2

qds “
1

2
n
2 Γp´α

2
q

ż 8

0

s´
α
2
´n

2
´1e´

|ξ|2

4s ds

“
1

2
n
2 Γp´α

2
q

ż 8

0

´

|ξ|2

4s

¯´α
2
´n

2
´1

e´s
|ξ|2

4s2
ds “

2α`
n
2 Γpα`n

2
q

Γp´α
2
q

|ξ|´α´n ,

where we impose the condition ´n ă α ă 0 to ensure the boundedness of the Γ-function.
In particular, for n “ 3 and α “ ´1,

F p| ¨ |´1
qpξq “

?
2Γp1q

Γp1
2
q
|ξ|´2

“

c

2

π
|ξ|´2 ,

from which it follows that

F´1
p| ¨ |

´2
qpxq “

c

π

2

1

|x|
. (3.6)
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3.8 Applications to the Poisson, Heat, and Wave
Equations

The Poisson equation on R3

In Theorem 2.63, we proved the existence of unique weak solutions to the Dirichlet
problem on a bounded domain Ω. We will now provide an explicit representation for
solutions to the Poisson problem on R3. The issue of uniqueness in this setting will be
of interest.

Given the Poisson problem

∆u “ f in S 1
pRn

q ,

we compute the Fourier transform of both sides to obtain that

´|ξ|2pupξq “ pfpξq . (3.7)

Distributional solutions to (3.7) are not unique; for example,

pupξq “ ´
pfpξq

|ξ|2
and pupξq “ ´

pfpξq

|ξ|2
` δ

are both solutions. By requiring solutions to have enough decay, such as u P L2pRnq

so that pu P L2pRnq, then we do obtain uniqueness.
We will find an explicit representation for the solution to the Poisson problem

when n “ 3. If u P L2pR3q, then using (3.6) we see that pupξq “
pfpξq

|ξ|2
; thus

upxq “ F ˚
´

pfp¨q

|¨|2

¯

pxq “
”

F ˚
p|¨|

´2
q ›F ˚

p pfq
ı

pxq “ pΦˇfqpxq ,

where Φpxq “
1

4π|x|
. The function Φ is the so-called fundamental solution; more

precisely, it is the distributional solution of the equation

∆Φ “ δ in S 1
pRn

q .

Conceptually

´∆pΦˇ fq “ ´∆Φˇ f

“ δ0ˇ f “ f @ f P C pRn
q whenever Φˇ f makes sense,
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where the first equality follows from the fact that

x∆pΦˇ fq, pϕy “ p2πq
n
2 x´|ξ|2pΦ pf, ϕy “ p2πq

n
2 xF p∆Φq, pfϕy

“ p2πq
n
2 x∆Φ,F p pfϕqy “ x∆Φ, rf ˇ pϕy “ x∆Φˇf, pϕy .

Example 3.28. On R2, ∆pex1 cosx2q “ 0. The function ex1 cosx2 is not a tempered
distribution because it grows too fast as x1 Ñ 8. As such, the Fourier transfor of
ex1 cosx2 is not defined.

Using Fourier transform to convert PDE to linear algebraic equations only provides
those solutions which do not grow too rapidly at 8.

3.8.1 The Poisson integral formula on the half-space

Let Ω “ Rn ˆ R`, and consider the Dirichlet problem

´

B
2

B t2
`
B

2

Bx2
1

` ¨ ¨ ¨ `
B

2

Bx2
n

¯

u “
´

B
2

B t2
`∆

¯

u “ 0 in Ωˆ p0,8q ,

up¨, 0q “ fp¨q on Ωˆ tt “ 0u

for some f P S pRnq. Note that for any constant c, ct is always a solution as it is
harmonic and vanishes at the boundary t “ 0, so for uniqueness, we insist that u
be bounded. This in turn means u is in S 1pRnq and hence we may use the Fourier
transform. Applying the Fourier transform (in the x variable) Fx, we see that

B
2

B t2
pFxuqpξ, tq “ |ξ|

2
pFxuqpξ, tq @ pξ, tq P Rn

ˆ R` ,

pFxuqpξ, 0q “ pfpξq @ ξ P Rn .

Therefore, pFxuqpξ, tq “ C1pξqe
t|ξ|`C2pξqe

´t|ξ|, and C1pξq “ 0 by the growth condition
imposed on u. Then pFxuqpξ, tq “ pfpξqe´t|ξ| and hence using (3.5),

upx, tq “ F ˚
x p

pfp¨qe´t|¨|qpxq “
“

F ˚
x pe

´t|¨|
q › f

‰

pxq

“
Γpn`1

2
q

π
n`1

2

ż

Rn

tfpyq

pt2 ` |x´ y|2q
n`1

2

dy .

This is the Poisson integral formula on the half-space.
If f is bounded; that is, f P L8pRnq, then the integral converges and u P L8pRn ˆ

R`q. Therefore, u P C8pRn ˆ R`q X L8pRn ˆ R`q.
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3.8.2 The Heat equation

Let t ě 0 denote time, and x denote a point in space Rn. The function upx, tq

denotes the temperature at time t and position x, and g P S pRnq denotes the initial
temperature distribution. We wish to solve the heat equation

utpx, tq “ ∆upx, tq @ px, tq P Rn
ˆ p0,8q , (3.8a)

upx, 0q “ gpxq @x P Rn. (3.8b)

Taking the Fourier transform of (3.8), we find that

B tpupξ, tq “ ´|ξ|
2
pupξ, tq ,

pupξ, 0q “ pgpξq .

Therefore, pupξ, tq “ pgpξqe´|ξ|
2t and hence

upx, tq “ F ˚
`

pgp¨qe´|¨|
2t
˘

pxq “
“

F ˚
pe´|¨|

2t
q › g

‰

pxq

“
1

p4πtqn{2

ż

Rn

e´
|x´y|2

4t gpyqdy
`

” pH p¨, tqˇ gqpxq
˘

, (3.9)

where H px, tq “
1

p4πtqn{2
exp

`

´
|x|2

4t

˘

is called the heat kernel.

Theorem 3.29. If g P L8pRnq, then the solution u to (3.8) is in C8pRn ˆ p0,8qq.

Proof. The function
e´|x|

2{4t

p4πtqn{2
is C8pRn ˆ rα,8qq for all α ą 0. ˝

Remark 3.30. The representation formula (3.9) shows that whenever g is bounded,
continuous, and positive, the solution upx, tq to (3.8) is positive everywhere for t ą 0.

The representation formula (3.9) can also be used to prove the following

Theorem 3.31. Assume that g P C pRnq X L8pRnq. Then u defined by (3.9) is
continuous at t “ 0; that is,

lim
px,tqÑpx0,0`q

upx, tq “ gpx0q @ x0 P Rn .



104 CHAPTER 3. Fourier Transform

In order to study the Inhomogeneous heat equation

utpx, tq ´∆upx, tq “ fpx, tq @ px, tq P Rn
ˆ p0,8q , (3.10a)

upx, 0q “ 0 @x P Rn . (3.10b)

we introduce the parameter s ą 0, and consider the following problem for U :

Utpx, t, sq “ ∆Upx, t, sq ,

Upx, s, sq “ fpx, sq .

Then by (3.9),

Upx, t, sq “

ż

Rn

H px´ y, t´ sqfpy, sqdy .

We next invoke Duhamel’s principle to find a solution upx, tq to (3.10):

upx, tq “

ż t

0

Upx, t, sqds “

ż t

0

ż

Rn

H px´ y, t´ sqfpy, sqdyds . (3.11)

The principle of linear superposition then shows that the solution of the equations

utpx, tq ´∆upx, tq “ fpx, tq @ px, tq P Rn
ˆ p0,8q ,

upx, 0q “ gpxq @x P Rn ,

is the sum of (3.9) and (3.11):

upx, tq “

ż t

0

ż

Rn

H px´ y, t´ sqfpy, sqdyds`

ż

Rn

H px´ y, tqgpyqdy

“
“

H p¨, tqˇ g
‰

pxq `

ż t

0

“

H p¨, t´ sqˇ fp¨, sq
‰

pxqds . (3.12)

3.8.3 The Wave equation

For wave speed c ą 0, and for x P Rn, t P R, consider the following second-order linear
wave equation:

uttpx, tq “ c2∆upx, tq @ px, tq P Rn
ˆ p0,8q ,

upx, 0q “ fpxq @x P Rn,

utpx, 0q “ gpxq @x P Rn.



§3 The Fourier Transform 105

Taking the Fourier transform of (3.13), we find that

puttpξ, tq “ ´c
2
|ξ|2pupξ, tq @ pξ, tq P Rn

ˆ p0,8q ,

pupξ, 0q “ pfpξq @ ξ P Rn,

putpξ, 0q “ pgpξq @ ξ P Rn.

The general solution of this second-order ordinary differential equations is given by

pupξ, tq “ C1pξq cos c|ξ|t` C2pξq sin c|ξ|t .

Solving for C1 and C2 by using the initial conditions, we find that

pupξ, tq “ pfpξq cos c|ξ|t` pgpξq
sin c|ξ|t

c|ξ|
.

Therefore,

upx, tq “
”

F ˚
pcos c|¨|tq › f `F ˚

´sin c|¨|t

c|¨|

¯

› g
ı

pxq

“
1

c

” d

dt
F ˚

´sin c|¨|t

|¨|

¯

› f `F ˚
´sin c|¨|t

|¨|

¯

› g
ı

pxq .

The 1-dimensional case. For the case that n “ 1,
ż m

´m

sin ctλ

λ
eixλdλ “

ż m

´m

eipx`ctqλ ´ eipx´ctqλ

2iλ
dλ .

By the Cauchy integral formula and the residue theorem,
ż m

´m

eiz

z
dz “ lim

εŒ0`

´

ż ´ε

´m

`

ż m

ε

¯eiz

z
dz

“

¿

C

eiz

z
dz ´ i

ż π

0

eime
iθ

dθ ´ i lim
εŒ0`

ż 0

π

eiεe
iθ

dθ

“ ´i

ż π

0

e´m sin θ`im cos θdθ ` iπ ,

where C is the contour shown below.

m

x

y

C

ǫ
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By the fact that lim
mÑ8

ż π

0
e´m sin θdθ “ 0 (which follows from the dominated conver-

gence theorem), we find that

lim
mÑ8

ż m

´m

eiz

z
dz “ iπ .

Therefore, for all t ą 0,

lim
mÑ8

1

π

ż m

´m

sin ctλ

λ
eixλdλ “ χt|x|ăctupxq “

"

1 |x| ă ct,

0 |x| ě ct.

Corollary 3.32. F ˚
´

sin c|¨|t

|¨|

¯

pxq “

c

π

2
χt|x|ăctupxq in S 1pRq.

Proof. We first note that
ˇ

ˇ

ˇ

ż m

´m

eiz

z
dz
ˇ

ˇ

ˇ
ď 2π for all m ą 0; thus

ˇ

ˇ

ˇ

ż m

´m

sin c|ξ|t

|ξ|
eixξdξ

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ż m

´m

eipx`ctqξ ´ eipx´ctqξ

2iξ
dξ
ˇ

ˇ

ˇ
ď 2π @m ą 0 . (3.14)

Now for all ϕ P S pRq,
ż

R
F ˚

´sin c| ¨ |t

| ¨ |

¯

pxqϕpxqdx “

ż

R

sin c|ξ|t

|ξ|
F´1

pϕqpξqdξ

“ lim
mÑ8

1
?

2π

ż m

´m

ż

R

sin c|ξ|t

|ξ|
eixξϕpxqdxdξ .

By Fubini’s theorem,
ż m

´m

ż

R

sin c|ξ|t

|ξ|
eixξϕpxqdxdξ “

ż

R

ż m

´m

sin c|ξ|t

|ξ|
eixξϕpxqdξdx ;

thus estimate (3.14) together with the dominated convergence theorem implies that

lim
mÑ8

ż m

´m

ż

R

sin c|ξ|t

|ξ|
eixξϕpxq dxdξ “ lim

mÑ8

ż

R

ż m

´m

sin c|ξ|t

|ξ|
eixξϕpxq dξdx

“

ż

R
lim
mÑ8

ż m

´m

sin c|ξ|t

|ξ|
eixξϕpxq dξdx “ π

ż

R
χt|x|ăctupxqϕpxq dx . ˝

We have thus established d’Alembert’s formula for the solution of the the 1-D wave
equation:

upx, tq “
1

c

c

π

2

1
?

2π

” d

dt

ż

R
fpx´ yqχt|y|ăctupyqdy `

ż

R
gpx´ yqχt|y|ăctupyqdy

ı

“
1

2c

d

dt

ż ct

´ct

fpx´ yqdy `
1

2c

ż ct

´ct

gpx´ yqdy

“
fpx´ ctq ` fpx` ctq

2
`

1

2c

ż x`ct

x´ct

gpyqdy .
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The 3-dimensional case. Formally, we want to compute

F ˚
´sin c|¨|t

|¨|

¯

pxq “ lim
mÑ8

ż

|ξ|ďm

sin c|ξ|t

|ξ|
eix¨ξdµ3pξq .

Note that if O is a 3 ˆ 3 orthonormal matrix, |OTξ| “ |ξ| for all ξ P R3; thus the
change of variables formula implies that

F ˚
´sin c|¨|t

|¨|

¯

pxq “ lim
mÑ8

ż

|ξ|ďm

sin c|OTξ|t

|OTξ|
eix¨ξdµ3pξq

(OTξ “ η) “ lim
mÑ8

ż

|ξ|ďm

sin c|η|t

|η|
eix¨pOηqdµ3pηq

“ lim
mÑ8

ż

|ξ|ďm

sin c|η|t

|η|
eipO

Txq¨ηdµ3pηq .

Now, for each x P Rn, choose a 3ˆ 3 orthonormal matrix O such that OTx “ p0, 0, |x|q.
Using spherical coordinates, we obtain that

F´1
´sin c|¨|t

|¨|

¯

pxq “ lim
mÑ8

ż

|ξ|ďm

sin c|η|t

|η|
ei|x|η3dµ3pηq

“ lim
mÑ8

´ 1
?

2π

¯3
ż m

0

ż π

0

ż 2π

0

sin cρt

ρ
ei|x|ρ cosφρ2 sinφ dθdφ dρ

“
1
?

2π
lim
mÑ8

ż m

0

sin cρt

´i|x|
ei|x|ρ cosφ

ˇ

ˇ

ˇ

φ“π

φ“0
dρ

“
1
?

2π
lim
mÑ8

ż m

0

e´icρt ´ eicρt

2|x|

`

ei|x|ρ ´ e´i|x|ρ
˘

dρ

“
1

2|x|

ż 8

´8

`

eiρp|x|´ctq ´ eiρp|x|`ctq
˘

dµ1pρq .

By the fact that

fpctq “

ż 8

´8

ż 8

´8

fprqeipr´ctqρdµ1pρqdµ1prq ,

we find that for t ą 0,
”

F´1
´sin c|¨|t

|¨|

¯

› ϕ
ı

pxq

“
1

4π

ż

BBp0,1q

ż 8

0

ż 8

´8

1

r

`

eiρpr´ctq ´ eiρp|x|`ctq
˘

ϕpx´ rωqr2dµ1pρq dµ1prq dSω

“
1

4π

ż

BBp0,1q

ż 8

´8

ż 8

´8

`

eiρpr´ctq ´ eiρp|x|`ctq
˘

ϕpx´ rωqrχtrą0uprqdµ1pρq dµ1prq dSω

“
ct

4π

ż

BBp0,1q

ϕpx´ ctwq dSω “
1

4πct

ż

BBpx,ctq

ϕpyq dSy .
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Therefore,

upx, tq “
1

4πc2t

ż

BBpx,ctq

gpyq dSy `
B

B t

” 1

4πc2t

ż

BBpx,ctq

fpyq dSy

ı

. (3.15)

We have just used the Fourier transform to find explicit solutions to the fundamental
linear elliptic, parabolic, and hyperbolic equations. More generally, the Fourier
transform is a powerful tool for the analysis of many other constant coefficient linear
partial differential equations.

3.9 Exercises

Problem 3.1. (a) For f P L1pRq, set SRfpxq “ p2πq´
1
2

ż R

´R

pfpξqeixξdξ. Show that

SRfpxq “ KRˇ fpxq “

ż 8

´8

KRpx´ yqfpyqdy

where

KRpxq “ p2πq
´1

ż R

´R

eixξdξ “
sinRx

πx
.

(b) Show that if f P L2pRq, then SRf Ñ f in L2pRq as RÑ 8.

Problem 3.2. Show that for any R P p0,8q, there exists f P L1pRq such that
SRf R L

1pRq.
Hint: Note that KR R L

1pRq.

Problem 3.3. Assume w P S 1pRnq X L1
locpRnq and wpxq ě 0. Show that if pw P

L8pRnq, then w P L1pRnq and

} pw}L8pRnq “ p2πq
´n

2 }w}L1pRnq

Hint: Consider wjpxq “ ψ
`x

j

˘

wpxq with ψ P C8
c pRnq and ψp0q “ 1.

Problem 3.4. Consider the Poisson equation on R1: uxx “ f .

(a) Show that ϕpxq “ x` |x|

2
and ψpxq “ |x|

2
are both distributional solutions to

uxx “ δ0 .
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(b) Let f be continuous with compact support in R . Show that upxq “
ż

R
ϕpx ´

yqfpyqdy and vpxq “
ż

R
ψpx´yqfpyqdy both solve the Poisson equation wxxpxq “

fpxq (without relying upon distribution theory).

Problem 3.5. Let T P S 1pRnq and f P SpRnq . Show that the Leibniz rule for

distributional derivatives holds; that is, show that B

Bxi
pfT q “ f

BT

Bxi
`
Bf

Bxi
T in the

sense of distribution.

Problem 3.6. Let fpxq “ e´s|x|
2 and gpxq “ e´t|x|

2 . Find the Fourier transform of
f (and g) and use the inversion formula to compute f ˇ g .

Problem 3.7. Let dr denote the map given by drfpxq “ fprxq . Show that

F pdrfq “ r´nd1{rF pfq .

Problem 3.8. Show that a function f P L2pRnq is real if and only if pfp´ξq “ pfpξq .

Problem 3.9. Find the Fourier transform of the function fpxq “ xetx
2 for t ă 0 .

Problem 3.10. Find the Fourier transform of 1p´a,aq , the characteristic (or indicator)
function of the set p´a, aq .

Problem 3.11. Let fpxq “ 1p0,8qpxqe
´tx ; that is,

fpxq “

"

e´tx if x ą 0 ,
0 if x ď 0 .

Find the Fourier transform of f for t ą 0 .

Problem 3.12. Find the Fourier transform of the function fpxq “ x1|x|
α , where x1

is the first component of x and ´n´ 2 ă α ă ´2 .
Hint: Use the fact that for ´n ă α ă 0 ,

F p|x|αqpξq “
Γpn`α

2
q

Γp´α
2
q

2α`
n
2 |ξ|´pα`nq

and fpxq “ 1

α` 2

B

Bx1
|x|α`2 .
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Problem 3.13. Let α ą 0 be given. Show that the Fourier transform of the function

fpxq “
1

Γpαq

ż 8

0

tα´1e´te´t|x|
2

dt

is positive.

Problem 3.14. Let f P L1pRq . Show that the anti-derivative of f can be written
as the convolution of f and a function ϕ P L1

locpRq .

Problem 3.15. Let f be a continuous function with period 2π , and pf be the Fourier
transform of f . Show that

pfpξq “
8
ÿ

n“´8

p
?

2πfnqτ´nδ

in the sense of distribution, where fn is the Fourier coefficient defined by

fn “
1

2π

ż 2π

0

fpxqe´inxdx .

Problem 3.16. Using Definition 3.15, compute the Fourier transform of the function

Rpxq “
"

x if x ě 0 ,

0 otherwise ,

by completing the following:

(1) Let H be the Heaviside function. Show that pHpξq “ p.v. 1
?

2πiξ
`Cδpξq for some

constant C , where p.v.1
ξ
is defined as

A

p.v.
1

ξ
, ϕ

E

“ lim
εÑ0`

ż

Rzr´ε,εs

ϕpξq

ξ
dξ “ lim

εÑ0`

´

ż ´ε

´8

`

ż 8

ε

¯ϕpξq

ξ
dξ .

Note that the integral above always exists as long as ϕ P S pRq .

(2) Let Spxq “ Hpxq´
1

2
. Then S is an odd function, and show that pSpξq “ ´pSp´ξq .

(3) Use (2) to determine the constant C in (1).

(4) By the definition of Fourier transform, show that x pR,ϕy “ ´ix pH,ϕ1y , and as a
consequence

pRpξq “ i
d

dξ
pHpξq .
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Problem 3.17. The Hilbert transform of a function f : RÑ R is defined (formally)
by

pH fqpxq “
1

π
p.v.

1

x
˙ f “

1

π
lim
εÑ0`

ż

|y´x|ąε

fpyq

x´ y
dy .

1. Show that F pH fqpξq “ isgnpξq pfpξq for all f P L2pRq.

2. Show that H : L2pRq Ñ L2pRq is a surjective isometry, and H 2 “ Id.

Problem 3.18. By (3.15), the solution of the 3-dimensional wave equation

uttpx, tq “ c2∆upx, tq in R3
ˆ p0,8q , (3.16a)

upx, 0q “ fpxq on R3
ˆ tt “ 0u , (3.16b)

utpx, 0q “ gpxq on R3
ˆ tt “ 0u , (3.16c)

can be expressed as

upx, tq “
1

4πc2t

ż

BBpx,ctq

gpyqdSy `
B

B t

” 1

4πc2t

ż

BBpx,ctq

fpyqdSy

ı

.

Suppose that f P C 2
c pR3q and g P C 1

c pR3q so that they provide a solution u P

C 2pR3 ˆ p0,8qq. Show that there exists a constant K ą 0 so that

|upx, tq| ď
K

t
@ t ą 0 .

Draw the same conclusion if f P W 2,1pR3q and g P W 1,1pR3q , and show that in this
case

|upx, tq| ď
C

t

”

}g}W 1,1pR3q ` }f}W 2,1pR3q

ı

@ t ą 0 .

Hint: First rewrite (3.15) as

upx, tq “
1

4π2c2t2

ż

|y´x|“ct

”

tgpyq ` fpyq `
3
ÿ

i“1

fyipyqpyi ´ xiq
ı

dSy

and convert the integral into an integral over Bpx, ctq.

Problem 3.19. Let us consider the BBM equation

ut ` ux ` uux ´ uxxt “ 0 @x P R , t P p0, T s , (3.17a)

upx, 0q “ gpxq @x P R . (3.17b)
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1. Use the Fourier transform to show that a bounded solution to (3.17) satisfies

upx, tq “ gpxq `

ż t

0

ż 8

´8

Kpx´ yq
”

upy, sq `
1

2
u2
py, sq

ı

dyds , (3.18)

where K is defined by

Kpxq “
1

2
sgnpxqe´|x| .

2. Write (3.18) as u “ F puq; that is, treat the right-hand side of (3.18) as a function
of u. Show that for T ą 0 small enough, F has a fixed-point in the space of
bounded continuous functions. (Hint: similar to the proof of the fundamental
theorem of ODE, you can try to show that the map F is a contraction mapping
if T is small enough, and then apply the contraction mapping theorem.)

Proof. (1) Take the Fourier transform of (3.17), we find that

p1` ξ2
qputpξ, tq ` iξpupξ, tq `

1

2
iξ pu2pξ, tq “ 0 @ ξ P R , t P p0, T s , (3.19a)

pupξ, 0q “ pgpξq @ ξ P R . (3.19b)

If we can show that the inverse Fourier transform of
iξ

1` ξ2
is
?

2πK, then

(3.18) follows from taking the inverse Fourier transform of
p??aq
1` ξ2

and then time

integrating the resulting equality over the time interval p0, tq. By making a
change of variable ξx “ z, we find that

ż 8

´8

iξ

1` ξ2
eiξxdξ “ sgnpxq

ż 8

´8

iz

z2 ` x2
eizdz .

Let CR be the oriented boundary of the region
 

z P C
ˇ

ˇ |z| ă R, Impzq ą 0
(

.
Then by the residue theorem, for R ą |x|,

¿

CR

iz

z2 ` x2
eizdz “

¿

CR

iz

pz ` ixqpz ´ ixq
eizdz

“

$

’

’

&

’

’

%

2πi
ipixq

ix` ix
eipixq “ ´πe´x if x ą 0 ,

2πi
ip´ixq

´ix´ ix
eip´ixq “ ´πex if x ă 0 .
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On the other hand,
¿

CR

iz

z2 ` x2
eizdz

“

ż R

´R

iz

z2 ` x2
eizdz `

ż π

0

iReiθ

R2e2iθ ` x2
e´R sin θ`iR cos θiReiθdθ

“

ż R

´R

iz

z2 ` x2
eizdz ´

ż π

0

R2e2iθ

R2e2iθ ` x2
e´R sin θ`iR cos θdθ .

However, for any δ P p0, π{2q,

ż π

0

R2e2iθ

R2e2iθ ` x2
e´R sin θ`iR cos θdθ

“

´

ż

r0,πszpδ,π´δq

`

ż π´δ

δ

¯ R2e2iθ

R2e2iθ ` x2
e´R sin θ`iR cos θdθ ;

hence by the fact that the integral over pδ, π ´ δq converges to zero as RÑ 8,

lim sup
RÑ8

ˇ

ˇ

ˇ

ż π

0

R2e2iθ

R2e2iθ ` x2
e´R sin θ`iR cos θdθ

ˇ

ˇ

ˇ
ď 2δ

and by the arbitrariness of δ, we eventually find that

´ iξ

1` ξ2

¯_

“
1
?

2π

ż 8

´8

iξ

1` ξ2
eiξxdξ “ ´sgnpxq

c

π

2
e´|x| “

?
2πKpxq .

(2) Let M “

!

w P CbpR ˆ r0, T sq
ˇ

ˇ

ˇ
max

Rˆr0,T s
|w| ď 2 max

R
|g|
)

for some T to be deter-

mined. Then M is a closed subset of CbpRˆ r0, T sq; hence M is complete. We
claim that for T ą 0 small enough, F : M ÑM is a contraction mapping, then
as a consequence, F has a fixed point in M which provides a unique solution to
the BBM equation.

Now suppose that u PM . Then

|F puq| ď max
R
|g| `

1

2

ż T

0

e´|x´y|
”

|upy, sq| `
1

2
u2
py, sq

ı

dyds

ď max
R
|g| ` T max

R
p|g| ` |g|2q ď 2 max

R
|g|
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if T ď
1

1`maxR |g|
. Moreover, if u, v PM ,

|F puq ´ F pvq|

ď
1

2

ż T

0

e´|x´y|
”

|u´ v|py, sq `
1

2
p|u` v|qp|u´ v|qpy, sq

ı

dyds

ď
T

2

“

1` 2 max
R
|g|
‰

max
Rˆr0,T s

|u´ v| ď κ max
Rˆr0,T s

|u´ v|

for some constant κ P p0, 1q if T ď
2κ

1` 2 maxR |g|
. Therefore, F : M ÑM is a

contraction mapping as long as T ď
2κ

1` 2 maxR |g|
. ˝

Problem 3.20. In some occasions (especially in engineering applications), the
Fourier transform and inverse Fourier transform of a (Schwartz) function f are defined
by

pfpξq “

ż

Rn

fpxqe´i2πx¨ξ dx and qfpxq “

ż

Rn

fpξqei2πx¨ξdξ .

In this problem, we adopt this definition. Complete the following.

1. Show that q

pf “
p

qf “ f for all f P S pRnq.

2. Show the Poisson summation formula
8
ÿ

k“´8

pfpkq “
8
ÿ

n“´8

fpnq @ f P S pRq .

3. Suppose that f P S pRq. Show that

8
ÿ

k“´8

pfpξ ´
k

T
q “ T

8
ÿ

n“´8

fpnT qe´i2πnTξ .

In particular, if f P S pRq and sptp pfq Ď
“

0,
1

T

‰

,

pfpξq “
8
ÿ

n“´8

fpnT qe´i2πnTξ @ ξ P
“

0,
1

T

‰

.

This suggests that if pf has compact support in
“

0,
1

T

‰

, f can be reconstructed
based on partial knowledge of f , namely fpnT q.



Chapter 4

The Sobolev Spaces HspRnq, s P R

4.1 HspRnq via the Fourier Transform

The Fourier transform allows us to generalize the Hilbert spaces HkpRnq for k P N to
HspRnq for all s P R, and hence study functions which possess fractional derivatives
(and anti-derivatives) which are square integrable.

Definition 4.1. For any s P Rn, let xξy “
a

1` |ξ|2, and set

Hs
pRn

q “
 

u P S 1
pRn

q
ˇ

ˇ xξyspu P L2
pRn

q
(

“
 

u P S 1
pRn

q
ˇ

ˇΛsu P L2
pRn

q
(

,

where Λsu “ F ˚
`

x¨yspu
˘

.

The operator Λs can be thought of as a “differential operator” of order s, yielding
the isomorphism

Hs
pRn

q – Λ´sL2
pRn

q .

Definition 4.2. The inner-product on HspRnq is given by

pu, vqHspRnq “ pΛ
su,ΛsvqL2pRnq @u, v P H

s
pRn

q .

and the norm on HspRnq is

}u}2HspRnq “ pu, uqHspRnq @u P H
s
pRn

q .

The completeness of HspRnq with respect to the } ¨ }HspRnq is induced by the
completeness of L2pRnq.

Theorem 4.3. For s P R, pHspRnq, } ¨ }HspRnqq is a Hilbert space.

115
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Example 4.4 (H1pRnq). The H1pRnq-norm in Fourier representation is exactly the
same as the that given by Definition 2.15:

}u}2H1pRnq “

ż

Rn

xξy2|pupξq|2dξ “

ż

Rn

p1` |ξ|2q|pupξq|2dξ

“

ż

Rn

p|upxq|2 ` |Dupxq|2q dx ,

the last equality following from the Plancheral theorem.

Example 4.5 (H
1
2 pRnq). The space H

1
2 pRnq can be viewed as interpolating between

the decay required for pu P L2pRnq and pu P H1pRnq:

H
1
2 pRn

q “

!

u P L2
pRn

q

ˇ

ˇ

ˇ

ż

Rn

a

1` |ξ|2|pupξq|2 dξ ă 8
)

.

Example 4.6 (H´1pRnq). The space H´1pRnq can be heuristically described as those
distributions whose anti-derivative is in L2pRnq; in terms of the Fourier representation,
elements of H´1pRnq have Fourier “modes” that can grow linearly at infinity:

H´1
pRn

q “

!

u P S 1
pRn

q

ˇ

ˇ

ˇ

ż

Rn

|pupξq|2

1` |ξ|2
dξ ă 8

)

.

For T P H´spRnq and u P HspRnq, the duality pairing is given by

xT, uy “ pΛ´sT,ΛsuqL2pRnq ,

from which the following result follows.

Proposition 4.7. For all s P R, HspRnq1 “ H´spRnq .

The ability to define fractional-order Sobolev spaces HspRnq allows us to refine
the estimates of the trace of a function which we previously stated in Theorem 2.44.
That result, based on the Gauss-Green theorem, stated that the trace operator was
continuous from H1pRn

`q into L2pRn´1q. In fact, the trace operator is continuous from
H1pRn

`q into H
1
2 pRn´1q.

To demonstrate the idea, we take n “ 2. Given a continuous function u : R2 Ñ R,
we define the operator

τu “ up0, x2q .

The trace theorem asserts that we can extend τ to a continuous linear map from
H1pR2q into H

1
2 pRq so that we only lose one-half of a derivative.
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Theorem 4.8. τ : H1pR2q Ñ H
1
2 pRq, and there is a constant C such that

}τu}
H

1
2 pRq

ď C}u}H1pR2q .

Before we proceed with the proof, we state a very useful result.

Lemma 4.9. Suppose that u P S pR2q and define fpx2q “ up0, x2q. Then

pfpξ2q “
1
?

2π

ż

Rξ1

pupξ1, ξ2qdξ1 .

Proof. pfpξ2q “
1
?

2π

ż

R
pupξ1, ξ2qdξ1 if and only if

fpx2q “
1
?

2π
F ˚

´

ż

R
pupξ1, ¨qdξ1

¯

px2q “
1

2π

ż

R

ż

R
pupξ1, ξ2qdξ1e

ix2ξ2dξ2 .

On the other hand,

upx1, x2q “ F ˚
ppuqpx1, x2q “

1

2π

ż

R

ż

R
pupξ1, ξ2qe

ix1ξ1`ix2ξ2dξ1dξ2 ,

so that

up0, x2q “ F ˚
ppuqp0, x2q “

1

2π

ż

R

ż

R
pupξ1, ξ2qe

ix2ξ2dξ1dξ2 . ˝

Proof of Theorem 4.8. Suppose that u P S pR2q and set fpx2q “ up0, x1q. According
to Lemma 4.9,

pfpξ2q “
1
?

2π

ż

R
pupξ1, ξ2qdξ1 “

1
?

2π

ż

R
pupξ1, ξ2qxξy xξy

´1dξ1

ď
1
?

2π

´

ż

R
|pupξ1, ξ2q|

2
xξy2dξ1

¯
1
2
´

ż

R
xξy´2dξ1

¯
1
2
,

and hence
|f̂pξ2q|

2
ď C

ż

R
|pupξ1, ξ2q|

2
xξy2dξ1

ż

R
xξy´2dξ1 .

The key to this trace estimate is the explicit evaluation of the integral
ż

R
xξy´2dξ1:

ż

R

1

1` ξ2
1 ` ξ

2
2

dξ1 “

tan´1
`

ξ1?
1`ξ2

2

˘

a

1` ξ2
2

ˇ

ˇ

ˇ

ξ1“`8

ξ1“´8
ď πp1` ξ2

2q
´ 1

2 . (4.1)

It follows that
ż

R
p1` ξ2

2q
1
2 | pfpξ2q|

2dξ2 ď C
ż

R
|pupξ1, ξ2q|

2xξy2dξ1, so that integration of

this inequality over the set tξ2 P Ru yields the result. Using the density of S pR2q in
H1pR2q completes the proof. ˝
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The proof of the trace theorem for general Sobolev spaces HspRnq spaces replacing
H1pRnq proceeds in a similar fashion; the only difference is that the integral

ż

R
xξy´2dξ1

is replaced by
ż

Rn´1

xξy´2sdξ1 ¨ ¨ ¨ dξn´1, and its anti-derivative can also be computed.

The result is the following general trace theorem.

Theorem 4.10 (The trace theorem for HspRnq). For s ą 1

2
, the trace operator

τ : HspRnq Ñ Hs´ 1
2 pRn´1q is continuous.

We can extend this result to open, bounded, C8-domains Ω Ď Rn.

Definition 4.11. Let BΩ denote a closed C8-manifold, and let tω`uK`“1 denote an
open covering of BΩ, such that for each ` P t1, 2, ..., Ku, there exist C8-class charts
ϑ` which satisfy

ϑ` : Bp0, r`q Ď Rn´1
Ñ ω` is a C8-diffeomorphism .

Next, for each 1 ď ` ď K, let 0 ď ϕ` P C8
c pU`q denote a partition of unity so that

K
ř

`“1

ϕ`pxq “ 1 for all x P BΩ. For all real s ě 0, we define

Hs
pBΩq “

 

u P L2
pBΩq

ˇ

ˇ }u}HspBΩq ă 8
(

,

where for all u P HspBΩq,

}u}2HspBΩq “

K
ÿ

`“1

}pϕ`uq ˝ ϑ`}
2
HspRn´1q .

The space pHspBΩq, } ¨ }HspBΩqq is a Hilbert space by virtue of the completeness
of HspRn´1q; furthermore, any system of charts for BΩ with subordinate partition of
unity will produce an equivalent norm.

Theorem 4.12 (The trace map on HspΩq). For s ą 1

2
, the trace operator τ :

HspΩq Ñ Hs´ 1
2 pBΩq is continuous.

Proof. Let tU`uK`“1 denote an n-dimensional open cover of BΩ such that U` X BΩ “ ω`.
Define charts ϑ` : V` Ñ U`, as in (2.25) but with each chart being a C8-map, such
that ϑ` is equal to the restriction of ϑ` to the pn´ 1q-dimensional ball Bp0, r`q Ď Rn´1.
Also, choose a partition of unity 0 ď ζ` P C8

c pU`q subordinate to the covering U` such
that ϕ` “ ζ`|ω` .
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Then by Theorem 4.10, for s ą 1

2
,

}u}2
Hs´ 1

2 pBΩq
“

K
ÿ

`“1

}pϕ`uq ˝ ϑ`}
2

Hs´ 1
2 pRn´1q

ď C
K
ÿ

`“1

}pϕ`uq ˝ ϑ`}
2
HspRnq ď C}u}2HspΩq . ˝

One may then ask if the trace operator τ is onto; namely, given f P Hs´ 1
2 pRn´1q

for s ą 1

2
, does there exist a u P HspRnq such that f “ τu? By essentially reversing

the order of the proof of Theorem 4.8, it is possible to answer this question in the
affirmative. We first consider the case that n “ 2 and s “ 1.

Theorem 4.13. The trace operator τ : H1pR2q Ñ H
1
2 pRq is a surjection.

Proof. With ξ “ pξ1, ξ2q, we define (as one of many possible choices) the function u
on R2 via its Fourier representation:

pupξ1, ξ2q “ K pfpξ1q
xξ1y

xξy2
,

for a constant K ‰ 0 to be determined shortly. To verify that }u}H1pR2q ď }f}H
1
2 pRq

,
note that

ż

R2

|pupξq|2xξy2dξ “ K2

ż 8

´8

| pfpξ1q|
2
p1` ξ2

1q

ż 8

´8

1

1` ξ2
1 ` ξ

2
2

dξ2 dξ1

“ πK2

ż 8

´8

| pfpξ1q|
2
xξ1ydξ1 ď C}f}2

H
1
2 pRq

,

where we have used the estimate (4.1) for the inequality above.
It remains to prove that upx1, 0q “ fpx1q, but by Lemma 4.9, it suffices that

ż 8

´8

pupξ1, ξ2qdξ2 “
?

2π pfpξ1q .

Integrating pu, we find that
ż 8

´8

pupξ1, ξ2qdξ2 “ K pfpξ1q

b

1` ξ2
1

ż 8

´8

1

1` ξ2
1 ` ξ

2
2

dξ2 “ Kπ pfpξ1q

so setting K “
?

2π{π completes the proof. ˝

A similar construction yields the general result.

Theorem 4.14. For s ą 1

2
, the trace operator τ : HspRnq Ñ Hs´ 1

2 pRn´1q is a
surjection.
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By using the system of charts employed for the proof of Theorem 4.12, we also
have the surjectivity of the trace map on bounded domains.

Theorem 4.15. For s ą 1

2
, the trace operator τ : HspΩq Ñ Hs´ 1

2 pBΩq is a surjec-
tion.

The Fourier representation provides a very easy proof of a simple version of the
Sobolev embedding theorem.

Theorem 4.16. For s ą n

2
, if u P HspRnq, then u is continuous and

max |upxq| ď C}u}HspRnq.

Proof. By Theorem 3.6, u “ F ˚
pu; thus according to Hölder’s inequality and the

Riemann-Lebesgue lemma (Theorem 3.23), it suffices to show that

}pu}L1pRnq ď C}u}HspRnq . (4.2)

But this follows from the Cauchy-Schwarz inequality since
ż

Rn

|pupξq|dξ “

ż

Rn

|pupξq|xξysxξy´sdξ

ď

´

ż

Rn

|pupξq|2xξy2sdξ
¯

1
2
´

ż

Rn

xξy´2sdξ
¯

1
2
ď C}u}HspRnq ,

the latter inequality holding whenever s ą n

2
. ˝

Hölder’s inequality can be used to prove the following

Theorem 4.17 (Interpolation inequality). Let 0 ă r ă t ă 8, and s “ αr`p1´αqt

for some α P p0, 1q. Then

}u}HspRnq ď C}u}αHrpRnq}u}
1´α
HtpRnq

. (4.3)

Example 4.18 (Euler equation on T2). On some time interval r0, T s suppose that
upx, tq, x P T2, t P r0, T s, is a smooth solution of the Euler equations:

B tu` pu ¨Dqu`Dp “ 0 in T2
ˆ p0, T s ,

div u “ 0 in T2
ˆ p0, T s ,
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with smooth initial condition u|t“0 “ u0. Written in components, u “ pu1, u2q satisfies
uit`u

i,j j
j`p,i“ 0 for i “ 1, 2, where we are using the Einstein summation convention

for summing repeated indices from 1 to 2 and where ui,j “
Bui

Bxj
and p,i“

Bp

Bxi
.

Computing the L2pT2q inner-product of the Euler equations with u yields the
equality

1

2

d

dt

ż

T2

|upx, tq|2 dx`

ż

T2

ui,j u
jui dx

looooooomooooooon

I1

`

ż

T2

p,i u
idx

looooomooooon

I2

“ 0 .

Notice that
I1 “

1

2

ż

T2

p|u|2q,j u
j dx “

1

2

ż

T2

|u|2 div u dx “ 0 ,

the second equality arising from integration by parts with respect to B{Bxj . Integration
by parts in the integral I2 shows that I2 “ 0 as well, from which the conservation law
d

dt
}up¨, tq}2L2pT2q

follows.
To estimate the rate of change of higher-order Sobolev norms of u relies on the use

of the Sobolev embedding theorem. In particular, we claim that on a short enough
time interval r0, T s, we have the inequality

d

dt
}up¨, tq}2H3pT2q ď C}up¨, tq}3H3pT2q (4.4)

from which it follows that }up¨, tq}2H3pT2q
ďM for some constant M ă 8.

To prove (4.4), we compute the H3pT2q inner-product of the Euler equations with
u:

1

2

d

dt
}up¨, tq}2H3pT2q `

ÿ

|α|ď3

ż

T2

Dα
pui,j u

j
qDαui dx`

ÿ

|α|ď3

ż

T2

Dαp,iD
αui dx “ 0 .

The third integral vanishes by integration by parts and the fact that Dαdivu “ 0;
thus, we focus on the nonlinearity, and in particular, on the highest-order derivatives
|α| “ 3, and use D3 to denote all third-order partial derivatives, as well as the notation
l.o.t. for lower-order terms. We see that

ż

T2

D3
pui,j u

j
qD3ui dx “

ż

T2

D3ui,j u
j D3ui dx

loooooooooooomoooooooooooon

K1

`

ż

T2

ui,j D
3uj D3ui dx

loooooooooooomoooooooooooon

K2

`

ż

T2

l. o. t. dx .
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By definition of being lower-order terms,
ż

T2

l. o. t. dx ď C}u}3H3pT2q
, so it remains

to estimate the integrals K1 and K2. But the integral K1 vanishes by the same
argument that proved I1 “ 0. On the other hand, the integral K2 is estimated by
Hölder’s inequality:

|K2| ď }u
i,j }L8pT2q }D

3uj}H3pT2q }D
3ui}H3pT2q .

Thanks to the Sobolev embedding theorem, for s “ 2 (s needs only to be greater than
1),

}ui,j }L8pT2q ď C}ui,j }H2pT2q ď }u}H3pT2q ,

from which it follows that K2 ď C}u}3H3pT2q
, and this proves the claim.

Note well, that it is the Sobolev embedding theorem that requires the use of
the space H3pT2q for this analysis; for example, it would not have been possible to
establish the inequality (4.4) with the H2pT2q norm replacing the H3pT2q norm.

4.2 Fractional-Order Sobolev Spaces via Difference
Quotient Norms

The case that s ą 0

Lemma 4.19. For 0 ă s ă 1, u P HspRnq is equivalent to

u P L2
pRn

q ,

ĳ

RnˆRn

|upxq ´ upyq|2

|x´ y|n`2s
dxdy ă 8 .

Proof. The Fourier transform shows that for h P Rn,
ż

Rn

|upx` hq ´ upxq|2 dx “

ż

Rn

|eih¨ξ ´ 1|2|pupξq|2dξ “

ż

Rn

sin2 h ¨ ξ

2
|pupξq|2dξ .

It follows that
ĳ

RnˆRn

|upxq ´ upyq|2

|x´ y|n`2s
dxdy “

ĳ

RnˆRn

sin2 h¨ξ
2

|h|n`2s
|pupξq|2dξdh

“

ż

Rn

|pupξq|2
”

ż

Rn

sin2 h¨ξ
2

|h|n`2s
dh

ı

dξ

(letting h “ 2|ξ|
´1
z) “ 2´2s

ż

Rn

|ξ|2s|pupξq|2
”

ż

Rn

sin2pz ¨ ξ
|ξ|
q

|z|n`2s
dz
ı

dξ .



§4 Sobolev Spaces HspRnq, s P R 123

As the integral inside of the square brackets is rotationally invariant, it is independent
of the direction of ξ{|ξ|; as such we set ξ{|ξ| “ e1 and let z1 “ z ¨ e1 denote the first
component of the vector z. It follows that

ĳ

RnˆRn

|upxq ´ upyq|2

|x´ y|n`2s
dxdy “ C

ż

Rn

|ξ|2s|pupξq|2dξ ,

where C “
ż

Rn

sin2 z1

|z|n`2s
dz ă 8 since 0 ă s ă 1. ˝

Corollary 4.20. For 0 ă s ă 1,

}u}HspRnq “

”

}u}2L2pRnq `

ĳ

RnˆRn

|upxq ´ upyq|2

|x´ y|n`2s
dxdy

ı
1
2

is an equivalent norm on HspRnq.

For real s ě 0, u P HspRnq if and only if Dαu P L2pRnq for all |α| ď rss (where rss
denotes the greatest integer that is not bigger than s), and

ĳ

RnˆRn

|Dαupxq ´Dαupyq|2

|x´ y|n`2ps´rssq
dxdy ă 8

for all |α| “ rss. Moreover, an equivalent norm on HspRnq is given by

}u}HspRnq “

”

ÿ

|α|ďrss

}Dαu}2L2pΩpRnq `

ĳ

RnˆRn

|Dαupxq ´Dαupyq|2

|x´ y|n`2ps´rssq
dxdy

ı
1
2

“

”

}u}2HrsspRnq
`

ĳ

RnˆRn

|Dαupxq ´Dαupyq|2

|x´ y|n`2ps´rssq
dxdy

ı
1
2
. (4.5)

If u P HkpRnq, k P N, and ϕ P S pRnq, application of the product rule shows that
ϕu P HkpRnq. When s R N, however, the product rule is not directly applicable and
we must rely on other means to show that ϕu P HspRnq.

Lemma 4.21. Suppose that u P HspRnq for some s ě 0 and ϕ P S pRnq. Then
ϕu P HspRnq.

Proof. We first conisder the case that 0 ď s ă 1.
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By Corollary 4.19, since ϕu is clearly an L2pRnq-function, it suffices to show that
ĳ

RnˆRn

|pϕuqpxq ´ pϕuqpyq|2

|x´ y|n`2s
dxdy ă 8 .

Since |pϕuqpxq ´ pϕuqpyq| ď |ϕpxq ´ ϕpyq||upxq| ` |upxq ´ upyq||ϕpyq|,
ĳ

RnˆRn

|pϕuqpxq´pϕuqpyq|2

|x´ y|n`2s
dxdy

ď 2

ĳ

RnˆRn

|ϕpxq´ϕpyq|2|upxq|2`|upxq ´ upyq|2|ϕpyq|2

|x´ y|n`2s
dxdy

ď 2

ĳ

RnˆRn

|ϕpxq´ϕpyq|2|upxq|2

|x´ y|n`2s
dxdy

loooooooooooooooooooomoooooooooooooooooooon

I1

`2}ϕ}L8pRnq

ĳ

RnˆRn

|upxq ´ upyq|2

|x´ y|n`2s
dxdy

loooooooooooooooooooooomoooooooooooooooooooooon

I2

.

Since u P HspRnq, I2 ă 8. On the other hand,

I1 “

”

ż

Rn

ż

|x´y|ď1

`

ż

Rn

ż

|x´y|ě1

ı

|ϕpxq ´ ϕpyq|2|upxq|2

|x´ y|n`2s
dxdy .

For the integral over |x´ y| ď 1, since ϕ P S pRnq, |ϕpxq ´ ϕpyq| ď C|x´ y| for some
constant C. Therefore,

ż

Rn

ż

|x´y|ď1

|ϕpxq ´ ϕpyq|2|upxq|2

|x´ y|n`2s
dxdy

ď C

ż

Rn

ż

|x´y|ď1

|x´ y|2´n´2s
|upxq|2 dxdy

ď C

ż

|z|ď1

|z|2´n´2sdz

ż

Rn

|upxq|2 dx ă 8 if s ă 1 .

For the remaining integral,
ż

Rn

ż

|x´y|ě1

|ϕpxq ´ ϕpyq|2|upxq|2

|x´ y|n`2s
dxdy

ď 4}ϕ}2L8pRnq

ż

Rn

ż

|x´y|ď1

|x´ y|´n´2s
|upxq|2 dxdy

ď 4}ϕ}2L8pRnq

ż

|z|ě1

|z|´n´2sdz

ż n

R
|upxq|2 ă 8 if s ą 0 .

The general case of s ě 0 can be proved in a similar fashion, and we leave the details
to the reader. ˝
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The following theorem shows that HspRnq is a multiplicative-algebra; that is,
fg P HspRnq if f, g P HspRnq, provided that s ą n

2
.

Theorem 4.22. Let s ą n

2
be a real number. Then there exists a generic constant

Cs ą 0 such that

}uv}HspRnq ď Cs}u}HspRnq}v}HspRnq @u, v P Hs
pRn

q . (4.6)

Proof. Assume that u, v P HspRnq. Since

xξys “ p1` |ξ|2q
s
2 ď p1` 2|ξ ´ η|2 ` 2|η|2q

s
2

ď 2
s
2

`

xξ ´ ηy2 ` xηy2
˘
s
2 ď Cs

“

xξ ´ ηys ` xηys
‰

,

where Cs can be chosen as 2
s
2 if n ď 4, or 2s´1 if n ą 4, by the definition of the

convolution we find that

xξysppu ‹ pvqpξq “

ż

Rn

xξys
ˇ

ˇ

pupξ ´ ηqpvpηq
ˇ

ˇdη

ď Cs

ż

Rn

“

xξ ´ ηys ` xηys
‰ˇ

ˇ

pupξ ´ ηqpvpηq
ˇ

ˇdη

“ Cs

”

ż

Rn

ˇ

ˇxξ ´ ηyspupξ ´ ηq
ˇ

ˇ

ˇ

ˇ

pvpηq
ˇ

ˇdη `

ż

Rn

ˇ

ˇ

pupξ ´ ηq
ˇ

ˇ

ˇ

ˇxηyspvpηq
ˇ

ˇdη
ı

“ Cs

”

`

| pus| ‹ |pv|qpξq `
`

|pu| ‹ |pvs|
˘

pξq
ı

,

where wspxq ”
ż

Rn

xξys pwpξqeix¨ξdµnpξq is the inverse Fourier transform of x¨ys pwp¨q. As

a consequence,

}uv}HspRnq “

”

ż

Rn

xξy2s|xuvpξq|2dξ
ı

1
2
“

”

ż

Rn

xξy2s|ppu ‹ pvqpξq|2dξ
ı

1
2

“
1

?
2π

n

”

ż

Rn

xξy2s|ppu˙ pvqpξq|2dξ
ı

1
2

ď
Cs
?

2π
n

›

›| pus|˙ |pv| ` |pu|˙ }pvs|
›

›

L2pRnq
,

while Plancherel’s formula and Young’s inequality further imply that
›

›| pus|˙ |pv| ` |pu|˙ }pvs|
›

›

L2pRnq
ď
›

›| pus|˙ |pv|
›

›

L2pRnq
`
›

›|pu|˙ }pvs|
›

›

L2pRnq

ď } pus}L2pRnq}pv}L1pRnq ` }pu}L1pRnq}pvs}L2pRnq

“ }us}L2pRnq}pv}L1pRnq ` }pu}L1pRnq}vs}L2pRnq

ď 2}x¨y´s}L2pRnq}u}HspRnq}v}HspRnq ,
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where (4.2) is used to conclude the last inequality. Estimate (4.6) is then established

by choosing Cs “
2Cs}x¨y

´s}L2pRnq
?

2π
n . ˝

4.2.1 The dual space of HspRnq for s ą 0

For s ą 0, let HspRnq1 denote the dual space of HspRnq with corresponding dual space
norm (or operator norm) defined by

}u}HspRnq1 “ sup
vPHspRnq

xu, vy

}v}HspRnq

“ sup
}v}HspRnq“1

xu, vy .

Let u P HspRnq1 be given. Since HspRnq is a Hilbert space, the Riesz representation
theorem implies that there exists a unique w P HspRnq satisfying

xu, vy “ pw, vqHspRnq @ v P Hs
pRn

q , (4.7)

and the operator norm of u is the same as the HspRnq-norm of w; that is,

}u}HspRnq1 “ }w}HspRnq . (4.8)

Moreover, since S pRnq Ď HspRnq, u P HspRnq1 is a tempered distribution; thus the
definition of the Fourier transform of a tempered distribution implies that

@

x¨y
´s
pu, ϕ

D

“
@

pu, x¨y´sϕy “
@

u, {x¨y´sϕ
D

“
`

w, {x¨y´sϕ
˘

HspRnq
@ϕ P S pRn

q .

Using pf “
q

rf , where r denotes the reflection operator, we find that
@

x¨y
´s
pu, ϕ

D

“

ż

Rn

xξy2s pwpξqx´ξy´sϕp´ξq dξ “

ż

Rn

xξys pwp´ξqsϕpξq dξ

“
`

Čx¨y
s
pw,ϕ

˘

L2pRnq
@ϕ P S pRn

q .

Since w P HspRnq, x¨ys pw P L2pRnq; thus by the fact that S pRnq is dense in L2pRnq,
the equality above implies that x¨y´spu P L2pRnq1 and

}x¨y
´s
pu}L2pRnq “ sup

}ϕ}L2pRnq“1

@

x¨y
´s
pu, ϕ

D

“ sup
}ϕ}L2pRnq“1

`

Čx¨y
s
pw,ϕ

˘

L2pRnq

“
›

›
Čx¨y

s
pw
›

›

L2pRnq
“
›

›x¨y
s
pw
›

›

L2pRnq
“ }w}HspRnq .

As a consequence, we conclude from (4.8) that

}u}HspRnq1 “

”

ż

Rn

xξy´2s
|pupξq|2dξ

ı
1
2
“ }u}H´spRnq . (4.9)

In other words, for s ą 0 the space H´spRnq “ HspRnq1.
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4.3 The Interpolation Spaces1

Given t ą 0, let

Kpt, u; r, sq ” inf
u“ur`us

urPHrpRnq,usPHspRnq

”

}ur}
2
HrpRnq ` t

2
}us}

2
HspRnq

ı1{2

. (4.10)

For α P p0, 1q, define the interpolation space
`

HrpRnq, HspRnq
˘

α
by

`

Hr
pRn

q, Hs
pRn

q
˘

α
”

!

u
ˇ

ˇ

ˇ

ż 8

0

t´1´2αKpt, u; r, sq2dt ă 8
)

equipped with norm

}u}pHrpRnq,HspRnqqα ”

”

ż 8

0

t´1´2αKpt, u; r, sq2dt
ı1{2

.

Our first goal in this section is to show that the space
`

HrpRnq, HspRnq
˘

α
is the same

as Hαs`p1´αqrpRnq. To be more precise, we shall prove the following

Proposition 4.23. Let 0 ă r ă s ă 8, and α P p0, 1q. Then
ż 8

0

t´1´2αKpt, u; r, sq2dt “ Cα}u}
2
Hαr`p1´αqspRnq

, (4.11)

where Cα “
ż 8

0

t1´2α

t2 ` 1
dt “

π

2 sinαπ
ă 8.

Proof. By the definition of the Sobolev space HrpRnq,

Kpt, u; r, sq “ inf
u“ur`us

urPHrpRnq,usPHspRnq

”

ż

Rn

`

| purpξq|
2
xξy2r ` t2| puspξq|

2
xξy2s

˘

dξ
ı1{2

,

where we recall that xξy “ p1 ` |ξ|2q1{2. For each ξ P Rn, choose λpξq “ rpξqeiθpξq

minimizing

|λpξq|2xξy2r ` t2|pupξq ´ λpξq|2xξy2s

“ rpξq2
`

xξy2r ` t2xξy2s
˘

´ 2 t2Re
`

pupξqe´iθpξq
˘

xξy2srpξq ` t2|pupξq|2xξy2s .

Such an
`

rpξq, θpξq
˘

must satisfy

rpξq “
t2xξy2s

xξy2r ` t2xξy2s
Re

`

pupξq eiθpξq
˘

and θpξq “ arg
`

pupξq
˘

.

1Readers should skip this section on first reading.
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In other words, if ur and us are given by

purpξq “ λpξq “
t2xξy2seiθpξq

xξy2r ` t2xξy2s
Re

`

pupξq e´iθpξq
˘

“
t2xξy2s

xξy2r ` t2xξy2s
pupξq

and

puspξq “ pupξq ´ purpξq “
xξy2r

xξy2r ` t2xξy2s
pupξq ,

then

Kpt, u; r, sq “
”

ż

Rn

`

| purpξq|
2
xξy2r ` t2| puspξq|

2
xξy2s

˘

dξ
ı1{2

“

”

ż

Rn

t2xξy2r

t2 ` xξy2pr´sq
|pupξq|2dξ

ı1{2

.

As a consequence, by Tonelli’s theorem
ż 8

0

t´1´2αKpt, u; r, sq2dt “

ż

Rn

ż 8

0

t1´2αxξy2r

t2 ` xξy2pr´sq
|pupξq|2dtdξ

(t “ xξyr´st1) “ Cα

ż

Rn

xξy2αs`2p1´αqr
|pupξq|2dξ

“ Cα}u}
2
Hαs`p1´αqrpRnq

,

where the constant Cα is given by
ż 8

0

t1´2α

t2 ` 1
dt. ˝

Theorem 4.24. Suppose that 0 ă r1 ă s1 ă 8 and 0 ă r2 ă s2 ă 8. Let
A P BpHs1pRnq, Hs2pRnqq XBpHr1pRnq, Hr2pRnqq; that is, A is linear and satisfies

}Au}Hr2 pRnq ď M0}u}Hr1 pRnq , }Au}Hs2 pRnq ď M1}u}Hs1 pRnq .

Then A P BpHαs1`p1´αqr1pRnq, Hαs2`p1´αqr2pRnqq, and

}Au}Hαs2`p1´αqr2 pRnq ď
?

2 M1´α
0 Mα

1 }u}Hαs1`p1´αqr1 pRnq . (4.12)

Proof. Let u P Hαs1`p1´αqr1pRnq. By Proposition 4.23

G1pt, uq ” inf
u“us`ur

urPHr1 pRnq,usPHs1 pRnq

”

}ur}Hr1 pRnq ` t}us}Hs1 pRnq

ı

ď
?

2Kpt, u; r1, s1q ă 8
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for almost all t P p0,8q. For each decomposition u “ us ` ur with us P Hs1pRnq and
ur P H

r1pRnq, we have Au “ Aur ` Aus ; thus

G2pt, Auq ” inf
Au“vr`vs

vrPHr2 pRnq,vsPHs2 pRnq

”

}vr}Hr2 pRnq ` t}vs}Hs2 pRnq

ı

ď }Aur}Hr2 pRnq ` t}Aus}Hs2 pRnq ď M0}ur}Hr1 pRnq ` tM1}us}Hs1 pRnq

“ M0

´

}us}Hs1 pRnq `
tM1

M0

}ur}Hr1 pRnq

¯

.

Taking the infimum over all decompositions of u, we find that

Kpt, Au; r2, s2q ď G2pt, Auq ď M0G1

´tM1

M0

, u
¯

ď
?

2 M0K
´tM1

M0

, u; r1, s1

¯

.

Therefore, (4.11) suggests that

Cα}Au}
2
Hαs2`p1´αqr2 pRnq

“

ż 8

0

t´1´2αKpt, Au; r2, s2q
2dt

ď 2

ż 8

0

t´1´2αM2
0K

´tM1

M0

, u; r1, s1

¯2

dt

“ 2

ż 8

0

M2α
1 M2´2α

0 t̃´1´2αKpt̃, u; r1, s1q
2dt̃

“ 2CαM2´2α
0 M2α

1 }u}
2
Hαs1`p1´αqr1 pRnq

. ˝

Corollary 4.25. Let s ą n

2
be a real number. Then there exists a generic constant

Cs ą 0 such that for all 0 ď r ď s,

}uv}HrpRnq ď Cs}u}HspRnq}v}HrpRnq @u P Hs
pRn

q and v P Hr
pRn

q . (4.13)

Proof. Let u P HspRnq be given, and define a linear map A by Av “ uv. Then
Theorem 4.22 implies that A P BpHspRnq, HspRnqq with estimate

}Av}HspRnq ď Cs}u}HspRnq}v}HspRnq @ v P Hs
pRn

q .

Moreover, by the Sobolev embedding (Theorem 4.16),

}Av}L2pRnq ď }u}L8pRnq}v}L2pRnq ď C}u}HspRnq}v}L2pRnq @ v P L2
pRn

q
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which implies that A P BpL2pRnq, L2pRnqq. Therefore, Theorem 4.24 implies that
A P BpHrpRnq, HrpRnqq, and for v P HrpRnq,

}Av}HrpRnq ď
?

2
`

Cs}u}HspRnq

˘
s´r
s
`

C}u}HspRnq

˘
r
s }v}HrpRnq

“ Cs}u}HspRnq}v}HrpRnq ,

where Cs “ max
rPr0,ss

?
2Cr{sC

ps´rq{s
s ă 8. ˝



Chapter 5

Fractional-Order Sobolev Spaces on
Domains with Boundary

5.1 The Space HspRn
`q

Let Rn
` “ Rn´1 ˆ R` denote the upper half space of Rn.

The case s “ k P N

The space HkpRn
`q is the collection of all L2pRn

`q-functions so that the α-th weak
derivatives belong to L2pRn

`q for all |α| ď k; that is,

Hk
pRn

`q “

!

u P L2
pRn

`q

ˇ

ˇ

ˇ
Dαu P L2

pRn
`q @ |α| ď k

)

with norm

}u}HkpRn
`q
“

”

ÿ

|α|ďk

}Dαu}2L2pRn
`q

ı
1
2
. (5.1)

Note that we are not able to directly use the Fourier transform to define the HkpRn
`q.

Definition 5.1 (Extension operator E). Fix N P N. Let pa1, ¨ ¨ ¨ , aNq solve
N
ÿ

j“1

p´q
`2p1´jq`aj “ 1 , ` “ 0, ¨ ¨ ¨ , N ´ 1 .

We denote by E : C pĎRn
`q Ñ C pRnq the function

pEuqpxq “

$

’

&

’

%

upxq if xn ě 0 ,
N
ř

j“1

ajupx
1,´21´jxnq if xn ă 0 .

(5.2)

131
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Note that the the coefficients aj solve a linear system of N equations for N
unknowns which is always solvable since the determinant never vanishes.

Theorem 5.2 (Sobolev extension theorem). For any N P N, the operator E defined
in (5.2) has a continuous extension to an operator E : HkpRn

`q Ñ HkpRnq for all
k ď N ´ 1.

Proof. We must show that all derivatives of u of order not bigger than N ´ 1 are
continuous at xn “ 0. We compute D`

xn
Eu:

D`
xn
pEuqpxq “

$

&

%

D`
xn
upxq if xn ą 0 ,

N
ř

j“1

p´1q`2p1´jq`ajpD
`
xn
uqpx1,´21´jxnq if xn ă 0 .

By the definition of aj, lim
x1Ñ0`

D`
x1
pEuqpxq “ lim

x1Ñ0´
D`
x1
pEuqpxq. So Eu P HkpRnq.

Finally, the continuity of E is concluded by the following inequality:

}Eu}HkpRnq ď C}u}HkpRn
`q
. ˝

Remark 5.3. The extension operator E given by (5.2) also has the property that

}Eu}HkpBq ď C}u}HkpB`q @u P C k
pĎB`q XHk

pB`q ,

where B Ď Rn denotes a ball in Rn, B` is the upper half part of B; that is, B` “
 

y “ py1, ¨ ¨ ¨ , ynq P B
ˇ

ˇ yn ą 0
(

.

Lemma 5.4. For k P N, each u P HkpRn
`q is the restriction of some w P HkpRnq to

Rn
`, that is, u “ w|Rn

`
.

Proof. We define the restriction map % : HkpRnq Ñ HkpRn
`q. By Theorem 5.2, the

restriction map is onto, since %E “ Id on HkpRn
`q. ˝

The case s is not an integer

Next, suppose that N ´ 2 ă s ă N ´ 1 for some N P N given in (5.2), and let E
continue to denote the Sobolev extension operator.

We define the space HspRn
`q as the restriction of HspRnq to Rn

` with norm

}u}HspRn
`q

:“ }Eu}HspRnq . (5.3)
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When s “ k P N, it may not be immediately clear that the HspRn
`q-norm defined by

(5.3) is equivalent to the HkpRn
`q-norm defined by (5.1). Let } ¨ }1 be the norm defined

by (5.1) and } ¨ }2 be the norm defined by (5.3). It is clear that }u}1 ď }u}2, and by
the continuity of E, }u}2 ď C}u}1; therefore, } ¨ }1 and } ¨ }2 are equivalent if s P N.

For s R N, motivated by Lemma 4.19 (or (4.5)), we in fact have the following

Theorem 5.5. For s ą 0 and s R N, then } ¨ }HspRn
`q

is equivalent to the norm

~u~HspRn
`q

:“
”

}u}2HrsspRn
`q
`

ÿ

|α|“rss

ĳ

Rn
`ˆRn

`

|Dαupxq ´Dαupyq|2

|x´ y|n`2ps´rssq
dxdy

ı
1
2
.

Proof. Recall that the norm ~w~HspRnq
defined by

~w~HspRnq
:“

”

}w}2HrsspRnq
`

ÿ

|α|“rss

ĳ

RnˆRn

|Dαwpxq ´Dαwpyq|2

|x´ y|n`2ps´rssq
dxdy

ı
1
2

is equivalent to the norm }w}HspRnq, so it is clear that ~u~HspRn
`q
ď C1}Eu}HspRnq for

some constant C1 ą 0 since Eu “ u on Rn
`.

For the reversed inequality, since
ĳ

RnˆRn

|DαpEuqpxq ´DαpEuqpyq|2

|x´ y|n`2ps´rssq
dxdy

“

´

ĳ

Rn
`ˆRn

`

`

ĳ

Rn
`ˆRn

´

`

ĳ

Rn
´ˆRn

`

`

ĳ

Rn
´ˆRn

´

¯

|DαpEuqpxq ´DαpEuqpyq|2

|x´ y|n`2ps´rssq
dxdy ,

by the boundedness of the extension operator we find that

}Eu}2HspRnq “ }Eu}
2
HrsspRnq

`
ÿ

|α|“rss

ĳ

RnˆRn

|DαpEuqpxq ´DαpEuqpyq|2

|x´ y|n`2ps´rssq
dxdy

ď C
”

}u}2HspRn
`q
`

ÿ

1ďjď|α|“rss

ĳ

Rn
´ˆRn

´

|pDαuqpx1,´21´jxnq ´ pD
αuqpy1,´21´jynq|

2

|x´ y|n`2ps´rssq
dxdy

`
ÿ

1ďjď|α|“rss

ĳ

Rn
´ˆRn

`

|pDαuqpx1,´21´jxnq ´ pD
αuqpy1, ynq|

2

|px1, xnq ´ py1, ynq|
n`2ps´rssq

dxdy
ı

ď C
”

}u}2HspRn
`q
`

ÿ

|α|“rss

ĳ

Rn
`ˆRn

`

|Dαupxq ´Dαupyq|2

|x´ y|n`2ps´rssq
dxdy

ı

which implies }Eu}HspRnq ď C~Eu~HspRnq
ď C2~u~HspRn

`q
for some constant C2 ą 0;

thus the equivalence of these two norms is established. ˝
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5.2 The Sobolev Space HspΩq

We can now define the Sobolev spaces HspΩq for any open and bounded domain
Ω Ď Rn with smooth boundary BΩ.

Definition 5.6 (Smoothness of the boundary). We say BΩ is C k if for each point
x0 P BΩ there exist r ą 0 and a C k-function γ : Rn´1 Ñ R such that - upon relabeling
and reorienting the coordinates axes if necessary - we have

ΩXBpx0, rq “
 

x P Bpx0, rq
ˇ

ˇxn ą γpx1, ¨ ¨ ¨ , xn´1q
(

.

BΩ is C8 if BΩ is C k for all k P N, and Ω is said to have smooth boundary if BΩ is
C8.

Definition 5.7 (Partition of unity). Let X be a topological space. A partition of
unity is a collection of continuous functions

 

χj : X Ñ r0, 1s
(

such that
ř

j χjpxq “ 1

for all x P X. A partition of unity is locally finite if each x in X is contained in an
open set on which only a finite number of χj are non-zero. A partition of unity is
subordinate to an open cover tUju of X if each χj is zero on the complement of Uj.

Proposition 5.8. Let Ω Ď Rn be a bounded set, and tUmuKm“1 be an open cover of
sΩ. Then there exists a partition of unity tζmuKm“1 subordinate to tUmuKm“1 such that
 ?

ζm
(K

m“1
Ď C8

c pRnq.

Proof. For an open set U and δ ą 0, define U pδq as the collection of interior points x of
U such that distpx, BΩq ą δ. Then U pδq is open. We first show that there exists δ ą 0

such that
 

U pδqm
(K

m“1
is still an open cover of sΩ. If not, then for each k P N, there

exists xk P Ω such that xk R
K
Ť

m“1

U p1{kqm . Since Ω is bounded, txku8k“1 has a convergent

subsequence
 

xkj
(8

j“1
converging to x P sΩ. This limit x cannot belong to any Um, a

contradiction to that tUmuKm“1 is an open cover of sΩ.

Now suppose that sΩ Ď
K
Ť

m“1

U pδqm for some δ ą 0. Let χm be the characteristic

function of U pδqm ; that is,

χmpxq “

#

1 if x P U pδqm ,

0 otherwise,
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and tηεuεą0 be the standard sequence of mollifiers. For m P t1, ¨ ¨ ¨ , Ku, we define

ξm “
η δ

2
˙ χm

řK
j“1 η δ2

˙ χj
and ζm “

ξ2
m

řK
j“1 ξ

2
j

.

Then 0 ď ζm ď 1, sptpζmq Ď Um, and
?
ζm P C8

c pRnq for all 1 ď m ď K, and
K
ř

m“1

ξm “
K
ř

m“1

ζm “ 1. In other words, tζmuKm“1 is a partition of unity subordinate to

tUmuKm“1 satisfying that
?
ζm P C8

c pRnq for all 1 ď m ď K. ˝

For a bounded C k-domain Ω, there exist p1, ¨ ¨ ¨ pK P BΩ, r1, ¨ ¨ ¨ rK ą 0, C k-maps
γ1, ¨ ¨ ¨ , γK such that - upon relabeling and reorienting the coordinates axes if necessary
- we have

ΩXBppm, rmq “
 

x P Bppm, rmq
ˇ

ˇxn ą γmpx1, ¨ ¨ ¨ , xn´1q
(

@m P t1, ¨ ¨ ¨ , Nu .

Then for each m P t1, ¨ ¨ ¨ , Nu, the function ϑm defined by

ϑmpxq “ px1, ¨ ¨ ¨ , xn´1, γmpx1, ¨ ¨ ¨ , xn´1q ` xnq (5.4)

is a C k-diffeomorphism between a small neighborhood Vm of Rn and Bppm, rmq.
Moreover, ϑm also maps Vm X txn ą 0u diffeomorphically to the upper half part of
Bppm, rmq. On the other hand, if such C k-maps ϑ1, ¨ ¨ ¨ , ϑK exist (such that the union
of images of ϑm covers BΩ), then Ω is of class C k. Therefore, Ω is a bounded C k-
domain if and only if there exist an open cover tUmuKm“1 Ď Rn of BΩ and a collection
of C k-maps tφmuKm“1 (each φm is the inverse of ϑm) such that for each 1 ď m ď K,

φm : Um X BΩ Ñ Vm Ď Rn´1

is one-to-one, onto, and has a C k-inverse map for some open subset Vm of Rn´1.
Let tζjuNj“0 be a partition of unity subordinate to the open cover tUjuNj“0 such that

a

ζj P C8
c pUjq, and define v0 “ ζ0u and vj “ pζjuq ˝ ϑj. Then v0 can be treated as a

function defined on Rn, and vj can be treated as a function defined on Rn
`. We then

have the following

Definition 5.9. The space HspΩq for s ą 0 is the collection of all measurable u
such that the function ζ0u P H

spRnq and pζjuq ˝ ϑj P HspRn
`q. The HspΩq-norm is

defined by

}u}HspΩq “

”

}ζ0u}
2
HspRnq `

N
ÿ

j“1

›

›pζjuq ˝ ϑj
›

›

2

HspRn
`q

ı1{2

.
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Theorem 5.10 (Extension). Let Ω be a bounded, smooth domain. For any open set
U such that ΩĂĂU , there exists a bounded linear operator E : HspΩq Ñ HspRnq such
that

(i) Eu “ u a.e. in Ω ,

(ii) Eu has support within U ,

(iii) }Eu}HrpRnq ď C}u}HrpΩq for all 0 ď r ď s, where the constant C depends only
on s, Ω and U .

Proof. Let tUjuNj“1 be an open cover of BΩ such that for each j P t1, ¨ ¨ ¨ , Nu, Uj Ď U
and there exists a collection of smooth maps tψjuNj“1 such that ψj : Uj Ñ Rn is a
diffeomorphism between a small neighborhood of Rn. Choose U0ĂĂΩ so that tUjuKj“0

is an open cover of sΩ, and let tζjuKj“0 be a partition of unity subordinate to tUjuKj“1

such that
a

ζj P C8
c pRnq whose existence is guaranteed by Proposition 5.8. Define

Eu “ ζ0u`
N
ÿ

j“1

a

ζj
“

E
`

p
a

ζj uq ˝ ϑj
˘‰

˝ ϑ´1
j

ı

,

where E : HkpRn
`q Ñ HkpRnq is the continuous extension defined by (5.2) for some

k ě s. Then E satisfies properties (i)-(iii), and the proofs of these three properties are
left to the readers. ˝

Theorem 5.11 (Rellich’s theorem in Hs-spaces). Suppose that a sequence tuju8j“1

satisfies for s P R and δ ą 0,

sup
j
}uj}Hs`δpΩq ďM ă 8

for some constant M independent of j. Then there exists a subsequence ujk Ñ u in
HspΩq.

Proof. Let uj be a bounded sequence in Hs`δpΩq. We show that there exists a
subsequence ujk of uj and u P HspΩq such that lim

jÑ8
}ujk ´ u}HspΩq “ 0.

Let E be the extension operator defined in Theorem 5.10, and vj “ Euj , vεj “ ηεˇ vj ,
where ηε is the standard mollifier. We first claim that vεj Ñ vj in HspRnq uniformly in
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n. In fact,

}vεj ´ vj}
2
HspRnq “

ż

Rn

ˇ

ˇ

?
2π

n
pηpεξq ´ 1

ˇ

ˇ

2
xξy2s

ˇ

ˇ

pvjpξq
ˇ

ˇ

2
dξ

ď

” 4εδ

p1` εqδ
` 4 sin2

?
ε

2

ı

}vj}
2
Hs`δpRnq

for all ε P p0, 1q, where the inequality follows from
ˇ

ˇ

?
2π

n
pηpεξq ´ 1

ˇ

ˇ

2

xξy2δ
“

ˇ

ˇ

ˇ

ż

Rn

ηpxq
pe´ix¨εξ ´ 1q

xξyδ
dx

ˇ

ˇ

ˇ

2

ď

$

’

&

’

%

4

p1`R2qδ
if |ξ| ą R ,

4 sin2 εR

2
if |ξ| ď R ď

1

ε

´

ď
π

ε

¯

.

Therefore, for any given ε1 ą 0, there exists ε ą 0 such that

}vεj ´ vj}HspRnq ă
ε1

3
@ j P N . (5.5)

Now, for this particular ε ą 0, vεj is uniformly bounded and equi-continuous since

|vεj| ď }ηε}L2pRnq}v
ε
j}L2pRnq ď Cε , |Dvεj| ď }Dηε}L2pRnq}v

ε
j}L2pRnq ď Cε .

Therefore, by Arzela-Ascoli theorem, there exists a subsequence vεjk converges uniformly
in C 0pRnq (or C 0pUq to be more precise since the support of vεj can be chosen to be
inside a bounded open set U), or in particular

lim sup
k,`Ñ8

}vεjk ´ v
ε
j`
}L2pUq “ 0 .

Moreover, by standard properties of convolution and the boundedness of E,

}vεjk ´ v
ε
j`
}Hs`δpRnq ď C}vjk ´ vj`}Hs`δpRnq ď C}ujk ´ uj`}Hs`δpΩq ď C ;

hence interpolation inequality (4.3) implies that

lim sup
k,`Ñ8

}vεjk ´ v
ε
j`
}HspRnq ď C lim sup

k,`Ñ8
}vεjk ´ v

ε
j`
}

δ
s`δ

L2pRnq
“ 0 .

As a consequence, there exists N ą 0 such that

}vεjk ´ v
ε
j`
}HspRnq ă

ε1

3
whenever k, ` ě N . (5.6)

The triangle inequality together with (5.5) and (5.6) then suggests that vjk is a Cauchy
sequence in HspRnq; hence vjk Ñ v in HspRnq as k Ñ 8. This implies ujk Ñ u in
HspΩq, where u is the restriction of v to Ω. ˝
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Using the extension argument, the following theorems are direct consequences of
Theorem 4.17, Theorem 4.24 and Corollary 4.25. The proofs for these two theorems
are left as an exercise.

Theorem 5.12 (Interpolation inequality). Let Ω Ď Rn be a bounded smooth domain,
0 ă r ă t ă 8, and s “ αr ` p1´ αqt for some α P p0, 1q. Then

}u}HspΩq ď C}u}αHrpΩq}u}
1´α
HtpΩq . (5.7)

Theorem 5.13. Suppose that 0 ă r1 ă s1 ă 8 and 0 ă r2 ă s2 ă 8. Let
A P BpHs1pΩq, Hs2pΩqq XBpHr1pΩq, Hr2pΩqq; that is, A is linear and

}Au}Hr2 pΩq ď M0}u}Hr1 pΩq , }Au}Hs2 pΩq ď M1}u}Hs1 pΩq .

Then A P BpHαs1`p1´αqr1pΩq, Hαs2`p1´αqr2pΩqq, and

}Au}Hαs2`p1´αqr2 pΩq ď CM1´α
0 Mα

1 }u}Hαs1`p1´αqr1 pΩq (5.8)

for some generic constant C ą 0 (independent of u).

Theorem 5.14. Let Ω Ď Rn be a bounded smooth domain, and s ą
n

2
be a real

number. Then there exists a generic constant Cs ą 0 such that for all 0 ď r ď s,

}uv}HrpΩq ď Cs}u}HspΩq}v}HrpΩq @u P Hs
pΩq and v P Hr

pΩq . (5.9)



Chapter 6

The Sobolev Spaces HspTnq, s P R

6.1 The Fourier Series: Revisited

Definition 6.1. For u P L1pTnq, define

pFuqpkq “ puk “ p2πq
´n

2

ż

Tn

e´ik¨xupxq dx ,

and for pu P `1pZnq, define

pF ˚
puqpxq “ p2πq´

n
2

ÿ

kPZn

puke
ik¨x .

Note that F : L1pTnq Ñ `8pZnq. If u is sufficiently smooth, then integration by
parts yields

F pDαuq “ i|α|kαpuk, kα “ kα1
1 ¨ ¨ ¨ kαnn .

Example 6.2. Suppose that u P C 1pTnq. Then for j P t1, ..., nu,

F
´

Bu

Bxj

¯

pkq “ p2πq´
n
2

ż

Tn

Bu

Bxj
e´ik¨x dx

“ ´p2πq´n

ż

Tn

upxq p´ikjq e
´ik¨x dx “ ikjpuk .

Note that Tn is a closed manifold without boundary; alternatively, one may identify Tn

with r0, 1sn with periodic boundary conditions; that is, with opposite faces identified.

Definition 6.3. Let s “ S pZnq denote the space of rapidly decreasing functions pu
on Zn such that for each N P N,

pNpuq “ sup
kPZn

xkyN |puk| ă 8 ,

where xky “
a

1` |k|2.

139
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Then

F : C8
pTn
q Ñ s , F ˚ : sÑ C8

pTn
q ,

and F ˚F “ Id on C8pTnq and FF ˚ “ Id on s. These properties smoothly extend
to the Hilbert space setting:

F : L2pTnq Ñ `2pZnq F ˚ : `2pZnq Ñ L2pTnq

F ˚F “ Id on L2pTnq FF ˚ “ Id on `2pZnq .

Definition 6.4. The inner-products on L2pTnq and `2pZnq are

pu, vqL2pTnq “

ż

Tn

upxqvpxq dx

and

ppu, pvq`2pZnq “
ÿ

kPZn

pukspvk ,

respectively.

Parseval’s identity shows that }u}L2pTnq “ }pu}`2pZnq.

Definition 6.5. We set

D 1
pTn
q “ C8

pTn
q
1 .

The space D 1pTnq is termed the space of periodic distributions.

In the same manner that we extended the Fourier transform from S pRnq to S 1pRnq

by duality, we may produce a similar extension to the periodic distributions:

F : D 1pTnq Ñ s1 F ˚ : s1 Ñ D 1pTnq

F ˚F “ Id on D 1pTnq FF ˚ “ Id on s1 .

Definition 6.6 (Sobolev spaces HspTnq). For all s P R, the Hilbert spaces HspTnq

are defined as follows:

Hs
pTn
q “

 

u P D 1
pTn
q
ˇ

ˇ }u}HspTnq ă 8
(

,

where the norm on HspTnq is defined as

}u}2HspTnq “
ÿ

kPZn

|puk|
2
xky2s .



§6 Sobolev Spaces HspTnq, s P R 141

The space pHspTnq, } ¨ }HspTnqq is a Hilbert space, and we have that

H´s
pTn
q “ Hs

pTn
q
1 .

For any s P R, we define the operator Λs as follows: for u P D 1pTnq,

Λsupxq “
ÿ

kPZn

pukxky
seik¨x .

It follows that
Hs
pTn
q “ Λ´s L2

pTn
q ,

and for r, s P R,

Λs : Hr
pTn
q Ñ Hr´s

pTn
q is an isomorphism .

Notice then that for any δ ą 0,

Λ´δ : Hs
pTn
q Ñ Hs

pTn
q is a compact operator ,

as it is an operator-norm limit of finite-rank operators. (In particular, the eigenvalues
of Λ´δ tend to zero in this limit.) Hence, the inclusion map Hs`δpTnq ãÑ HspTnq is
compact, and we have the following

Theorem 6.7 (Rellich’s theorem on Tn). Suppose that a sequence tuju8j“1 satisfies
for s P R and δ ą 0,

sup
j
}uj}Hs`δpTnq ďM ă 8

for some constant M independent of j. Then there exists a subsequence ujk Ñ u in
HspTnq.

6.2 The Poisson Integral Formula and the Laplace
Operator

For f : S1 Ñ R, denote by PIpfq the harmonic function on the unit disk D “
 

x P

R2
ˇ

ˇ |x| ă 1
(

with trace f :

∆ PIpfq “ 0 in D ,

PIpfq “ f on BD “ S1 .
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PIpfq has an explicit representation via the Fourier series

PIpfqpr, θq “
ÿ

kPZ

pfkr
|k|eikθ @ r ă 1, 0 ď θ ă 2π , (6.1)

as well as the integral representation

PIpfqpr, θq “
1´ r2

2π

ż

S1

fpϕq

r2´ 2r cospθ ´ ϕq ` 1
dϕ @ r ă 1, 0 ď θ ă 2π . (6.2)

The dominated convergence theorem shows that if f P C 0pS1q, then PIpfq P C8pDq X

C 0psDq.

Theorem 6.8. PI extends to a continuous map from Hk´ 1
2 pS1q to HkpDq for all

k P NY t0u.

Proof. Define u “ PIpfq.
Step 1. The case that k “ 0. Assume that f P H´ 1

2 pΓq so that
ÿ

`PZ

| pf`|
2
x`y´1

ďM0 ă 8 .

Since the functions
 

ei`θ
ˇ

ˇ ` P Z
(

are orthogonal with respect to the L2pS1q inner-
product,

}u}2L2pDq “

ż 1

0

´

ż 2π

0

ˇ

ˇ

ˇ

ÿ

`PZ

pf`r
|`|ei`θ

ˇ

ˇ

ˇ

2

dθ
¯

rdr

“ 2π
ÿ

`PZ

| pf`|
2

ż 1

0

r2|`|`1dr “ π
ÿ

`PZ

| pf`|
2
p1` |`|q´1

ď π}f}2
H´

1
2 pS1q

,

where we have used the monotone convergence theorem for the first inequality.
Step 2. The case that k “ 1. Note that in polar coordinate, the gradient operator
∇ is given by

∇ “
´

cos θ
B

Br
´

sin θ

r

B

Bθ
, sin θ

B

Br
`

cos θ

r

B

Bθ

¯

.

To show that u P H1pDq, it suffices to show that ur and 1

r
uθ P L

2pDq. Since the
functions

 

ei`θ
ˇ

ˇ ` P Z
(

are orthogonal with respect to the L2pS1q inner-product,

}ur}
2
L2pDq “

ż 1

0

´

ż 2π

0

ˇ

ˇ

ˇ

ÿ

`‰0

|`| pf`r
|`|´1ei`θ

ˇ

ˇ

ˇ

2

dθ
¯

rdr

“ 2π
ÿ

`‰0

|`|2| pf`|
2

ż 1

0

r2|`|´1dr “ π
ÿ

`‰0

|`|| pf`|
2
ď π}f}2

H
1
2 pS1q
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and similarly,

›

›

1

r
uθ}

2
L2pDq “

ż 1

0

´

ż 2π

0

ˇ

ˇ

ˇ

ÿ

`‰0

i` pf`r
|`|´1ei`θ

ˇ

ˇ

ˇ

2

dθ
¯

rdr

“ 2π
ÿ

`‰0

|`|2| pf`|
2

ż 1

0

r2|`|´1dr ď π}f}2
H

1
2 pS1q

.

Therefore, combining the estimate from Step 1,

}u}H1pDq ď C
“

}u}L2pDq ` }ur}L2pDq `
›

›

1

r
uθ
›

›

L2pDq

‰

ď C}f}
H

1
2 pS1q

.

Step 3. The case that k ě 2. For general k ě 2, we need to show that B kru and
1

rk
B
j
θu P L

2pDq for all j P t1, 2, ¨ ¨ ¨ , ku. To see this, first we note that by the Parseval

identity (8.1) and the fact that 1

|`| ´ k ` 1
ď
k ` 1

|`|
for all |`| ě k,

}B
k
ru}

2
L2pDq “

ż 1

0

´

ż 2π

0

ˇ

ˇ

ˇ

ÿ

|`|ěk

|`|p|`| ´ 1q ¨ ¨ ¨ p|`| ´ k ` 1q pf`r
|`|´kei`θ

ˇ

ˇ

ˇ

2

dθ
¯

rdr

“

ż 1

0

ÿ

|`|ěk

|`|2p|`| ´ 1q2 ¨ ¨ ¨ p|`| ´ k ` 1q2| pf`|
2r2|`|´2k`1dr

ď 2π
ÿ

|`|ěk

|`|2k| pf`|
2

ż 1

0

r2|`|´2k`1dr

“
ÿ

|`|ěk

|`|2k

|`| ´ k ` 1
| pf`|

2

ď pk ` 1qπ
ÿ

|`|ěk

|`|2k´1
| pf`|

2
ď pk ` 1qπ}f}2

Hk´ 1
2 pS1q

. (6.3)

Moreover, since

›

›

1

rk
B
j
θu
›

›

2

L2pDq
“

ż 1

0

´

ż 2π

0

ˇ

ˇ

ˇ

ÿ

`‰0

pi`qj pf`r
|`|´kei`θ

ˇ

ˇ

ˇ

2

dθ
¯

rdr

“ 2π
ÿ

`‰0

|`|2j| pf`|
2

ż 1

0

r2|`|´2k`1dr ,
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it suffices to consider the case j “ k. Nevertheless,

›

›

1

rk
B
k
θu
›

›

2

L2pDq
“ 2π

ÿ

|`|ě2

|`|2pk´1q
p|`| ´ 1q2| pf`|

2

ż 1

0

r2|`|´2k`1dr

` 2π
ÿ

`‰0

|`|2pk´1q
p2|`| ´ 1q| pf`|

2

ż 1

0

r2|`|´2k`1dr

ď 2π
ÿ

|`|ě2

|`|2pk´1q
p|`| ´ 1q2| pf`|

2

ż 1

0

r2|`|´2k`1dr ` 2π}f}2
Hk´ 1

2 pS1q

ď 2π
ÿ

|`|ě3

|`|2pk´2q
p|`| ´ 1q2p|`| ´ 2q2| pf`|

2

ż 1

0

r2|`|´2k`1dr

` 2πp1` 2q}f}2
Hk´ 1

2 pS1q

ď ¨ ¨ ¨ ¨ ¨ ¨

ď 2π
ÿ

|`|ěk

|`|2p|`| ´ 1q2 ¨ ¨ ¨ p|`| ´ k ` 1q2| pf`|
2

ż 1

0

r2|`|´2k`1dr

` 2πp1` 2` ¨ ¨ ¨ ` kq}f}2
Hk´ 1

2 pS1q

which, with the help of (6.3), implies that

›

›

1

rk
B
k
θu
›

›

2

L2pDq
ď πpk ` 1q2}f}2

Hk´ 1
2 pS1q

.

As a consequence, we conclude that }u}HkpDq ď Ck}f}Hk´ 1
2 pS1q

for some constant
Ck ą 0. ˝

The Hölder spaces on sD are defined as follows: if u : D Ñ R is bounded and
continuous, we write

}u}C psDq :“ sup
xPD

|upxq| .

For 0 ă α ď 1, the αth-Hölder seminorm of u is

rusC 0,αpsDq :“ sup
x,yPD,x‰y

|upxq ´ upyq|

|x´ y|α

and the αth-Hölder norm of u is

}u}C 0,αpsDq “ }u}C psDq ` rusC 0,αpsDq .



§6 Sobolev Spaces HspTnq, s P R 145

We will show that if f P H3{2pS1q, then for 0 ă α ă 1, f P C 0,αpS1q. Next, we will use
the result of Theorem 6.8, together with Morrey’s inequality and Theorem 2.36 to
prove that u P C 0,αpsDq. Let us explain this. We first prove the following:

f P H3{2pS1q implies that f P H1{2`αpS1q for α P p0, 1q
which further implies that f P C 0,αpS1q ,

where the last assertion means that |fpx` yq ´ fpxq| ď C|y|α.
We start with the identity

|fpx` yq ´ fpyq| “
ˇ

ˇ

ˇ

ÿ

kPZ

pfke
ikx
peiky ´ 1q

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ÿ

k‰0

pfke
ikx
peiky ´ 1q

ˇ

ˇ

ˇ

ď

´

ÿ

k‰0

| pfk|
2
xky1`2α

¯
1
2
´

ÿ

k‰0

|eiky ´ 1|2xky´1´2α
¯

1
2

“ }f}H1{2`αpS1q

´

ÿ

k‰0

|eiky ´ 1|2xky´1´2α
¯

1
2
.

We consider |y| ď 1

2
and break the sum into two parts:

ÿ

k‰0

|eiky ´ 1|2xky´1´2α

“
ÿ

0ă|k|ď 1
|y|

|eiky ´ 1|2xky´1´2α
`

ÿ

|k|ě 1
|y|
`1

|eiky ´ 1|2xky´1´2α.

For the second sum, we use that |eiky ´ 1|2 ď 4 and employ the integral test to see
that

ÿ

|k|ě 1
|y|
`1

xky´1´2α
ď 2

ż 8

1{|y|

r´1´2αdr ď C|y|2α .

For the first sum, we note that |eiky ´ 1| ď k2|y|2 if |k||y| ď 1. Once again, we employ
the integral test:

ÿ

0ă|k|ď 1
|y|

|eiky ´ 1|2xky´1´2α

ď |eiy ´ 1|2 ` |e´iy ´ 1|2 `
ÿ

2ď|k|ď 1
|y|

|eiky ´ 1|2xky´1´2α

ď 2|y|2 ` 2

ż 1
|y|

1

|y|2r2r´1´2αdr ď Cα
`

|y|2 ` |y|2α
˘
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for some constant C “ Cα. Since |y| ď 1{2, we see that

ÿ

k‰0

|eiky ´ 1|2xky´1´2α
ď Cα|y|

α

as α ă 1.
Next, according to Theorem 6.8, if f P H3{2pS1q, then u “ PIpfq solves ´∆u “ 0

in D with u “ f on BD, and }u}H2pDq ď C}f}H3{2pS1q. By Theorem 2.36,

}Du}LqpDq ď C
?
q}u}H2pDq @ q P r1,8q.

Hence, by Morrey’s inequality, we see that u P C 0,1´2{qpDq, and thus in C 0,αpDq for
α P p0, 1q.

6.3 Exercises

Problem 6.1. Given f P L1pS1q, 0 ă r ă 1, define

Prfpθq “
8
ÿ

n“´8

pfnr
|n|einθ, pfn “

1

2π

ż 2π

0

fpθqe´inθdθ .

Show that

Prfpθq “ prˇ fpθq “
1

2π

ż 2π

0

prpθ ´ ϕqfpϕqdϕ ,

where

prpθq “
8
ÿ

n“´8

r|n|einθ “
1´ r2

1´ 2r cos θ ` r2
.

Show that 1

2π

ż 2π

0
prpθqdθ “ 1.

Problem 6.2. If f P LppS1q, 1 ď p ă 8, show that

Prf Ñ f in LppS1
q as r Õ 1 .

Problem 6.3. Let D :“ Bp0, 1q Ď R2 and let u satisfy the Neumann problem

∆u “ 0 in D , (6.4a)
Bu

Br
“ g on BD :“ S1 . (6.4b)
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If u “ PIpfq :“
ř

kPZ

pfkr
|k|eikθ, show that for f P H3{2pS1q,

g “ Λf, (6.5)

which is the same as
pgk “ |k| pfk .

Λ denotes the Dirichlet to Neumann map given by Λfpθq “
ř

kPZ

pfk|k|e
ikθ or Λf “

´i
B

Bθ
Hf “ ´iH

Bf

Bθ
, whereH is the Hilbert transform, defined byHupθq “

ř

kPZ
psgn kqpgke

ikθ.

Problem 6.4. Define the function Kpθq “
ř

k‰0

|k|´1eikθ. Show that K P L2pS1q Ď

L1pS1q. Next, show that if g P L2pS1q and
ż

S1

gpθqdθ “ 0, a solution to (6.5) is given

by fpθq “ p2πq´1

ż

S1

Kpθ ´ ϕqgpϕqdϕ.

Problem 6.5. Consider the solution to the Neumann problem (6.4a) and (6.4b).
Show that g P H1{2pS1q implies that u P H2pDq and that

}u}2H2pDq ď C
`

}g}2H1{2pS1q
` }u}2L2pDq

˘

.



Chapter 7

Regularity of the Laplacian on Ω

We have studied the regularity properties of the Laplace operator on D “ Bp0, 1q Ď R2

using the Poisson integral formula. These properties continue to hold on more general
open, bounded, C8 subsets Ω of Rn.

We revisit the Dirichlet problem

∆u “ 0 in Ω , (7.1a)

u “ f on BΩ . (7.1b)

Theorem 7.1. For k P N, given f P Hk´ 1
2 pBΩq, there exists a unique solution

u P HkpΩq to (7.1) satisfying

}u}HkpΩq ď C}f}
Hk´ 1

2 pBΩq
, C “ CpΩq .

Proof. Step 1. k “ 1. We begin by converting (7.1) to a problem with homogeneous
boundary conditions. Using the surjectivity of the trace operator provided by Theorem
4.15, there exists F P H1pΩq such that τF “ f on BΩ, and }F }H1pΩq ď C}f}

H
1
2 pBΩq

.
Let U “ u ´ F ; then U P H1pΩq and by linearity of the trace operator, τU “ 0 on
BΩ. It follows from Theorem 2.47 that U P H1

0 pΩq and satisfies ´∆U “ ∆F in H1
0 pΩq;

that is
x´∆U, vy “ x∆F, vy @ v P H1

0 pΩq .

According to Remark 2.64, ´∆ : H1
0 pΩq Ñ H´1pΩq is an isomorphism, so that

∆F P H´1pΩq; therefore, by Theorem 2.63, there exists a unique weak solution
U P H1

0 pΩq, satisfying
ż

Ω

DU ¨Dv dx “ x∆F, vy @ v P H1
0 pΩq ,

148
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with
}U}H1pΩq ď C}∆F }H´1pΩq , (7.2)

and hence
u “ U ` F P H1

pΩq and }u}H1pΩq ď }f}H
1
2 pBΩq

.

Step 2. k “ 2. Next, suppose that f P H1.5pBΩq. Again employing Theorem 4.15,
we obtain F P H2pΩq such that τF “ f and }F }H2pΩq ď C}f}H1.5pBΩq; thus, we see
that ∆F P L2pΩq and that, in fact,

ż

Ω

DU ¨Dv dx “

ż

Ω

∆F v dx @ v P H1
0 pΩq . (7.3)

We first establish interior regularity. Choose any (nonempty) open sets Ω1ĂĂΩ2ĂĂΩ

and let ζ P C8
c pΩ2q with 0 ď ζ ď 1 and ζ “ 1 on Ω1. Let ε0 “ min distpsptpζq, BΩ2q{2.

For all 0 ă ε ă ε0, define U εpxq “ pηεˇUqpxq for all x P Ω2, and set

v “ ´ηεˇ pζ
2U ε,j q,j .

Then v P H1
0 pΩq and can be used as a test function in (7.3); thus,

´

ż

Ω

U,i ηεˇ pζ
2U ε,j q,ji dx “ ´

ż

Ω

U,i ηεˇ rζ
2U ε,ij `2ζζ,i U

ε,j s,j dx

“

ż

Ω2

ζ2U ε,ij U
ε,ij dx´ 2

ż

Ω

ηε ˚ rζζ,i U
ε,j s,j U,i dx ,

and
ż

Ω

∆F v dx “ ´

ż

Ω2

∆F ηεˇ pζ
2U ε,j q,j dx “ ´

ż

Ω2

∆F ηεˇ rζ
2U ε,jj `2ζζ,j U

ε,j s dx .

By Young’s inequality (Theorem 1.47),

}ηεˇ rζ
2U ε,jj `2ζζ,j U

ε,j s}L2pΩ2q ď }ζ
2U ε,jj `2ζζ,j U

ε,j }L2pΩ2q;

hence, by the Cauchy-Young inequality with δ, Lemma 1.46, for δ ą 0,
ż

Ω

∆F v dx ď δ}ζD2U ε
}

2
L2pΩ2q

` Cδr}DU
ε
}

2
L2pΩ2q

` }∆F }2L2pΩqs .

Similarly,

2

ż

Ω

ηε ˚ rζζ,i U
ε,j s,j U,i dx ď δ}ζD2U ε

}
2
L2pΩ2q

` Cδr}DU
ε
}

2
L2pΩ2q

` }∆F }2L2pΩqs .
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By choosing δ ă 1 and readjusting the constant Cδ, we see that

}D2U ε
}

2
L2pΩ1q

ď }ζD2U ε
}

2
L2pΩ2q

ď Cδ
“

}DU ε
}

2
L2pΩ2q

` }∆F }2L2pΩq

‰

ď Cδ}∆F }
2
L2pΩq ,

the last inequality following from (7.2), and Young’s inequality.
Since the right-hand side does not depend on ε ą 0, there exists a subsequence

D2U ε1
áW in L2

pΩ1q .

By Theorem 2.21, U ε Ñ U in H1pΩ1q, so that W “ D2U on Ω1. As weak convergence
is lower semi-continuous, }D2U}L2pΩ1q ď Cε}∆F }L2pΩq. As Ω1 and Ω2 are arbitrary, we
have established that U P H2

locpΩq and that

}U}H2
locpΩq

ď C}∆F }L2pΩq .

For any w P H1
0 pΩq, set v “ ζw in (7.3). Since u P H2

locpΩq, we may integrate by parts
to find that

ż

Ω

p´∆U ´∆F q ζw dx “ 0 @w P H1
0 pΩq .

Since w is arbitrary, and the sptpζq can be chosen arbitrarily close to BΩ, it follows
that for all x in the interior of Ω, we have that

´∆Upxq “ ∆F pxq for almost every x P Ω . (7.4)

We proceed to establish the regularity of U all the way to the boundary BΩ. Let
tU`uK`“1 denote an open cover of Ω which intersects the boundary BΩ, and let tϑ`uK`“1

denote a collection of charts such that

ϑ` : Bp0, r`q Ñ U` is a C8 diffeomorphism ,

detpDϑ`q “ 1 ,

ϑ`pBp0, r`q X txn “ 0uq Ñ U` X BΩ ,

ϑ`pBp0, r`q X txn ą 0uq Ñ U` X Ω .

Let 0 ď ζ` ď 1 in C8
c pU`q denote a partition of unity subordinate to the open covering

U`, and define the horizontal convolution operator, smoothing functions defined on Rn

in the first 1, ..., n´ 1 directions, as follows:

ρεˇhF pxh, xnq “

ż

Rn´1

ρεpxh ´ yhqF pyh, xnqdyh ,
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where ρεpxhq “ ε´pn´1qρpxh{εq, ρ the standard mollifier on Rn´1, and xh “ px1, ..., xn´1q.
Let α range from 1 to n´ 1, and substitute the test function

v “ ´
`

ρεˇhrpζ` ˝ ϑ`q
2ρεˇhpU ˝ ϑ`q,α s,α

˘

˝ ϑ´1
` P H1

0 pΩq

into (7.3), and use the change of variables formula to obtain the identity
ż

B`p0,r`q

Aki pU ˝ ϑ`q,k A
j
i pv ˝ ϑ`q,j dx “

ż

B`p0,r`q

p∆F q ˝ ϑ` v ˝ ϑ` dx , (7.5)

where the C8 matrix Apxq “ rDϑ`pxqs´1 and B`p0, r`q “ Bp0, r`q X txn ą 0u. We
define

U `
“U ˝ ϑ` , and denote the horizontal convolution operator by Hε “ ρεˇh .

Then, with ξ` “ ζ` ˝ ϑ`, we can rewrite the test function as

v ˝ ϑ` “ ´Hεrξ
2
`HεU

`,α s,α .

Since differentiation commutes with convolution, we have that

pv ˝ ϑ`q,j “ ´Hεpξ
2
`HεU

`,jα q,α´2Hεpξ`ξ`,j HεU
`,α q,α ,

and we can express the left-hand side of (7.5) as
ż

B`p0,r`q

Aki pU ˝ ϑ`q,k A
j
i pv ˝ ϑ`q,j dx “ I1 ` I2 ,

where

I1 “ ´

ż

B`p0,r`q

AjiA
k
iU

`,k Hεpξ
2
`HεU

`,jα q,α dx ,

I2 “ ´2

ż

B`p0,r`q

AjiA
k
iU

`,k Hεpξ`ξ`,j HεU
`,α q,α dx .

Next, we see that

I1 “

ż

B`p0,r`q

“

HεpA
j
iA

k
iU

`,k q
‰

,α pξ
2
`HεU

`,jα q dx “ I1a ` I1b ,

where

I1a “

ż

B`p0,r`q

pAjiA
k
iHεU

`,k q,α ξ
2
`HεU

`,jα dx ,

I1b “

ż

B`p0,r`q

`

JHε, A
j
iA

k
i KU

`,k
˘

,α ξ
2
`HεU

`,jα dx ,
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and where
JHε, A

j
iA

k
i KU

`,k“ HεpA
j
iA

k
iU

`,k q ´ A
j
iA

k
i HεU

`,k (7.6)

denotes the commutator of the horizontal convolution operator and multiplication.
The integral I1a produces the positive sign-definite term which will allow us to build
the global regularity of U , as well as an error term:

I1a “

ż

B`p0,r`q

“

ξ2
`A

j
iA

k
iHεU

`,kα HεU
`,jα`pA

j
iA

k
i q,αHεU

`,k ξ
2
`HεU

`,jα
‰

dx ;

thus, together with the right hand-side of (7.5), we see that
ż

B`p0,r`q

ξ2
`A

j
iA

k
iHεU

`,kα HεU
`,jα dx ď

ˇ

ˇ

ˇ

ż

B`p0,r`q

pAjiA
k
i q,αHεU

`,k ξ
2
`HεU

`,jα s dx
ˇ

ˇ

ˇ

` |I1b| ` |I2| `

ˇ

ˇ

ˇ

ż

B`p0,r`q

p∆F q ˝ ϑ` v ˝ ϑ` dx
ˇ

ˇ

ˇ
.

Since each ϑ` is a C8-diffeomorphism, it follows that the matrix AAT is positive
definite: there exists λ ą 0 such that

λ|Y |2 ď AjiA
k
i YjYk @Y P Rn .

It follows that

λ

ż

B`p0,r`q

ξ2
` |
sBDHεU

`
|
2 dx ď

ˇ

ˇ

ˇ

ż

B`p0,r`q

pAjiA
k
i q,αHεU

`,k ξ
2
`HεU

`,jα s dx
ˇ

ˇ

ˇ

` |I1b| ` |I2| `

ˇ

ˇ

ˇ

ż

B`p0,r`q

p∆F q ˝ ϑ` v ˝ ϑ` dx
ˇ

ˇ

ˇ
,

where D “ pB x1 , ..., B xnq and B “ pB x1 , ..., B xn´1q. Application of the Cauchy-Young
inequality with δ ą 0 shows that

ˇ

ˇ

ˇ

ż

B`p0,r`q

pAjiA
k
i q,αHεU

`,k ξ
2
`HεU

`,jα s dx
ˇ

ˇ

ˇ
`|I2|`

ˇ

ˇ

ˇ

ż

B`p0,r`q

p∆F q ˝ ϑ` v ˝ ϑ` dx
ˇ

ˇ

ˇ

ď δ

ż

B`p0,r`q

ξ2
` |
sBDHεU

`
|
2 dx` Cδ}∆F }

2
L2pΩq .

It remains to establish such an upper bound for |I1b|.
To do so, we first establish a pointwise bound for (7.6): for Ajk “ AjiA

k
i ,

JHε, A
j
iA

k
i KU

`,k pxq

“

ż

Bpxh,εq

ρεpxh ´ yhq
“

Ajkpyh, xnq ´Ajkpxh, xnq
‰

U `,k pyh, xnq dyh .
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By Morrey’s inequality,
ˇ

ˇrAjkpyh, xnq ´Ajkpxh, xnqs
ˇ

ˇ ď Cε}A}W 1,8pB`p0,r`qq. Since

B xαρεpxh ´ yhq “
1

ε2
ρ1
´x´ h´ yh

ε

¯

,

we see that
ˇ

ˇB xα

`

JHε, A
j
iA

k
i KU

`,k
˘

pxq
ˇ

ˇ ď C

ż

Bpxh,εq

1

ε
ρ1
´x´ h´ yh

ε

¯

ˇ

ˇU `,k pyh, xnq
ˇ

ˇ dyh

and hence by Young’s inquality,
›

›B xα

`

JHε, A
j
iA

k
i KU

`,k
˘›

›

L2pB`p0,r`q
ď C}U}H1pΩq ď C}∆F }L2pΩq .

It follows from the Cauchy-Young inequality with δ ą 0 that

|I1b| ď δ

ż

B`p0,r`q

ξ2
` |
sBDHεU

`
|
2 dx` Cδ}∆F }

2
L2pΩq .

By choosing 2δ ă λ, we obtain the estimate
ż

B`p0,r`q

ξ2
` |
sBDHεU

`
|
2 dx ď Cδ}∆F }

2
L2pΩq .

Since the right hand-side is independent of ε, we find that
ż

B`p0,r`q

ξ2
` |
sBDU `

|
2 dx ď Cδ}∆F }

2
L2pΩq . (7.7)

From (7.4), we know that ∆Upxq “ ∆F pxq for almost every x P U`. By the chain
rule this means that almost everywhere in B`p0, r`q,

´AjkU `,kj “ Ajk,j U `,k`∆F ˝ ϑ` ,

or equivalently,

´AnnU `,nn“ AjαU `,αj `AβkU `,kβ `Ajk,j U `,k`∆F ˝ ϑ` . (7.8)

Since Ann ą 0, it follows from (7.7) that
ż

B`p0,r`q

ξ2
` |D

2U `
|
2 dx ď Cδ}∆F }

2
L2pΩq . (7.9)

Summing over ` from 1 to K and combining with our interior estimates, we have
that

}u}H2pΩq ď C}∆F }L2pΩq .

Step 3. k ě 3. At this stage, we have obtained a pointwise solution U P H2pΩq X

H1
0 pΩq to ∆u “ ∆F in Ω, and ∆F P Hk´1pΩq. Next, in each local chart, horizontally

differentiate this equation r times until B̄ rp∆F ˝ ϑ`q P L2pΩq, and then repeat Step 2
using (7.8). ˝



Chapter 8

Fourier Series and its Applications

8.1 The Hilbert Space L2pTq

A 2π-periodic function on R can be identified with a function on the circle, or one-
dimensional torus T “ R{p2πZq on which we identify points in R that differ by 2πn

for some n P Z. We use C pTq to denote the space of continuous functions on R with
period 2π. The space L2pTq is defined as the completion of C pTq with respect to the
L2-norm

}f}L2pTq “

”

ż

T
|fpxq|2dx

ı
1
2

and we note that the norm is induced by the inner product

pf, gqL2pTq “

ż

T
fpxqgpxq dx .

Quantitatively speaking, the space L2pTq is the same as L2pr´π, πsq; however, when
speaking of L2pTq, we are concerned with 2π-periodic L2-functions, while the L2-norm
is computed only on the interval with length 2π.

Since L2pTq is a Hilbert space, it is nature to ask if there is an orthonormal basis
to L2pTq. The goal of this section is to provide an orthonormal basis to L2pTq.

Definition 8.1. The Fourier basis elements are the functions

ekpxq “
1
?

2π
eikx .

We note that teku8k“´8 is an orthonormal set in L2pTq. In the following discussion,
we will show that teku8k“´8 is maximal; that is, for each f P L2pTq,

f “
8
ÿ

k“´8

pf, ekqL2pTqek or fpxq “
1

2π

8
ÿ

k“´8

ż

T
fpyqeikpx´yqdy ,

154
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where the sum is understood as the L2-limit.

8.1.1 Trigonometric polynomials

Definition 8.2. A trigonometric polynomial ppxq of degree n is a finite sum of the
form

ppxq “
c0

2
`

n
ÿ

k“1

pck cos kx` sk sin kxq x P R .

The collection of all trigonometric polynomial of degree n is denoted by PnpTq,
and the collection of all trigonometric polynomials is denoted by PpTq; that is,

PpTq “
8
Ť

n“0

PnpTq.

On account of the Euler identity eiθ “ cos θ ` i sin θ, a trigonometric polynomial
of degree n can also be written as

ppxq “
n
ÿ

k“´n

ake
ikx with ak “

c|k| ´ is|k|
2

,

where s0 is taken to be 0. Therefore, every trigonometric polynomial of degree n is

associated to a unique function of the form
n
ř

k“´n

ake
ikx and vice versa.

Definition 8.3. The Fourier series associated to a function f P L2pTq is the function
8
ÿ

k“´8

pfpkqekpxq “
c0

2
`

8
ÿ

k“1

ck cos kx` sk sin kx ,

where
 

pfpkq
(

k“´8
, tcku8k“0 and tsku8k“1 are called the Fourier coefficients of f given

by

pfpkq “
1
?

2π

ż

T
fpxqe´ikxdx , ck “

1

π

ż

T
fpxq cos kxdx , sk “

1

π

ż

T
fpxq sin kxdx .

Proposition 8.4. Let snpf, xq denote the partial sum of the Fourier series associated
to f P L2pTq given by

snpf, xq “
1

2π

n
ÿ

k“´n

ż

T
fpyqeikpx´yqdy “

c0

2
`

n
ÿ

k“1

ck cos kx` sk sin kx ,

where pfpkq, ck and sk are defined in Definition 8.3. Then

}f ´ snpf, ¨q}L2pTq ď }f ´ p}L2pTq @ p P PnpTq .
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Proof. We note that if p P PnpTq, then snpp, ¨q “ p and
`

f ´ snpf, ¨q, p
˘

L2pTq “ 0 .

Therefore, if p P PnpTq,

}f ´ p}2L2pTq “ }f ´ snpf, ¨q ` snpf, ¨q ´ p}
2
L2pTq

“ }f ´ snpf, ¨q}
2
L2pTq ` }snpf ´ p, ¨q}

2
L2pTq

which concludes the proposition. ˝

8.1.2 Approximations of the identity

Definition 8.5. A family of functions
 

ϕn P C pTq
ˇ

ˇn P N
(

is an approximation of
the identity if

(1) ϕnpxq ě 0 ;

(2)
ż

T
ϕnpxq dx “ 1 for every n P N ;

(3) lim
nÑ8

ż

δď|x|ďπ

ϕnpxq dx “ 0 for every δ ą 0, here we identify T with the interval

r´π, πs.

Definition 8.6 (Convolutions on T). The convolution of two continuous function
f, g : TÑ C is the continuous function f ‹ g : TÑ C defined by the integral

pf ‹ gqpxq “

ż

T
fpx´ yqgpyq dy .

Note that all the conclusions from Section 1.4 are still valid. In particular, we have

Theorem 8.7. If tϕnu8n“1 is an approximation of the identity and f P C pTq, then
ϕn ‹ f converges uniformly to f as nÑ 8.

Proof. Without loss of generality, we may assume that f ı 0. By the definition of the
convolution,

ˇ

ˇpϕn ‹ fqpxq ´ fpxq
ˇ

ˇ “

ż

T
ϕnpx´ yqfpyq dy ´ fpxq

“

ż

T
ϕnpx´ yq

`

fpxq ´ fpyq
˘

dy ,
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where we use (2) of Definition 8.5 to obtain the last equality. Now given ε ą 0.
Since f P C pTq, there exists δ ą 0 such that |fpxq ´ fpyq| ă ε

2
whenever |x´ y| ă δ.

Therefore,

|pϕn ‹ fqpxq ´ fpxq|

ď

ż

|x´y|ăδ

ϕnpx´ yq
ˇ

ˇfpxq ´ fpyq
ˇ

ˇdy `

ż

δď|x´y|

ϕnpx´ yq
ˇ

ˇfpxq ´ fpyq
ˇ

ˇdy

ď
ε

2

ż

T
ϕnpx´ yq dy ` 2 max

T
|f |

ż

δď|z|ďπ

ϕnpzq dz .

By (3) of Definition 8.5, there exists N ą 0 such that if n ě N ,
ż

δď|z|ďπ

ϕnpzq dx ă
ε

4 maxT |f |
.

Therefore, for n ě N ,
ˇ

ˇpϕn ‹ fqpxq ´ fpxq
ˇ

ˇ ă ε for all x P T. ˝

Theorem 8.8. The collection of all trigonometric polynomials PpTq is dense in
C pTq with respect to the uniform norm.

Proof. Let ϕnpxq “ cnp1` cosxqn, where cn is chosen so that
ż

T
ϕnpxq dx “ 1. By the

residue theorem,
ż

T
p1` cosxqndx “

¿

S1

`

1`
z2 ` 1

2z

˘ndz

iz
“

1

i2n

¿

S1

pz ` 1q2n

zn`1
dz “

π

2n´1

ˆ

2n

n

˙

;

thus cn “
2n´1

π

pn!q2

p2nq!
.

Now tϕnu8n“1 is clearly non-negative and satisfies (2) of Definition 8.5 for all n P N.
Let δ ą 0 be given.

ż

δď|x|ďπ

ϕnpxq dx ď

ż

δď|x|ďπ

cnp1` cos δqndx ď 22n
´1` cos δ

2

¯n pn!q2

p2nq!
.

By Stirling’s formula lim
nÑ8

n!
?

2πnnne´n
“ 1,

lim
nÑ8

ż

δď|x|ďπ

ϕnpxq dx ď lim
nÑ8

22n
´1` cos δ

2

¯n
`?

2πnnne´n
˘2

a

2πp2nqp2nq2ne´2n

“ lim
nÑ8

?
πn

´1` cos δ

2

¯n

“ 0 .

So tϕnu8n“1 is an approximation of the identity. By Theorem 8.7, ϕk ‹ f converges
uniformly to f if f P C pTq, while ϕn ‹ f is a trigonometric function. ˝
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Corollary 8.9. For any f P L2pTq, lim
nÑ8

}snpf, ¨q ´ f}L2pTq “ 0, and

}f}2L2pTq “

8
ÿ

k“´8

| pfpkq|2 “ π
”c2

0

2
`

8
ÿ

k“1

pc2
k ` s

2
kq

ı

. (Parseval’s identity) (8.1)

Proof. By Theorem 8.8, the collection of trigonometric polynomials is dense in C pTq,
we know that the space spanned by teku8k“´8 is dense in C pTq. The implication from
uniform convergence to L2pTq-convergence then guarantees that the space spanned by
teku

8
k“´8 is dense in L2pTq.
Let ε ą 0 be given. By the denseness of the trigonometric polynomials in L2pTq,

there exists h P PpTq such that }f ´ h}L2pTq ă ε. Suppose that h P PNpTq. Then by
Proposition 8.4,

}f ´ sNpf, ¨q}L2pTq ď }f ´ h}L2pTq ă ε .

Since sNpf, ¨q P PnpTq if n ě N , we must have

}f ´ snpf, ¨q}L2pTq ď }f ´ sNpf, ¨q}L2pTq ă ε @n ě N .

Therefore, snpf, ¨q Ñ f in L2pTq as n Ñ 8, and (8.1) is concluded by the fact that
}snpf, ¨q}L2pTq Ñ }f}L2pTq as nÑ 8. ˝

The proof of the following lemma is left as an exercise.

Lemma 8.10. Let f, g P L2pTq. Then

pf, gqL2pTq “

8
ÿ

k“´8

pfpkqpgpkq.

By Parseval’s identity (8.1), for f P L2pTq,

lim
|k|Ñ8

| pfpkq| “ 0 .

In fact, the Fourier coefficient of a function f P L1pTq also converges to 0 which is the
Riemann-Lebesgue Lemma.

Lemma 8.11 (Riemann-Lebesgue). For f P L1pTq, pfpkq Ñ 0 as |k| Ñ 8.

Proof. Let f P L1pTq. Given ε ą 0, there exists fε P L2pTq such that }f´fε}L1pTq ă
ε

2
.

For this ε, there exists N ą 0 such that |pfεpkq| ă
ε

2
whenever k ě N . Therefore, for
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k ě N ,

| pfpkq| ď | pfpkq ´ pfεpkq| ` |pfεpkq| “
ˇ

ˇ

ˇ

ż

T

“

fpxq ´ fεpxq
‰

ekpxq dx
ˇ

ˇ

ˇ
` |pfεpkq|

ď }f ´ fε}L1pTq ` |pfεpkq| ă ε

which implies that lim
|k|Ñ8

pfpkq “ 0. ˝

Definition 8.12 (Weak convergence). Let H be a Hilbert space with inner product
p¨, ¨qH. A sequence un P H is said to converge weakly to u P H if

lim
nÑ8

pun, gqH “ pu, gqH @ g P H .

We use the notation un á u in H to denote the weak convergence of un to u in H.

With this definition, by the Riemann-Lebesgue Lemma we have the following

Theorem 8.13. The Fourier basis ek converges weakly to 0 in L2pTq.

8.1.3 Fourier representation of functions on r0, πs

Any functions defined on r0, πs can be viewed as the restriction of an even/odd function
defined on r´π, πs to r0, πs. An even/odd function f in L2pr´π, πsq can be expressed
as

fpxq “
c0

2
`

8
ÿ

k“1

ck cos kx
M

8
ÿ

k“1

sk sin kx .

For a function f P L2p0, 2πq (here we identify T with r0, 2πs), gpxq “ fp2xq is a
function in L2p0, πq. Since

fpxq “
c0

2
`

8
ÿ

k“1

pck cos kx` sk sin kxq ,

we have

gpxq “
c0

2
`

8
ÿ

k“1

pck cos 2kx` sk sin 2kxq ,

where

ck “
2

π

ż

T
gpxq cos kxdx , sk “

2

π

ż

T
gpxq sin kxdx .
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As a consequence,
! 1
?
π
,

c

2

π
cos kx

)8

k“1
,
!

c

2

π
sin kx

)8

k“1
are both maximal orthonormal

sets on L2p0, πq. So is
! 1
?
π
,

c

2

π
cos 2kx,

c

2

π
sin 2kx

)8

k“1
.

We note that
!

˘
1
?
π
,˘

c

2

π
cos kx

)8

k“1
is the collection of all non-trivial functions

with unit L2p0, πq-norm satisfying

uxx “ λu for some λ P R ,

uxp0q “ uxpπq “ 0 ,

while
!

˘

c

2

π
sin kx

)8

k“1
is the collection of all non-trivial functions with unit L2p0, πq-

norm satisfying

uxx “ λu for some λ P R ,

up0q “ upπq “ 0 .

8.2 Uniform Convergence of the Fourier Series

Given f P L2pTq, by Corollary 8.9 we know that snpf, ¨q Ñ f in L2pTq; thus possesses a
subsequence snjpf, ¨q which converges to f almost everywhere. In this section, instead
of assuming that f P L2pTq, we consider f P C 0,αpTq, and investigate the convergence
behavior of the Fourier series of f .

Before proceeding, we define

Dnpxq “
1

2π

n
ÿ

k“´n

eikx “
1

2π

e´inx
“

eip2n`1qx ´ 1
‰

eix ´ 1

“
1

2π

eipn`1{2qx ´ e´ipn`1{2qx

eix{2 ´ e´ix{2
“

sinpn` 1
2
qx

2π sin x
2

.

Then

snpf, xq “
1
?

2π

n
ÿ

k“´n

pfpkqeikx “
n
ÿ

k“´n

1

2π

ż

T
fpyq eikpx´yqdy

“

ż

T
fpyqDnpx´ yq dy “ pDn ‹ fqpxq ,

and Corollary 8.9 states that Dn ‹ f Ñ f in L2pTq for all f P L2pTq.



§8.2 Uniform Convergence of the Fourier Series 161

Definition 8.14. The function

Dnpxq “
sinpn` 1

2
qx

2π sin x
2

(8.2)

is called the Dirichlet kernel.

8.2.1 Uniform convergence

In the following, we first consider an easier case f P C 0,1pTq; that is, f is Lipschitz
continuous on T. We note that if f P C 0,1pTq, then f is absolutely continuous,
differentiable a.e., and satisfies the integration by parts formula

ż b

a

fpxqg1pxq dx “ fpxqgpxq
ˇ

ˇ

ˇ

x“b

x“a
´

ż b

a

f 1pxqgpxq dx @ g P C 1
pTq .

The identity above allows us to prove the uniform convergence much more easily. We
have the following

Theorem 8.15. For any f P C 0,1pTq, snpf, ¨q “ Dn ‹ f converges to f uniformly as
nÑ 8.

Proof. Since
ż

T
Dnpx´ yq dy “ 1 for all x P T,

snpf, xq ´ fpxq “ pDn ‹ f ´ fqpxq “

ż

T
Dnpx´ yq

`

fpyq ´ fpxq
˘

dy

“

ż

T
Dnpyq

`

fpx` yq ´ fpxq
˘

dy .

We break the integral into two parts: one is the integral over |y| ď δ and the other is
the integral over δ ă |y| ď π. Since f P C 0,1pTq,

|fpy ` xq ´ fpxq| ď }f 1}L8pTq|y| ;

thus
ˇ

ˇ

ˇ

ż

|y|ďδ

Dnpyq
`

fpx` yq ´ fpxq
˘

dy
ˇ

ˇ

ˇ
ď

ż δ

´δ

ˇ

ˇfpx` yq ´ fpxq
ˇ

ˇ

ˇ

ˇ sin y
2

ˇ

ˇ

dy

ď }f 1}L8pTq

ż δ

´δ

y

sin
y

2

dy ď Cδ . (8.3)
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As for the integral over δ ă |y| ď π, we have
ż π

δ

sin
`

n`
1

2

˘

y
fpx` yq ´ fpxq

sin y
2

dy “ ´
cos

`

n` 1
2

˘

y

n` 1
2

fpx` yq ´ fpxq

sin y
2

ˇ

ˇ

ˇ

y“π

y“δ

`

ż π

δ

cos
`

n` 1
2

˘

y

n` 1
2

d

dy

fpx` yq ´ fpxq

sin y
2

dy .

Note that the first term on the right-hand side converges to 0 uniformly as nÑ 8.
For the second term,

ˇ

ˇ

ˇ

ż π

δ

cos
`

n` 1
2

˘

y

n` 1
2

d

dy

fpx` yq ´ fpxq

sin y
2

dy
ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ż π

δ

cos
`

n` 1
2

˘

y

n` 1
2

f 1px` yq

sin y
2

dy
ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ

ż π

δ

cos
`

n` 1
2

˘

y

n` 1
2

cos y2
`

fpx` yq ´ fpxq
˘

sin2 y
2

dy
ˇ

ˇ

ˇ

ď }f 1}L8pTq
π ´ δ

`

n` 1
2

˘

sin δ
2

`}f}L8pTq
2pπ ´ δq

`

n` 1
2

˘

sin2 δ
2

ď }f}C 0,1pTq
2pπ ´ δq

`

n` 1
2

˘

sin2 δ
2

.

Therefore, combining the estimate above with (8.3), we find that

lim sup
nÑ8

sup
xPT

ˇ

ˇ

ˇ

ż

T
sinLy

fpx` yq ´ fpxq

sin y
2

dy
ˇ

ˇ

ˇ
ď Cδ ;

and the conclusion follows from that δ ą 0 is chosen arbitrarily. ˝

The uniform convergence of snpf, ¨q to f for f P C 0,αpTq with α P p0, 1q requires
a lot more work. The idea is to estimate

›

›f ´ snpf, ¨q
›

›

L8pTq in terms of the quantity
inf

pPPnpTq
}f ´ p}L8pTq. Since snpf, ¨q P PnpTq, it is obvious that

inf
pPPnpTq

}f ´ p}L8pTq ď
›

›f ´ snpf, ¨q
›

›

L8pTq .

The goal is to show the inverse inequality

›

›f ´ snpf, ¨q
›

›

L8pTq ď Cn inf
pPPnpTq

}f ´ p}L8pTq (8.4)

for some constant Cn, and pick a suitable p P PnpTq which gives a good upper bound
for

›

›f ´ snpf, ¨q
›

›

L8pTq. The inverse inequality is established via the following

Proposition 8.16. The Dirichlet kernel Dn satisfies that for all n P N,
ż

T

ˇ

ˇDnpxq
ˇ

ˇdx ď 2` log n . (8.5)
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Proof. The validity of (8.5) for the case n “ 1 is left to the reader, and we provide

the proof for the case n ě 2 here. Recall that Dnpxq “
n
ř

k“´n

eikx

2π
“

sinpn` 1
2qx

2π sin x
2

.

Therefore,
ż

T

ˇ

ˇDnpxq
ˇ

ˇdx “ 2

ż π

0

ˇ

ˇDnpxq
ˇ

ˇdx “

ż 1
n

0

2
ˇ

ˇDnpxq
ˇ

ˇdx`

ż π

1
n

ˇ

ˇ

ˇ

sinpn` 1
2
qx

π sin x
2

ˇ

ˇ

ˇ
dx .

The first integral can be estimated by
ż 1

n

0

2
ˇ

ˇDnpxq
ˇ

ˇdx ď
1

π

2n` 1

n
. (8.6)

Since 2x

π
ď sinx for 0 ď x ď

π

2
, the second integral can be estimated by

ż π

1
n

ˇ

ˇ

ˇ

sinpn` 1
2
qx

π sin x
2

ˇ

ˇ

ˇ
dx ď

ż π

1
n

1

x
dx “ log π ` log n . (8.7)

We then conclude (8.5) from (8.6) and (8.7) by noting that log π `
2n` 1

nπ
ď 2 for all

n ě 2. ˝

Remark 8.17. A more subtle estimate can be done to show that
ż

T

ˇ

ˇDnpxq
ˇ

ˇdx ě c1 ` c2 log n @n P N

for some positive constants c1 and c2.

With the help of Proposition 8.16, we are able to prove the inverse inequality (8.4).
The following theorem is a direct consequence of Proposition 8.16.

Theorem 8.18. Let f P C pTq; that is, f is a continuous function with period 2π.
Then

›

›f ´ snpf, ¨q
›

›

L8pTq ď p3` log nq inf
pPPnpTq

}f ´ p}L8pTq . (8.8)

Proof. For n P N and x P T,
ˇ

ˇsnpf, xq
ˇ

ˇ ď

ż

T

ˇ

ˇDnpyq|
ˇ

ˇfpx´ yq
ˇ

ˇdy ď p2` log nq}f}L8pTq .

Given ε ą 0, let p P PnpTq such that

}f ´ p}L8pTq ď inf
pPPnpTq

}f ´ p}L8pTq ` ε.
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Then by the fact that snpp, xq “ ppxq if p P PnpTq, we obtain that
›

›f ´ snpf, ¨q
›

›

L8pTq ď
›

›f ´ p
›

›

L8pTq `
›

›p´ snpf, ¨q
›

›

L8pTq

ď
›

›f ´ p
›

›

L8pTq `
›

›snpf ´ p, ¨q
›

›

L8pTq

ď
›

›f ´ p
›

›

L8pTq ` p2` log nq}f ´ p}L8pTq

ď p3` log nq
”

inf
pPPnpTq

}f ´ p}L8pTq ` ε
ı

,

and (8.8) is obtained by passing to the limit as εÑ 0. ˝

Having established Theorem 8.18, the study of the uniform convergence of snpf, ¨q
to f then amounts to the study of the quantity inf

pPPnpTq
}f ´ p}L8pTq. In Exercise

Problem 8.2, the reader is asked to show that

inf
pPPnpTq

}f ´ p}L8pTq ď
1` 2 log n

2n
}f}C 0,1pTq ;

thus by Theorem 8.18, snpf, ¨q converges to f uniformly as nÑ 8 if f P C 0,1pTq, a
restatement of Theorem 8.15.

The estimate of inf
pPPnpTq

}f ´ p}L8pTq for f P C 0,αpTq is more difficult, and requires

a clever choice of p. We begin with the following

Lemma 8.19. If f is a continuous function on ra, bs, then for all δ1 ą 0,

sup
|x´y|ďδ1

ˇ

ˇfpxq ´ fpyq
ˇ

ˇ ď

´

1`
δ1

δ2

¯

sup
|x´y|ďδ2

ˇ

ˇfpxq ´ fpyq
ˇ

ˇ .

The proof of Lemma 8.19 is not very difficult, and is left to the readers.
Now we are in the position of prove the theorem due to D Jackson.

Theorem 8.20 (Jackson). Let f be a 2π-periodic continuous function. Then for
some constant C ą 0,

inf
pPPnpTq

}f ´ p}L8pTq ď C sup
|x´y|ď 1

n

|fpxq ´ fpyq| .

Proof. Let ppxq “ 1` c1 cosx` ¨ ¨ ¨ ` cn cosnx be a positive trigonometric function of
degree n with coefficients tciuni“1 determined later. Define an operator K on C pTq by

Kfpxq “
1

2π

ż

T
ppyqfpx´ yq dy .
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Then Kf P PnpTq. Lemma 8.19 then implies

ˇ

ˇKfpxq ´ fpxq
ˇ

ˇ ď
1

2π

ż

T
ppyq

ˇ

ˇfpx´ yq ´ fpxq
ˇ

ˇdy

ď
1

2π

ż π

´π

ppyq
`

1` n|y|
˘

sup
|x´y|ď 1

n

ˇ

ˇfpxq ´ fpyq
ˇ

ˇdy

“

”

1`
n

2π

ż π

´π

|y|ppyq dy
ı

sup
|x´y|ď 1

n

ˇ

ˇfpxq ´ fpyq
ˇ

ˇ .

By Hölder’s inequality and that y2
ď
π2

2
p1´ cos yq for y P T,

1

2π

ż π

´π

|y|ppyq dy ď
” 1

2π

ż π

´π

y2ppyq dy
ı

1
2
” 1

2π

ż π

´π

ppyq dy
ı

1
2

ď

”π

4

ż π

´π

p1´ cos yqppyq dy
ı

1
2
“
π

2

?
2´ c1 .

Therefore,

}Kf ´ f}L8pTq ď
´

1`
nπ

2

?
2´ c1

¯

sup
|x´y|ď 1

n

ˇ

ˇfpxq ´ fpyq
ˇ

ˇ .

To conclude the theorem, we need to show that the number n
?

2´ c1 can be made
bounded by choosing p properly. Nevertheless, let

ppxq “ c
ˇ

ˇ

ˇ

n
ÿ

k“0

sin
pk ` 1qπ

n` 2
eikx

ˇ

ˇ

ˇ

2

“ c
n
ÿ

k“0

n
ÿ

`“0

sin
pk ` 1qπ

n` 2

p`` 1qπ

n` 2
eipk´`qx

“ c
n
ÿ

k“0

sin2 pk ` 1qπ

n` 2
` 2c

n
ÿ

k,`“0
ką`

sin
pk ` 1qπ

n` 2

p`` 1qπ

n` 2
cospk ´ `qx

and choose c so that ppxq “ 1` c1 cosx` ¨ ¨ ¨ ` cn cosnx. Then

c´1
“

n
ÿ

k“0

sin2 pk ` 1qπ

n` 2
“

1

2

n
ÿ

k“0

”

1´ cos
2pk ` 1qπ

n` 2

ı

“
n` 1

2
´

sin p2n`3qπ
n`2

´ sin π
n`2

4 sin π
n`2

“
n` 2

2
,
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and

c1 “ 2c
n
ÿ

k“1

sin
pk ` 1qπ

n` 2
sin

kπ

n` 2
“ c

n
ÿ

k“1

”

cos
π

n` 2
´ cos

p2k ` 1qπ

n` 2

ı

“ c
”

n cos
π

n` 2
´

sin p2n`2qπ
n`2

´ sin 2π
n`2

2 sin π
n`2

ı

“ c
”

n cos
π

n` 2
`

sin 2π
n`2

sin π
n`2

ı

“ cpn` 2q cos
π

n` 2
“ 2 cos

π

n` 2
.

Therefore,

n
?

2´ c1 “ n
´

2´ 2 cos
π

n` 2

¯
1
2
“ 2n sin

π

2pn` 2q

“ 2pn` 2q sin
π

2pn` 2q
´ 4 sin

π

2pn` 2q

“ π
2pn` 2q

π
sin

π

2pn` 2q
´ 4 sin

π

2pn` 2q

which is bounded by π ` 4. ˝

Finally, since lim
nÑ8

n´α log n “ 0 for all α P p0, 1s , we conclude the following

Theorem 8.21. For all f P C 0,αpTq with α P p0, 1s, snpf, ¨q “ Dn ‹ f converges to
f uniformly as nÑ 8.

Remark 8.22. The converse of Theorem 8.20 is the Bernstein theorem which states
that if f is a 2π-periodic function such that for some constant C (independent of n)
and α P p0, 1q,

inf
pPPnpTq

}f ´ p}L8pTq ď Cn´α (8.9)

for all n P N, then f P C 0,αpTq. In other words, (8.9) is an equivalent condition to the
Hölder continuity with exponent α of 2π-periodic continuous functions. One way of
proving the Bernstein theorem can be found in Exercise Problem 8.4.

8.2.2 Jump discontinuity and Gibbs phenomenon

In this section, we study the convergence of the Fourier series of functions with jump
discontinuities. We show that the Fourier series evaluated at the jump discontinuity
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converges to the average of the limits from the left and the right. Moreover, the
convergence of the Fourier series is never uniform in the domain excluding these jump
discontinuities due to the famous Gibbs phenomenon: near the jump discontinuity the
maximum difference between the limit of the Fourier series and the function itself is
at least 8% of the jump. To be more precise, we have the following

Theorem 8.23. Let f : RÑ R be a piecewise continuously differentiable function
which is periodic with some period L ą 0. Suppose that at some point x0 the limit from
the left fpx´0 q and the limit from the right fpx`0 q of the function f exist and differ by
a non-zero gap a:

fpx`0 q ´ fpx
´
0 q “ a ‰ 0,

then there exists a generic constant c ą 0, independent of f , x0 and L (in fact,

c “
1

π

ż π

0

sinx

x
dx´

1

2
« 0.089490), such that

lim
nÑ8

sn
`

f, x0 `
L

2n

˘

“ fpx`0 q ` ca , (8.10a)

lim
nÑ8

sn
`

f, x0 ´
L

2n

˘

“ fpx´0 q ´ ca . (8.10b)

Moreover,

lim
nÑ8

snpf, x0q “
fpx`0 q ` fpx

´
0 q

2
. (8.11)

Proof. Without loss of generality, we may assume that x0 “ 0 is the only discontinuity

of f , fp0q “ fp0`q ` fp0´q

2
, and L “ 2π. Let g be a discontinuous function defined by

gpxq “

$

’

’

’

&

’

’

’

%

a

2π
px` πq if ´π ď x ă 0 ,

0 if x “ 0 ,
a

2π
px´ πq if 0 ă x ď π .

Then F “ f ` g is Lipchitz continuous on T, thus by Theorem 8.15,

fp0`q ` fp0´q

2
“ F p0q “ lim

nÑ8
snpF, 0q “ lim

nÑ8
snpf, 0q ` lim

nÑ8
snpg, 0q

“ lim
nÑ8

snpf, 0q .

This proves (8.11).

By pgpkq “
1
?

2π

ż π

´π
gpxq e´ikxdx “

ia
?

2πk
if k ‰ 0, and pgp0q “ 0, we find that
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snpg, xq “
n
ř

k“´n

pgpkq
?

2π
eikx “ ´

n
ř

k“1

a

πk
sinpkxq; thus

sn
`

g,
π

n

˘

“ ´

n
ÿ

k“1

a

πk
sin

kπ

n
“ ´

a

π

n
ÿ

k“1

n

kπ
sin

kπ

n

π

n
Ñ ´

a

π

ż π

0

sinx

x
dx .

Therefore, by the continuity of F ,
fp0`q ` fp0´q

2
“ lim

nÑ8
F
`π

n

˘

“ lim
nÑ8

sn
`

f,
π

n

˘

` lim
nÑ8

sn
`

g,
π

n

˘

“ lim
nÑ8

sn
`

f,
π

n

˘

´
a

π

ż π

0

sinx

x
dx ,

and (8.10a) follows from fp0`q ` fp0´q

2
`
a

2
“ fp0`q. (8.10b) can be proved in the

same fashion, and is left as an exercise. ˝

8.3 The Sobolev Space HspTq

Definition 8.24. For s ą 0 (not necessary an integer), the Sobolev space HspTq
consists of all functions f P L2pTq such that

8
ÿ

k“´8

|k|2s| pfpkq|2 ă 8 .

If f, g P HspTq, then the HspTq-inner product of f and g is defined by

pf, gqHspTq “

8
ÿ

n“´8

p1` |k|2qs pfpkq pgpkq

which induces the HspTq-norm as

}f}2HspTq “

8
ÿ

k“´8

p1` |k|2qs| pfpkq|2 .

Example 8.25. Consider the heavyside function H defined by

Hpxq “

"

1 if 0 ď x ď π ,

0 if ´π ď x ă 0 .

The Fourier coefficients for H is

pHpkq “
1
?

2π

ż π

0

e´ikxdx “

$

’

’

’

’

’

&

’

’

’

’

’

%

b

π

2
if k “ 0,

0 if k is even, k ‰ 0,
c

2

π

1

ik
if k is odd,
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hence H P HspTq if s ă 1

2
.

Proposition 8.26. If 0 ă s ă r, then HrpTq Ď HspTq.

Proposition 8.27. If k P N, then C kpTq Ď HkpTq, where C kpTq consists of all
k-times continuously differentiable (2π-periodic) functions.

Theorem 8.28. Let 0 ă r ă t ă 8, and s “ αr ` p1 ´ αqt for some α P p0, 1q.
Then

}u}HspTq ď }u}
α
HrpTq}u}

1´α
HtpTq . (8.12)

Proof. By definition,

}u}2HspTq “

8
ÿ

k“´8

p1` |k|2qs|pupkq|2

“

8
ÿ

k“´8

p1` |k|2qαr|pupkq|2αp1` |k|2qp1´αqt|pupkq|2p1´αq .

Noting that 1

α´1
`

1

p1´ αq´1
“ 1, by the Hölder inequality we find that

8
ÿ

k“´8

p1` |k|2qαr|pupkq|2αp1` |k|2qp1´αqt|pupkq|2p1´αq

ď

”

8
ÿ

k“´8

p1` |k|2qr|pupkq|2
ıα” 8

ÿ

k“´8

p1` |k|2qt|pupkq|2
ı1´α

which leads to (8.12). ˝

Theorem 8.29 (Sobolev embedding, the simplest version). If f P HspTq for some
s ą

1

2
, then there exists rf P C pTq so that f “ rf almost everywhere. Moreover, there

exists a constant Cs ą 0 such that

}f}L8pTq ď Cs}f}HspTq @ f P Hs
pTq . (8.13)

Proof. Let snpf, xq be the partial sum of the Fourier series of f defined as before.
Then for n ě m,

ˇ

ˇsnpf, xq ´ smpf, xq
ˇ

ˇ “
1
?

2π

ˇ

ˇ

ˇ

ÿ

mă|k|ďn

pfpkqeikx
ˇ

ˇ

ˇ
ď

1
?

2π

ÿ

mă|k|ďn

| pfpkq|

ď
1
?

2π

”

ÿ

mă|k|ďn

p1` |k|2qs| pfpkq|2
ı1{2” ÿ

mă|k|ďn

1

p1` |k|2qs

ı1{2

.
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Therefore,
›

›snpf, ¨q ´ smpf, ¨q
›

›

L8pTq Ñ 0 as n,m Ñ 8, which implies that snpf, ¨q

converges uniformly; hence rf ” lim
nÑ8

snpf, ¨q is continuous.

The constant Cs in (8.13) can be chosen as 1
?

2π

”

8
ÿ

k“´8

1

p1` |k|2qs

ı
1
2 . ˝

8.3.1 Characterization of H1pTq

Definition 8.24 gives a quantitative way of describing functions in HspTq. In this
section, a qualitative point of view of H1pTq is provided based on the Hahn-Banach
theorem from functional analysis. Roughly speaking, a function f P H1pTq has weak
derivatives belonging to L2pTq and satisfies the integration by parts formula. We start
from stating the following

Theorem 8.30 (Hahn-Banach). If Y is a linear subspace of a normed linear space
X and T : Y Ñ R is a bounded linear functional on Y with }T } “M , then there is a
bounded linear functional rT : X Ñ R on X such that rT restricted to Y is equal to T
and }rT } “M .

In other words, a bounded linear functional on a normed linear space can be
extended to a bounded linear functional on a larger space without changing the size
of its norm.

Let f P H1pTq and ϕ P C 1pTq. We define a (bounded) linear functional Tf on
C 1pTq by

Tf pϕq “

ż

T
fpxqϕ 1pxq dx .

The goal is to extend Tf to a bounded linear functional rTf defined on L2pTq. Since
the application of the Hahn-Banach theorem requires that the range of the linear
function to be real, in the following discussion we will always assume that f and ϕ
are real-valued functions.

Since ϕ 1 P C pTq Ď L2pTq, we can compute pϕ 1 and obtain that pϕ 1pkq “ ikpϕpkq.
Therefore,

ż

T
fpxqϕ 1pxq dx “ pf, ϕ 1qL2pTq “

8
ÿ

k“´8

pfpkqikpϕpkq ;

hence by Hölder’s inequality,
ˇ

ˇ

ˇ

ż

T
fpxqϕ 1pxq dx

ˇ

ˇ

ˇ
ď

8
ÿ

k“´8

|k|| pfpkq||pϕpkq| ď }f}H1pTq}ϕ}L2pTq .
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The computation above shows that if f P H1pTq, Tf is a bounded linear functional
(on a subspace of L2pTq). By the Hahn-Banach theorem, Tf can be extended to a
bounded linear functional rTf : L2pTq Ñ R. By the Riesz representation theorem, there
is a function g P L2pTq such that

rTf pϕq “ pϕ, gqL2pTq “

ż

T
ϕpxqgpxq dx @ϕ P L2

pTq .

In particular, for ϕ P C 1pTq,
ż

T
ϕpxqgpxq dx “ rTf pϕq “ Tf pϕq “

ż

T
fpxqϕ 1pxq dx .

The function h “ ´g is called the weak derivative of f , and usually is denoted by f 1

as well. The reason for calling h the weak derivative of f is that if f P C 1pTq, then

´

ż

T
f 1pxqϕpxq dx “

ż

T
fpxqϕ 1pxq dx , (8.14)

so h is indeed the derivative of f . Note that g P L2pTq is “the same as” saying that
f 1 P L2pTq. In fact, we have the following

Theorem 8.31. A function f belongs to H1pTq if and only if f P L2pTq and there
exists a function g P L2pTq, called the weak derivative of f , such that

´

ż

T
gpxqϕpxqdx “

ż

T
fpxqϕ 1pxqdx @ϕ P C 1

pTq . (8.15)

In other words, the space H1pTq consists of all functions in L2pTq possessing weak
derivatives in L2pTq.

Proof. It remains to show that f P H1pTq is a necessary condition. Suppose that
f P L2pTq and there exists g P L2pTq satisfying (8.15). Then

8
ÿ

k“´8

pgpkqpϕpkq “ pg, ϕqL2pTq “

ż

T
gpxqϕpxq dx “

ż

T
fpxqϕ 1pxq dx

“

8
ÿ

k“´8

pfpkq pϕ 1pkq “ ´
8
ÿ

k“´8

ik pfpkqpϕpkq .

This implies that pgpkq “ ´ik pfpkq; thus
8
ÿ

k“´8

|k|2| pfpkq|2 “
8
ÿ

k“´8

|pgpkq|2 “ }g}2L2pTq ă 8 . ˝
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Corollary 8.32. Let f P H1pTq. Then }f}2H1pTq “ }f}
2
L2pTq`}f

1}2L2pTq, where f
1 is

the weak derivative of f .

Remark 8.33. The proof of Theorem 8.31 also implies that the Fourier coefficients
pf 1pkq of the weak derivative f 1 is ik pfpkq since f 1 “ ´g. Therefore, if d

dx
denotes the

weak differentiation operator

d

dx

”

1
?

2π

8
ÿ

k“´8

pfpkqeikx
ı

“
1
?

2π

8
ÿ

k“´8

ik pfpkqeikx “
1
?

2π

8
ÿ

k“´8

d

dx

”

pfpkqeikx
ı

;

thus d

dx
commutes with the infinite sum (in which the convergence of the infinite sum

is understood in the L2-sense).

Remark 8.34. Let f P H1pTq, then for any given ε ą 0, there is a function
fε P C 1pTq such that

}f ´ fε}H1pTq ă ε ;

that is, H1pTq is the completion of the normed space
`

C 1pTq, } ¨ }H1pTq
˘

.

Remark 8.35. The Hahn-Banach theorem does not guarantee the uniqueness of
the extension rTf . Therefore, there might be two extensions rTf1 and rTf2 mapping from
L2pTq to R that equal Tf on C 1pTq. Suppose that g1 and g2 are the corresponding
representations of rTf1 and rTf2 . By definition,

ż

T
ϕpxqg1pxq dx “ rTf1pϕq “ Tf pϕq “ rTf2pϕq “

ż

T
ϕpxqg2pxq dx

for all ϕ P C 1pTq. Therefore, g1 “ g2 a.e. in L2pTq; thus the extension rTf is indeed
unique. The key here is that C 1pTq is dense in L2pTq.

Similarly, we have the following

Theorem 8.36. A function f P HkpTq if and only if for each 0 ď j ă k, f pjq ” djf

dxj
is weakly differentiable with weak derivative f pj`1q belonging to L2pTq. Moreover, there
are positive constants C1 and C2 such that

C1}f}HkpTq ď

k
ÿ

j“0

}f pjq}L2pTq ď C2}f}HkpTq .
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8.3.2 The space Hkp0, πq

Motivated by Theorem 8.31 and Corollary 8.32, we look for a qualitative description
of the Hk-space using the language of weak derivatives.

Definition 8.37. A function u P L1
locp0, πq is said to be weakly differentiable if

there exists a function g P L1
locp0, πq such that

´

ż π

0

gpxqϕpxqdx “

ż π

0

fpxqϕ 1pxqdx @ϕ P C 1
c pp0, πqq . (8.16)

The function g is called the weak derivative of f , and is denoted by f 1.

We note that in the definition above, the functional framework L1
locp0, πq is chosen

so that the integrals in (8.16) make sense. Moreover, the test function ϕ in (8.16) is
compactly supported in p0, πq; that is, sptpϕq Ď p0, πq.

Definition 8.38. The space Hkp0, πq consists of all functions f P L2pTq possessing

square integrable weak derivatives f pjq ” djf

dxj
for all 0 ď j ď k; that is,

Hk
p0, πq ”

!

f P L2
p0, πq

ˇ

ˇ

ˇ

ż π

0

|f pjqpxq|2dx ă 8 @ j “ 0, 1, ¨ ¨ ¨ , k
)

.

The space Hkp0, πq is equipped with a norm given by

}f}Hkp0,πq “

”

k
ÿ

j“0

}f pjq}2L2p0,πq

ı1{2

which is induced by the inner product

pf, gqHkp0,πq “

k
ÿ

j“0

`

f pjq, gpjqqL2p0,πq @ f, g P Hk
p0, πq .

Remark 8.39. As mentioned in Section 8.1,
!

c

1

π
,

c

2

π
cos kx

)8

k“1
is an orthonor-

mal basis of L2p0, πq. Let w0 “

c

1

π
and wk “

c

2

π

cos kx
?

1` k2
. Then twku8k“0 is an

orthonormal basis of H1p0, πq (see Exercise Problem 8.5). Expand sinx in terms of
this H1-basis, we obtain that

sinx “
2

π
´

8
ÿ

k“1

4

πp4k2 ´ 1q
cos 2kx “

2

π
´ lim

nÑ8

n
ÿ

k“1

4

πp4k2 ´ 1q
cos 2kx ,
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where the limit is taken in the H1-topology, or equivalently,

lim
nÑ8

›

›

›
sinx´

2

π
`

n
ÿ

k“1

4

πp4k2 ´ 1q
cos 2kx

›

›

›

H1p0,πq
“ 0 .

Note that wk has the property that the derivative of wk,
Bwk
Bx

, vanishes at the boundary
points x “ 0 and x “ π for all k, but the derivative of sinx at the boundary points
does not vanish.

8.4 1-Dimensional Heat Equations with Periodic Bound-
ary Condition

In this section, we consider the heat equation:

utpx, tq ´ uxxpx, tq “ fpx, tq for all px, tq P p0, 2πq ˆ p0, T q, (8.17a)

up0, tq “ up2π, tq for all t P p0, T q, (8.17b)

upx, 0q “ gpxq for all x P p0, 2πq. (8.17c)

Condition (8.17b) is called the periodic boundary condition, which enables us to treat
solutions up¨, tq as a periodic function defined on R for all t P r0, T s. We assume that
g P H2pTq, max

tPr0,T s
}fp¨, tq}L2pTq ă 8, and

ż T

0

}fp¨, tq}2H1pTqdt ”

ż T

0

ż

T

`

|fpx, tq|2 ` |fxpx, tq|
2
˘

dxdt ă 8 .

8.4.1 Formal approaches

Assume that for all t P r0, T s, up¨, tq P L2pTq. Therefore, if dnptq is the Fourier
coefficient of up¨, tq, we can express upx, tq as

upx, tq “
1
?

2π

8
ÿ

k“´8

dkptqe
ikx
“

8
ÿ

k“´8

dkptq ekpxq .

Because of (8.17c), we must have dkp0q “ pgpkq. Moreover, for almost all t P r0, T s,
fp¨, tq P L2pTq. Therefore,

fpx, tq “
1
?

2π

8
ÿ

k“´8

pfkptqe
ikx for almost all t P p0, T q ,
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where pfkptq is the Fourier coefficients defined by

pfkptq “
1
?

2π

ż

T
fpx, tqe´ikxdx .

Suppose that we can switch the order of the differentiation and the summation, then

utpx, tq “
1
?

2π

8
ÿ

k“´8

d 1kptqe
ikx , uxxpx, tq “ ´

1
?

2π

8
ÿ

k“´8

k2dkptqe
ikx ;

thus by (8.17a), for almost all t P r0, T s,

1
?

2π

8
ÿ

k“´8

”

d 1kptq ` k
2dkptq ´ pfkptq

ı

eikx “ 0 . (8.18)

Since teku8k“´8 is maximal, we find that dkptq solves the ODE

d 1kptq ` k
2dkptq “ pfkptq . (8.19)

Together with the initial condition dkp0q “ pgpkq, we find that

dkptq “ e´k
2t
pgpkq `

ż t

0

pfkpsqe
´k2pt´sqds

which implies that a solution upx, tq can be written as

upx, tq “
1
?

2π

8
ÿ

k“´8

”

e´k
2t
pgpkq `

ż t

0

pfkpsqe
´k2pt´sqds

ı

eikx . (8.20)

8.4.2 Rigorous approaches

Before proceeding, we state a very important theorem in the study of differential
equations.

Theorem 8.40 (The Gronwall inequality). Let xptq be a non-negative, continuous
function on the interval r0, T s. If xptq satisfies x 1ptq ď M ` Cxptq for all t P r0, T s,
then

xptq ď eCtxp0q `
M

C
peCt ´ 1q @ t P r0, T s . (8.21)

Proof. Multiplying both sides of the differential inequality by the integrating factor
e´Ct, we find that

d

dt

”

e´Ctxptq
ı

ďMe´Ct .

The desiblack inequality is then obtained by integrating the inequality above in time
from 0 to t for some t P r0, T s, and the detail is left to the readers. ˝
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Corollary 8.41. Let yptq be a non-negative, integrable function on the interval
r0, T s. If yptq satisfies

yptq ďM ` C

ż t

0

ypsq ds @ t P r0, T s , (8.22)

then
yptq ďMeCt @ t P r0, T s .

Proof. Let xptq “
ż t

0

ypsq ds and apply Theorem 8.40 . ˝

Let fnpx, tq “
1
?

2π

n
ÿ

k“´n

pfkptqe
ikx and gnpxq “

1
?

2π

n
ÿ

k“´n

pgpkqeikx. We look for a

solution unpx, tq to

untpx, tq ´ unxxpx, tq “ fnpx, tq for all px, tq P p0, 2πq ˆ p0, T q, (8.23a)

unp0, tq “ unp2π, tq for all t P p0, T q, (8.23b)

unpx, 0q “ gnpxq for all x P p0, 2πq. (8.23c)

The same procedure as the formal approach implies that

unpx, tq “
1
?

2π

n
ÿ

k“´n

”

e´k
2t
pgpkq `

ż t

0

pfkpsqe
´k2pt´sqds

ı

eikx

is a solution to (8.23). Our goal is to show that un converges to the solution of (8.17).

Energy estimates

In order to show that un converges (in certain sense), we need to show that it is a
Cauchy sequence. Define vn,m “ un ´ um, gn,m “ gn ´ gm and fn,m “ fn ´ fm. Then
vn,m satisfies

vn,mt px, tq ´ vn,mxx px, tq “ fn,mpx, tq for all px, tq P p0, 2πq ˆ p0, T q, (8.24a)

vn,mp0, tq “ vn,mp2π, tq for all t P p0, T q, (8.24b)

vn,mpx, 0q “ gn,mpxq for all x P p0, 2πq. (8.24c)

Multiplying (8.24a) by vn,mxxxxpx, tq and integrating over T,
ż

T

”

vn,mt px, tq ´ vn,mxx px, tq
ı

vn,mxxxxpx, tq dx “

ż

T
fn,mpx, tqvn,mxxxxpx, tq dx . (8.25)
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Integrating by parts in x, we find that
ż

T
vn,mt px, tqvn,mxxxxpx, tq dx “

ż

T
vn,mxxt px, tqv

n,m
xx px, tq dx

“

ż

T

1

2

B

B t
|vn,mxx px, tq|

2dx “
1

2

d

dt
}vn,mxx p¨, tq}

2
L2pTq

and

´

ż

T
vn,mxx px, tqunxxxxpx, tq dx“

ż

T
vn,mxxx px, tqv

n,m
xxx px, tq dx“ }v

n,m
xxx p¨, tq}

2
L2pTq .

Moreover, by Hölder’s and Young’s inequality,
ż

T
fn,mpx, sqvn,mxxxxpx, sq dx “ ´

ż

T
fn,mx px, sqvn,mxxx px, sq dx

ď }fn,mx p¨, sq}L2pTq}v
n,m
xxx p¨, sq}L2pTq ď

1

2

”

}fn,mx p¨, sq}2L2pTq`}v
n,m
xxx p¨, sq}

2
L2pTq

ı

.

As a consequence, (8.25) implies that

d

dt
}vn,mxx p¨, tq}

2
L2pTq ` }v

n,m
xxx p¨, tq}

2
L2pTq ď }f

n,m
x p¨, tq}2L2pTq

and integrating in t over the time interval p0, tq further implies that

}vn,mxx p¨, tq}
2
L2pTq `

ż t

0

}vn,mxxx p¨, tq}
2
L2pTq

ď }gn,mxx }
2
L2pTq `

ż t

0

}fn,mx p¨, sq}2L2pTq ds .

(8.26)

Similarly, multiplying (8.24a) by vn,m or vn,mxx and then integrating over T, we obtain
that

}vn,mx p¨, tq}2L2pTq `

ż t

0

}vn,mxx p¨, tq}
2
L2pTq

ď }gn,mx }
2
L2pTq `

ż t

0

}fn,mp¨, sq}2L2pTq ds .

(8.27)

and

}vn,mp¨, tq}2L2pTq ` 2

ż t

0

}vn,mx p¨, tq}2L2pTq ď }g
n,m
}

2
H2pTq

`

ż t

0

}fn,mp¨, sq}2H1pTq ds`

ż t

0

}vn,mp¨, sq}2L2pTqds .

(8.28)
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Summing (8.26), (8.27) and (8.28),

}vn,mp¨, tq}2H2pTq ď 2
”

}gn,m}2H2pTq `

ż t

0

}fn,mp¨, sq}2H1pTq ds
ı

`

ż t

0

}vn,mp¨, sq}2H2pTq ds ;

thus the Gronwall inequality suggests that

max
tPr0,T s

}vn,mptq}2H2pTq ď 2
”

}gn,m}2H2pTq`

ż T

0

}fn,mp¨, sq}2H1pTq ds
ı

eT . (8.29)

Since g P H2pTq and
ż T

0
}fp¨, tq}2H1pTqdt ă 8,

lim
n,mÑ8

}gn,m}H2pTq “ 0 and lim
n,mÑ8

ż T

0

}fn,mp¨, sq}2H1pTqds “ 0 .

As a consequence, un converges uniformly inH2pTq; that is, there exists u P C pr0, T s;H2pTqq
such that

lim
n,mÑ8

max
tPr0,T s

}unp¨, tq ´ up¨, tq}H2pTq “ 0 .

We note that the equality above also suggests that gn “ unp¨, 0q Ñ up¨, 0q in H2pTq;
thus upx, 0q “ gpxq. Moreover, because of the assumption that max

tPr0,T s
}fp¨, tq}L2pΓq ă 8,

fn Ñ f P C pr0, T s;H2pTqq as well. Therefore,

lim
n,mÑ8

max
tPr0,T s

}vn,mt p¨, tq}L2pTq “ lim
n,mÑ8

max
tPr0,T s

}fn,mp¨, tq ´ vn,mxx p¨, tq}L2pTq “ 0

which implies that unt converges uniformly in L2pTq. Assume that unt Ñ w in
C pr0, T s;L2pTqq, we must have ut “ w due to the uniform convergence. Moreover,
similar to (8.29) we obtain that u P C pr0, T s;H2pTqq satisfies

max
tPr0,T s

}uptq}2H2pTq ď C
”

}g}2H2pTq `

ż T

0

}fptq}2H1pTqdt
ı

. (8.30)

So we conclude the following

Theorem 8.42. Suppose that f P L2p0, T ;H1pTqqXC pr0, T s;L2pTqq, and g P H2pTq.
Then

upx, tq “
1
?

2π

8
ÿ

k“´8

”

e´k
2t
pgpkq `

ż t

0

pfkpsqe
´k2pt´sqds

ı

eikx (8.31)

solves (8.17) (in the sense of weak spatial derivatives). Moreover, u belongs to the
space C pr0, T s;H2pTqq and satisfies (8.30).



§8.4 1-Dimensional Heat Equations with Periodic Boundary Condition 179

Remark 8.43. Let fpx, tq “
`2x

π
´

x2

π2

˘

`
2t

π2
. Then f P L2p0, T ;H1pTqq X

C pr0, T s;L2pTqq, and the function upx, tq “
`2x

π
´
x2

π2

˘

t satisfies

utpx, tq ´ uxxpx, tq “ fpx, tq for all px, tq P p0, 2πq ˆ p0,8q,

up0, tq “ up2π, tq for all t ą 0,

upx, 0q “ 0 for all x P p0, 2πq

in the poinwise sense; however, up¨, tq R H2pTq for all t ą 0. In fact, extending u
periodically with period 2π, we have up0`, tq “ up0´, tq “ 0, and

uxp0
`, tq “

2

π
t “ ´uxp0

´, tq

which suggests that the “temperature” (the physical quantity that u presents) near by
the origin increases in t while the “temperature” at the origin is always zero. Since we
expect that the heat will flow into the origin so that the temperature at the origin
also increases, this particular u is not a reasonable solution.

The solution given by (8.31) is

upx, tq “
1

2π

”

`4π

3
t`

2

π
t2
˘

`
4

π

ÿ

k‰0

pe´k
2t ´ 1q

k4
eikx

ı

.

8.4.3 The special case f “ 0

There are some good properties for the solution u to the heat equation (with periodic
boundary condition) when there is no external forcing. We study these properties in
this sub-section.

Maximum principle

Multiplying the heat equation ut ´ uxx “ 0 by pu|u|p´2 and then integrating over T,
we find that

d

dt

›

›up¨, tq
›

›

p

LppTq ` ppp´ 1q

ż

T
u2
xpx, tqu

p´2
px, tq dx “ 0 .

Integrating in time over the time interval p0, tq then implies that
›

›up¨, tq
›

›

LppTq ď }g}LppTq .
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Passing to the limit as pÑ 8, we find that
›

›up¨, tq
›

›

L8pTq ď }g}L8pTq @ t ą 0 . (8.32)

This inequality reads that the magnitude of the solution never exceeds the magnitude
of the initial state, and is called the maximum principle for the heat equation (with
periodic boundary condition).

8.4.4 Decay estimates

Under the assumption f “ 0; that is, we are in the situation that there is no heat
source in the environment, we expect that the solution/temperature will converges
to the average ḡ ” ´

ż

T
gpxq dx ”

1

2π

ż

T
gpxq dx as tÑ 8. We would like to study the

convergence rate of u´ ḡ.
By (8.31) with f “ 0 and the Parseval identity,

}up¨, tq ´ ḡ}2L2pTq “
ÿ

k‰0

e´2k2t
|pgpkq|2 ď e´2t

ÿ

k‰0

|pgpkq|2 ď e´2t
}g}2L2pTq

which implies that
›

›up¨, tq ´ ḡ
›

›

L2pTq ď e´t}g}L2pTq @ t ą 0 .

Usually we are more interested in the case of t " 1. In such a case, we may evaluate
u´ ḡ in L8pTq and obtain that

›

›up¨, tq ´ ḡ
›

›

L8pTq ď
1
?

2π

ÿ

k‰0

e´k
2t
ˇ

ˇ

pgpkq
ˇ

ˇ ď
1

2π
}g}L1pTq

ÿ

n‰0

e´k
2pt´1qe´k

2

pt ě 1q

ď
1

2π
e´pt´1q

}g}L1pTq

ÿ

k‰0

e´k
2

ď Ce´t}g}L1pTq ,

where we use the fact that sup
kPZ

ˇ

ˇ

pgpkq
ˇ

ˇ ď
1
?

2π
}g}L1pTq to conclude the inequality.

Moreover, suppose that g is smooth so that u is smooth, then

B`u

Bx`
px, tq “

ÿ

k‰0

e´k
2t
pgpkqpikq`eikx ;

thus for all k P N, similar argument implies that
›

›

›

B`u

Bx`
p¨, tq

›

›

›

L8pTq
ď e´pt´1q

}g}L1pTq

ÿ

k‰0

e´k
2

|k|` ď C`e
´t
}g}L1pTq @ t ě 1 .

This proves the following
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Theorem 8.44. Let u be the solution to the heat equation (8.17) with f “ 0 and g P
L1pTq. Then the `-th partial derivatives of u´ ḡ with respect to x decays exponentially
to zero in the uniform sense.

8.5 1-Dimensional Heat Equation with Dirichlet Bound-
ary Condition

In this section, we consider the following initial-boundary value problem for the heat
equation

utpx, tq ´ uxxpx, tq “ fpx, tq for all px, tq P p0, Lq ˆ p0, T q, (8.33a)

up0, tq “ upL, tq “ 0 for all t P p0, T q , (8.33b)

upx, 0q “ gpxq for all x P r0, Ls. (8.33c)

Because of the boundary condition (8.33b), we use the orthonormal basis
!

c

2

L
sin

kπx

L

)8

k“1
.

Assume that upx, tq “
8
ř

k“1

dkptq sin
kπx

L
. Then

d 1kptq `
π2k2

L2
dkptq “ fkptq ”

2

L

ż L

0

fpx, tq sin
kπx

L
dx @ t ą 0

with initial condition

dkp0q “
2

L

ż L

0

gpxq sin
kπx

L
dx .

Therefore, by solving the ODE for dkptq, we expect that the solution u to (8.33) can
be expressed by

upx, tq “
8
ÿ

k“1

”

dkp0qe
´π2k2

L2 t
`

ż t

0

fkpsqe
´π2k2

L2 pt´sqds
ı

sin
kπx

L
. (8.34)

Following the procedure in the previous section, let un, fn and gn be the partial
sums

unpx, tq“
n
ÿ

k“1

dkptq sin
kπx

L
, fnpx, tq“

n
ÿ

k“1

fkptq sin
kπx

L
, gnpxq“

n
ÿ

k“1

dkp0q sin
kπx

L
,
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and define vn,m “ un ´ um and gn,m “ gn ´ gm, fn,m “ fn ´ fm. Then vn,m satisfies

vn,mt px, tq ´ vn,mxx px, tq “ fn,mpx, tq for all px, tq P p0, Lq ˆ p0, T q, (8.35a)

vn,mp0, tq “ vn,mpL, tq “ 0 for all t P p0, T q, (8.35b)

vn,mpx, 0q “ gn,mpxq for all x P p0, Lq. (8.35c)

Unlike the case in Section 8.4.2, this time we cannot multiply (8.35a) by vn,mxxxxpx, tq
then integrating over p0, Lq since non-vanishing uncontrollable boundary terms pop
out after integrating by parts. To overcome this, we differentiate (8.35a) with respect
to t and then multiply the resulting equation with vn,mt px, tq and obtain that

`

vn,mtt ptq, vn,mt ptq
˘

L2p0,Lq
´
`

vn,mxxt ptq, v
n,m
t ptq

˘

L2p0,Lq
“
`

fn,mt ptq, vn,mt ptq
˘

L2p0,Lq
.

It is easy to see that

`

vn,mtt ptq, vn,mt ptq
˘

L2p0,Lq
“

1

2

d

dt
}vn,mt p¨, tq}2L2p0,Lq .

Since vn,mt p0, tq “ vn,mt pL, tq “ 0, integrating by parts we have

´
`

vn,mxxt ptq, v
n,m
t ptq

˘

L2p0,Lq
“ }vn,mxt p¨, tq}

2
L2p0,Lq .

As a consequence,

1

2

d

dt
}vn,mt p¨, tq}2L2p0,Lq ` }v

n,m
xt p¨, tq}

2
L2p0,Lq

ď
1

2
}fn,mt p¨, tq}2L2p0,Lq `

1

2
}vn,mt p¨, tq}2L2p0,Lq ;

thus the Gronwall inequality implies that

max
tPr0,T s

}vn,mt p¨, tq}2L2p0,Lq ď

”

}vn,mt p¨, 0q}2L2p0,Lq `

ż T

0

}fn,mt p¨, tq}2L2p0,Lqdt
ı

eT .

Using (8.35a,c), we further conclude that

max
tPr0,T s

}vn,mt p¨, tq}2L2p0,Lq

ď C
”

}vn,mxx p¨, 0q}
2
L2p0,T q`}f

n,m
p¨, 0q}2L2p0,T q`

ż T

0

}fn,mt p¨, tq}2L2p0,Lqdt
ı

eT

ď C
”

}gn,mxx }
2
L2p0,T q`}f

n,m
p¨, 0q}2L2p0,T q`

ż T

0

}fn,mt p¨, tq}2L2p0,Lqdt
ı

eT , (8.36)



§8.5 1-Dimensional Heat Equations with Dirichlet Boundary Condition 183

where we emphasize that vn,mxx “ pvn,mqxx and gn,mxx “ pgn,mqxx.
Suppose that f P C pr0, T s;L2p0, Lqq with ft P L2p0, T ;L2p0, Lqq. Then

}fn,mp¨, 0q}2L2p0,Lq `

ż T

0

}fn,mt p¨, tq}2L2p0,LqdtÑ 0 as n,mÑ 8 .

The convergence of }gn,mxx }L2p0,Lq to 0 as n,mÑ 8; however, is a bit trickier. We first
note that g P H2p0, Lq does not guarantee }gn,mxx }L2p0,Lq Ñ 0. For example, if g “ 1

is a constant function, then the weak derivatives g 1 “ g 11 “ 0 which suggests that
g P H2p0, Lq, but for m ą n,

gn,mpxq “
m
ÿ

k“n`1

2

kπ
p1´ p´1qkq sin

kπx

L

which clearly suggests that }gn,mxx }L2p0,Lq Ñ 8 as m Ñ 8. The key here is that the

basis
!

c

2

L
sin

kπx

L

)8

k“1
we use does not always satisfy the property that

´ d

dx

¯2 8
ÿ

k“1

ak sin
kπx

L
“

8
ÿ

k“1

ak

´ d

dx

¯2

sin
kπx

L
, (8.37)

where d

dx
is the weak differential operator, and taku8k“1 is a sequence that decays very

fast (so that the sum make senses). For (8.37) to hold, the function
8
ř

k“1

ak sin
kπx

L
and

its weak derivative has to vanish at x “ 0 and x “ L. In fact, we have the following

Lemma 8.45. If g P H2p0, Lq and gp0q “ g 1p0q “ gpLq “ g 1pLq “ 0, then the partial
sum

gnpxq “

c

2

L

n
ÿ

k“1

pgpkq sin
kπx

L
, where pgpkq “

c

2

L

ż L

0

gpxq sin
kπx

L
dx ,

has the property that
lim

n,mÑ8

›

›pgn ´ gmq
2
›

›

L2p0,Lq
“ 0 .

Proof. If g P H2p0, Lq and gp0q “ g 1p0q “ gpLq “ g 1pLq “ 0, then

pg2pkq “

c

2

L

ż L

0

g2pxq sin
kπx

L
dx “ ´

kπ

L

c

2

L

ż L

0

g1pxq cos
kπx

L
dx

“ ´
k2π2

L2

c

2

L

ż L

0

sin
kπx

L
dx “ ´

k2π2

L2
pgpkq .

As a consequence,
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1. g2npxq “ ´
c

2

L

n
ř

k“1

k2π2

L2
pgpkq sin

kπx

L
;

2. g2 P L2p0, Lq if and only if
8
ř

k“1

|k|4
ˇ

ˇ

pgpkq
ˇ

ˇ

2
ă 8;

thus for m ą n,
›

›pgn ´ gmq
2
›

›

2

L2p0,Lq
“

m
ÿ

k“n`1

ˇ

ˇ

ˇ

k2π2

L2
pgpkq

ˇ

ˇ

ˇ

2

which converges to 0 as n,mÑ 8. ˝

In addition to f P C pr0, T s;L2p0, Lqq with ft P L2p0, T ;L2p0, Lqq, we now assume
further that g P H2p0, Lq with gp0q “ g 1p0q “ gpLq “ g 1pLq “ 0. Then Lemma 8.45
suggests that vn,mt is a Cauchy sequence in C pr0, T s;L2p0, Lqq. Similarly, multiplying
(8.35a) by vn,m and then integrating over the interval p0, Lq, with the help of the
Gronwall inequality, provides the estimate

max
tPr0,T s

}vn,mp¨, tq}2L2p0,Lq ď C
”

}gn,m}2L2p0,Lq `

ż T

0

}fn,mp¨, tq}2L2p0,Lqdt
ı

eT .

Moreover, using (8.35a) we can also conclude that

max
tPr0,T s

}vn,mxx p¨, tq}L2p0,Lq ď max
tPr0,T s

”

}vn,mt p¨, tq}L2p0,Lq ` }f
n,m
p¨, tq}L2p0,Lq

ı

;

thus vn,m is a Cauchy sequence in C pr0, T s;H2p0, Lqq. Therefore, un converges
uniformly to some function u P C pr0, T s;H2p0, Lqq (which also implies that unxx
converges uniformly to uxx P C pr0, T s;L2p0, Lqq) and unt converges uniformly to
ut P C pr0, T s;L2p0, Lqq, and u satisfies

max
tPr0,T s

”

}utptq}L2p0,Lq ` }uptq}H2p0,Lq

ı

ď C
”

}g}H2p0,Lq ` max
tPr0,T s

}fptq}2L2p0,Lq `

ż T

0

}ftptq}
2
L2p0,Lqdt

ı

.
(8.38)

Therefore, we establish the following

Theorem 8.46. Let f P C pr0, T s;L2p0, Lqq with ft P L
2p0, T ;L2p0, Lqq and g P

H2p0, Lq with gp0q “ g 1p0q “ gpLq “ g 1pLq “ 0, then u defined in (8.34) is a solution
to (8.33). Moreover, u satisfies (8.38).
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8.6 Exercises

Problem 8.1. Prove Lemma 8.10.

Problem 8.2. Let f be a 2π-periodic Lipchitz function. Show that for n ě 2,

}f ´ Fn`1 ‹ f}L8pTq ď
1` 2 log n

2n
}f}C 0,1pTq (8.39)

and
›

›f ´ snpf, ¨q
›

›

L8pTq ď
2πp1` log nq2

n
}f}C 0,1pTq . (8.40)

Hint: For (8.39), apply the estimate

Fnpxq ď min
!n` 1

2π
,

π

2pn` 1qx2

)

in the following inequality:

ˇ

ˇfpxq ´ Fn`1 ‹ fpxq
ˇ

ˇ ď

”

ż δ

´δ

`

ż ´δ

´π

`

ż π

δ

ı

ˇ

ˇfpx` yq ´ fpxq
ˇ

ˇFn`1pyq dy

with δ “ π

n` 1
. For (8.40), use (8.8) and note that

inf
pPPnpTq

}f ´ p}L8pTq ď }f ´ Fn ‹ f}L8pTq .

Problem 8.3. A function f : TÑ R is said to be piecewise C 1 if there are finitely
many disjoint open intervals Ii so that f P C 1pIiq for all i and

Ť

i

Īi “ T. Show that

Dn ‹ f converges to f uniformly as nÑ 8 on any compact subset of Ii.

Problem 8.4. In this problem, we are concerned with the following

Theorem 8.47 (Bernstein). Suppose that f is a 2π-periodic function such that for
some constant C and α P p0, 1q,

inf
pPPnpTq

}f ´ p}L8pTq ď Cn´α

for all n P N. Then f P C 0,αpTq.

Complete the following to prove the theorem.
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1. Suppose that there is p P PnpTq such that

}p 1}L8pTq ą n , }p}L8pTq ă 1 , and p 1p0q “ }p 1}L8pTq.

Choose γ P
“

´
π

n
,
π

n

‰

such that sinpnγq “ ´pp0q and cospnγq ą 0, and define αk “

γ`
π

n

`

k `
1

2

˘

for ´n ď k ď n. Show that the function rpxq “ sinnpx´γq´ppxq

has at least one zeros in each interval pαk, αk`1q.

2. Let s P N be such that such that 0 P pαs, αs`1q. Show that r has at least 3
distinct zeros in pαs, αs`1q by noting that r1p0q ă 0 and rp0q “ 0.

3. Combining 1 and 2, show that

}p 1}L8pTq ď n}p}L8pTq @ p P PnpTq. (8.41)

4. Choose pn P PnpTq such that }f ´ pn} ď 2Cn´α for n P N. Define q0 “ p1, and

qn “ p2n ´ p2n´1 for n P N. Show that
8
ř

n“0

qn “ f and the convergence is uniform.

5. Show that }qn}L8pTq ď 6C2´nα. As a consequence, show that
ˇ

ˇqnpxq ´ qnpyq
ˇ

ˇ ď 6Cn2np1´αq|x´ y| and
ˇ

ˇqnpxq ´ qnpyq
ˇ

ˇ ď 12C2´nα.

6. For any x, y P T with |x´ y| ď 1, choose m P N such that 2´m ď |x´ y| ď 21´m.
Then use the inequality

ˇ

ˇfpxq ´ fpyq
ˇ

ˇ ď

m´1
ÿ

n“0

ˇ

ˇqnpxq ´ qnpyq
ˇ

ˇ`

8
ÿ

n“m

ˇ

ˇqnpxq ´ qnpyq
ˇ

ˇ

to show that
ˇ

ˇfpxq ´ fpyq
ˇ

ˇ ď B|x´ y|α for some constant B ą 0.

Problem 8.5. Show that twku8k“0 defined in Remark 8.39 is an orthonormal basis
of H1p0, πq.
Hint: Use the Parseval identity to show that twku8k“0 is a maximal orthonormal set
of H1p0, πq; that is, show that for all f P H1p0, πq,

}f}2H1p0,πq “

ż π

0

`

|fpxq|2 ` |f 1pxq|2
˘

dx “
8
ÿ

k“0

ˇ

ˇpf, wkqH1p0,πq

ˇ

ˇ

2
.

You might need the fact that
!

c

2

π
sin kx

)8

k“1
is an orthonormal basis of L2p0, πq.
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Problem 8.6. Let fpxq “ x on r´π, πs. Then f 1pxq “ 1 is certainly a L2p´π, πq-

function. However, you may want to check that
8
ř

n“´8

|n|2| pfpnq|2 “ 8, so by “definition”,

it does not seem to be a function in H1p´π, πq. What is wrong with the argument?

Problem 8.7. Show that H1pTq is the completion of the normed space
`

C pTq, } ¨
}H1pTq

˘

.

Problem 8.8 (Generalized Gronwall inequality). Show that if a P L1p0, T q is a
non-negative function , and xptq satisfies the following integral integral inequality

xptq ďM `

ż t

0

apsqxpsq ds .

Then xptq ďM exp
´

ż t

0
apsq ds

¯

for all t P r0, T s. In particular, if x satisfies

x1ptq ď bptq ` aptqxptq

for some a, b P L1p0, T q and a ě 0, then

xptq ď
“

xp0q ` }b}L1p0,T q

‰

exp
´

ż t

0

apsq ds
¯

@ t P r0, T s .

Problem 8.9. Use Fourier series to formally solve the following initial-boundary
value problem for the wave equation

uttpx, tq “ c2uxxpx, tq in p0, 1q ˆ R ,

up0, tq “ up1, tq “ 0 for all t ,

upx, 0q “ fpxq , utpx, 0q “ gpxq @x P r0, 1s .

Derive the following two conservation laws from your Fourier series solution and
directly from the PDE:

d

dt

ż 1

0

”

|utpx, tq|
2
` c2

|uxpx, tq|
2
ı

dx “ 0 .

Problem 8.10. Use Fourier series to formally solve the following initial-boundary
value problem for the Schr:odinger equation

iutpx, tq “ ´uxxpx, tq in p0, 1q ˆ R ,

up0, tq “ up1, tq “ 0 for all t ,

upx, 0q “ fpxq @x P r0, 1s .
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Derive the following two conservation laws from your Fourier series solution and
directly from the PDE:

d

dt

ż 1

0

|upx, tq|2dx “ 0 ,
d

dt

ż 1

0

|uxpx, tq|
2dx “ 0 .

Problem 8.11. Try using the Fourier series to solve

utpx, tq “ uxxpx, tq in p0, πq ˆ p0,8q ,

up0, tq “ uxpπ, tq “ 0 for all t ,

upx, 0q “ fpxq @x P r0, πs .

The most important task is to look for a suitable basis that fits the boundary condition.

Problem 8.12. Let pr, θq be the polar coordinate on R2.

(1) Show that a harmonic function u on Ω Ă R2 satisfies

1

r
prurqr `

1

r2
uθθ “ 0 r ą 0 .

(2) For α ą 0, let Ωα be the wedge given in polar coordinates pr, θq by

Ωα “ tpr, θq | 0 ă r ă 1 , 0 ă θ ă αu .

Based on the fact that the general solution to

r2R2prq ` rR 1prq ´ s2Rprq “ 0

is of the form Rprq “ C1r
s ` C2r

´s, use the Fourier series to find a bounded
solution to the following boundary value problem

∆u “ 0 in Ωα ,

u “ 0 on tθ “ 0, αu ,

u “ sin
´πθ

α

¯

on tr “ 1u .

∆u = 0

u = 0

u = 0

u = sin πθ
α

α
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Hint: Suppose that upr, θq “
ř

k Rkprqekpθq, where teku forms an orthonormal
basis of L2p0, αq satisfying certain boundary conditions (you have to figure out
what these boundary conditions are). Solve Rk by finding an ODE for Rk.

(3) Find all α ą 0 so that u P C 2pΩαq.

Problem 8.13. Complete the following.

(1) Suppose that tenu8n“1 is an orthonormal basis of L2p0, `1q and tremu8m“1 is an or-
thonormal basis of L2p0, `2q. Show that tenpxqrempyqu8n,m“1 forms an orthonormal
basis of L2pr0, `1s ˆ r0, `2sq.

Hint: Check the orthonormality and the maximality. For the maximality, check
the Parseval identity.

(2) Solve the following PDE:

utpx, y, tq ´∆upx, y, tq “ 0 px, yq P p0, πq ˆ p0, πq , t ą 0 ,

upx, y, 0q “ xpπ ´ xq sin y px, yq P p0, πq ˆ p0, πq ,

uxp0, y, tq “ uxpπ, y, tq “ 0 y P p0, πq , t ą 0 ,

upx, 0, tq “ upx, π, tq “ 0 x P p0, πq , t ą 0 .

ux = 0 ux = 0

u = 0

u = 0

ut − ∆u = 0

u|t=0 = x(π − x) sin y

(3) Show that for all t ě 0, u from (b) satisfies
ż π

0

ż π

0

|upx, y, tq|2dxdy ` 2

ż t

0

ż π

0

ż π

0

|∇upx, y, sq|2dxdyds “ π6

60
.



Appendix A

Review of Elementary Analysis

In this chapter of appendix, we review some of the most important contents from
elementary analysis.

A.1 Differential Calculus

A.1.1 Bounded Linear Maps

Before defining the differentiability of functions of several variables, we introduce the
notion of a bounded linear map.

Definition A.1. A map L from a vector space X into a vector space Y is said
to be linear if Lpcx1 ` x2q “ cLpx1q ` Lpx2q for all x1, x2 P X and c P R. We often
write Lx instead of Lpxq, and the collection of all linear maps from X to Y is denoted
by L pX, Y q.

Suppose further that X and Y are normed spaces equipped with norms } ¨ }X and
} ¨ }Y , respectively. A linear map L : X Ñ Y is said to be bounded if

sup
}x}X“1

}Lx}Y ă 8 .

The collection of all bounded linear maps from X to Y is denoted by BpX, Y q, and
the number sup

}x}X“1

}Lx}Y is often denoted by }L}BpX,Y q.

Example A.2. LetMnˆm ”
 

nˆm matrix with entries in R
(

, and we remind the

190
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readers that if A PMnˆm, then A :

"

Rm Ñ Rn

x ÞÑ Ax
. Define

}A}p “ sup
}x}p“1

}Ax}p “ sup
x‰0

}Ax}p
}x}p

@A PMnˆm ;

that is, }A}p is the least upper bound of the set
!

}Ax}p
}x}p

ˇ

ˇ

ˇ
x ‰ 0, x P Rm

)

. Therefore,

}Ax}p
}x}p

ď }A}p @x ‰ 0; thus

}Ax}p ď }A}p}x}p @x P Rm .

Consider the case p “ 1, p “ 2 and p “ 8 respectively.

1. p “ 2: Let p¨, ¨qRk denote the inner product in Euclidean space Rk. Then

}Ax}22 “ pAx,AxqRn “ px,A
TAxqRm “ px, PΛPTxqRm “ pP

Tx,ΛPTxqRn ,

in which we use the fact that ATA is symmetric; thus diagonalizable by an
orthonormal matrix P (that is, ATA “ PΛPT, PTP “ I, Λ is a diagonal matrix).
Therefore,

sup
}x}2“1

}Ax}22 “ sup
}x}2“1

pPTx,ΛPTxq “ sup
}y}2“1

py,Λyq (Let y “ PTx, then }y}2 “ 1)

“ sup
}y}2“1

pλ1y
2
1 ` λ2y

2
2 ` ¨ ¨ ¨ ` λny

2
nq

“ max
 

λ1, ¨ ¨ ¨ , λn
(

“ maximum eigenvalue of ATA

which implies that }A}2 “
a

maximum eigenvalue of ATA.

2. p “ 8: }A}8 “ sup
}x}8“1

}Ax}8 “ max

#

m
ÿ

j“1

|a1j|,
m
ÿ

j“1

|a2j|, ¨ ¨ ¨
m
ÿ

j“1

|anj|

+

.

Reason: Let x “ px1, x2, ¨ ¨ ¨ , xnq
T and A “

“

aij
‰

nˆm
. Then

Ax “

»

—

—

—

–

a11x1 ` ¨ ¨ ¨ ` a1mxm
a21x1 ` ¨ ¨ ¨ ` a2mxm

...
an1x1 ` ¨ ¨ ¨ ` anmxm

fi

ffi

ffi

ffi

fl
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Assume max
1ďiďn

m
ÿ

j“1

|aij| “
m
ÿ

j“1

|akj| for some 1 ď k ď n. Let

x “ psgnpak1q, sgnpak2q, ¨ ¨ ¨ , sgnpaknqq .

Then }x}8 “ 1, and }Ax}8 “
m
ř

j“1

|akj|.

On the other hand, if }x}8 “ 1, then

|ai1x1 ` ai2x2 ` ¨ ¨ ¨ aimxm| ď
m
ÿ

j“1

|aij| ď max

#

m
ÿ

j“1

|a1j|,
m
ÿ

j“1

|a2j|, ¨ ¨ ¨
m
ÿ

j“1

|anj|

+

;

thus }A}8 “ max

#

m
ř

j“1

|a1j|,
m
ř

j“1

|a2j|, ¨ ¨ ¨
m
ř

j“1

|anj|

+

. In other words, }A}8 is the

largest sum of the absolute value of row entries.

3. p “ 1: }A}1 “ max

#

n
ÿ

i“1

|ai1|,
n
ÿ

i“1

|ai2|, ¨ ¨ ¨ ,
n
ÿ

i“1

|aim|

+

.

Example A.3. Let L : Rn Ñ Rm be given by Lx “ Ax, where A is an mˆn matrix.
Then Example A.2 shows that }L}BpRn,Rmq is the square root of the largest eigenvalue
of ATA which is certainly a finite number. Therefore, any linear transformation from
Rn to Rm is bounded.

Example A.4. Let C be the collection of all continuous real-valued functions on
the interval r0, 1s; that is,

C “
 

f : r0, 1s Ñ R
ˇ

ˇ f is continuous on r0, 1s
(

.

For each f P C , we define

}f}p “

$

’

’

&

’

’

%

”

ż 1

0

|fpxq|pdx
ı

1
p if 1 ď p ă 8 ,

max
xPr0,1s

|fpxq| if p “ 8 .

The function } ¨ }p : C Ñ R is a norm on C (Minkowski’s inequality).

Proposition A.5. Let pX, }¨}Xq and pY, }¨}Y q be normed spaces, and L P BpX, Y q.
Then

}L}BpX,Y q “ sup
x‰0

}Lx}Y
}x}X

“ inf
 

M ą 0
ˇ

ˇ }Lx}Y ďM}x}X
(

.
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In particular, the first equality implies that

}Lx}Y ď }L}BpX,Y q}x}X @x P X .

Proposition A.6. Let pX, }¨}Xq and pY, }¨}Y q be normed spaces, and L P L pX, Y q.
Then L is continuous on X if and only if L P BpX, Y q.

Proposition A.7. Let pX, } ¨ }Xq and pY, } ¨ }Y q be normed vector spaces. Then
`

BpX, Y q, } ¨ }BpX,Y q
˘

is a normed space. Moreover, if pY, } ¨ }Y q is a Banach space,
so is

`

BpX, Y q, } ¨ }BpX,Y q
˘

.

Proposition A.8. Let pX, } ¨ }Xq, pY, } ¨ }Y q, pZ, } ¨ }Zq be normed spaces, and
L P BpX, Y q, K P BpY, Zq. Then K ˝ L P BpX,Zq, and

}K ˝ L}BpX,Zq ď }K}BpY,Zq}L}BpX,Y q .

We often write K ˝ L as KL if K and L are linear.

From now on, when the domain X and the target Y of a linear map L is clear, we
use }L} instead of }L}BpX,Y q to simplify the notation.

Theorem A.9. Let pX, } ¨ }Xq and pY, } ¨ }Y q be normed spaces, and X be finite
dimensional. Then every linear map from X to Y is bounded; that is, L pX, Y q “

BpX, Y q.

Theorem A.10. Let GLpnq be the set of all invertible linear maps on Rn; that is,

GLpnq “
 

L P L pRn,Rn
q
ˇ

ˇL is one-to-one (and onto)
(

.

1. If L P GLpnq and K P BpRn,Rnq satisfying }K´L}}L´1} ă 1 , then K P GLpnq.

2. GLpnq is an open set of BpRn,Rnq.

3. The mapping L ÞÑ L´1 is continuous on GLpnq.

Remark A.11. Even though 2 is a direct consequence of 1 in Theorem A.10, there
is another way to see that GLpnq is open in BpRn,Rnq. LetMpnq be the collection
of nˆ n real matrices, and } ¨ }2 be the matrix norm. Also define } ¨ } :Mpnq Ñ R by

}A} “ max
 

|aij|
ˇ

ˇA “ raijs1 ď i, j ď n
(

.
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Then } ¨ } is also a norm on Mpnq. Since Mpnq is finite dimensional (in fact,
dimMpnq “ n2), } ¨ } and } ¨ }2 are equivalent norms onMpnq; that is, there exists
C, c ą 0 such that

c}A} ď }A}2 ď C}A} @A PMpnq .
Let tAku8k“1 ĎMpnq be a sequence of nˆ n real matrices. The equivalence between
} ¨ } and } ¨ }2 implies that Ak Ñ A inMpnq if and only if each entry of Ak converges
to corresponding entry of A. Therefore, the determinant function is continuous on
Mpnq. In other words,

lim
AkÑA

detpAkq “ detpAq @A PMpnq .

Since GLpnq can be viewed as the collection of nˆnmatrices with non-zero determinant;
that is,

GLpnq “
 

A PMpnq
ˇ

ˇ detpAq ‰ 0
(

,

by the continuity of the determinant function and the fact that the pre-image of open
sets under continuous functions are open, we conclude that GLpnq is open inMpnq.

A.1.2 Definition of Derivatives

Definition A.12. Let pX, } ¨ }Xq and pY, } ¨ }Y q be two normed spaces. A map
f : A Ď X Ñ Y is said to be differentiable at x0 P A if there is a bounded linear
map, denoted by pDfqpx0q : X Ñ Y and called the derivative of f at x0, such that

lim
xÑx0
xPA

›

›fpxq ´ fpx0q ´ pDfqpx0qpx´ x0q
›

›

Y

}x´ x0}X
“ 0 ,

where pDfqpx0qpx´ x0q denotes the value of the linear map pDfqpx0q applied to the
vector x ´ x0 P X (so pDfqpx0qpx ´ x0q P Y ). In other words, f is differentiable at
x0 P A if there exists L P BpX, Y q such that

@ ε ą 0, D δ ą 0 Q }fpxq´fpx0q´Lpx´x0q}Y ď ε}x´x0}X whenever x P Bpx0, δqXA .

If f is differentiable at each point of A, we say that f is differentiable on A.

Example A.13. Let f : GLpnq Ñ GLpnq be given by fpLq “ L´1, where GLpnq
is defined in Theorem A.10. Then f is differentiable at any “point” L P GLpnq with
derivative pDfqpKq P BpGLpnq,GLpnqq given by pDfqpLqpKq “ ´L´1KL´1 for all
K P GLpnq. The proof is left as an exercise.
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Theorem A.14. Let pX, } ¨ }Xq, pY, } ¨ }Y q be normed vector spaces, U Ď X be an
open set, and f : U Ñ Y be differentiable at x0 P U . Then pDfqpx0q is uniquely
determined by f .

Remark A.15. Let U Ď Rn be an open set and suppose that f : U Ñ Rm is
differentiable on U . Then Df : U Ñ BpRn,Rmq. Treating Df as a map from U to the
normed space

`

BpRn,Rmq, } ¨ }BpRn,Rmq
˘

, and suppose that Df is also differentiable on
U . Then the derivative of Df , denoted by D2f , is a map from U to BpRn,BpRn,Rmqq.
In other words, for each a P U , pD2fqpaq P BpRn,BpRn,Rmqq satisfying

lim
xÑa

›

›pDfqpxq ´ pDfqpaq ´ pD2fqpaqpx´ aq
›

›

BpRn,Rmq

}x´ a}Rn
“ 0 ,

here pD2fqpaq is bounded linear map from Rn to BpRn,Rmq; thus pD2fqpaqpx´ aq P

BpRn,Rmq.

Definition A.16. Let tekunk“1 be the standard basis of Rn, U Ď Rn be an open set,
a P U and f : U Ñ R be a function. The partial derivative of f at a in the direction

ej, denoted by Bf

Bxj
paq, is the limit

lim
hÑ0

fpa` hejq ´ fpaq

h

if it exists. In other words, if a “ pa1, ¨ ¨ ¨ , anq, then

Bf

Bxj
paq “ lim

hÑ0

fpa1, ¨ ¨ ¨ , aj´1, aj ` h, aj`1, ¨ ¨ ¨ , anq ´ fpa1, ¨ ¨ ¨ , anq

h
.

Theorem A.17. Suppose U Ď Rn is an open set and f : U Ñ Rm is differentiable at

a P U . Then the partial derivatives Bfi
Bxj

paq exists for all i “ 1, ¨ ¨ ¨m and j “ 1, ¨ ¨ ¨n,

and the matrix representation of the linear map Dfpaq with respect to the standard
basis of Rn and Rm is given by

“

pDfqpaq
‰

“

»

—

—

—

—

—

–

Bf1

Bx1
paq ¨ ¨ ¨

Bf1

Bxn
paq

... . . . ...
Bfm
Bx1

paq ¨ ¨ ¨
Bfm
Bxn

paq

fi

ffi

ffi

ffi

ffi

ffi

fl

or
“

pDfqpaq
‰

ij
“
Bfi
Bxj

paq .
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Definition A.18. Let U Ď Rn be an open set, and f : U Ñ Rm. The matrix

pJfqpxq ”

»

—

—

—

—

—

–

Bf1

Bx1
¨ ¨ ¨

Bf1

Bxn
... . . . ...
Bfm
Bx1

¨ ¨ ¨
Bfm
Bxn

fi

ffi

ffi

ffi

ffi

ffi

fl

pxq ”

»

—

—

—

—

—

–

Bf1

Bx1
pxq ¨ ¨ ¨

Bf1

Bxn
pxq

... . . . ...
Bfm
Bx1

pxq ¨ ¨ ¨
Bfm
Bxn

pxq

fi

ffi

ffi

ffi

ffi

ffi

fl

is called the Jacobian matrix of f at x (if each entry exists). If n “ m, the
determinant of pJfqpxq is called the Jacobian of f at x.

Remark A.19. A function f might not be differential even if the Jacobian matrix
Jf exists; however, if f is differentiable at x0, then pDfqpxq can be represented by
pJfqpxq; that is,

“

pDfqpxq
‰

“ pJfqpxq.

Remark A.20. For each x P A, Dfpxq is a linear map, but Df in general is not
linear in x.

Definition A.21. Let U Ď Rn be an open set. The derivative of a scalar function
f : U Ñ R is called the gradient of f and is denoted by gradf or ∇f .

A.1.3 Properties of Differentiable Functions

Continuity of Differentiable Maps

Theorem A.22. Let pX, } ¨ }Xq and pY, } ¨ }Y q be normed spaces, U Ď X be open,
and f : U Ñ Y be differentiable at x0 P U . Then f is continuous at x0.

Proof. Since f is differentiable at x0, there exists L P BpX, Y q such that

D δ1 ą 0 Q
›

›fpxq ´ fpx0q ´ Lpx´ x0q
›

›

Y
ď }x´ x0}X @x P Bpx0, δ1q .

As a consequence,
›

›fpxq ´ fpx0q
›

›

Y
ď
`

}L} ` 1
˘

}x´ x0}X @x P Bpx0, δ1q . (A.1)

For a given ε ą 0, let δ “ min
!

δ1,
ε

2p}L} ` 1q

)

. Then δ ą 0, and if x P Bpx0, δq,

›

›fpxq ´ fpx0q
›

›

Y
ď
ε

2
ă ε . ˝

Remark A.23. In fact, if f is differentiable at x0, then f satisfies the “local Lipschitz
property”; that is, there exists M “ Mpx0q ą 0 and δ “ δpx0q ą 0 such that if
}x´ x0}X ă δ then fpxq ´ fpx0q}Y ďM}x´ x0}X since we can choose M “ }L} ` 1

and δ “ δ1 (see (A.1)).
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The Product Rules and Gradients

Proposition A.24. Let U Ď Rn be open, and f : U Ñ Rm and g : U Ñ R be
differentiable at x0 P U . Then gf : U Ñ Rm is differentiable at x0, and

Dpgfqpx0qpvq “ gpx0qpDfqpx0qpvq ` pDgqpx0qpvqfpx0q . (A.2)

Moreover, if gpx0q ‰ 0, then f

g
: U Ñ Rm is also differentiable at x0, and Dp

f

g
qpx0q :

Rn Ñ Rm is given by

D
`f

g

˘

px0qpvq “
gpx0q

`

pDfqpx0qpvq
˘

´ pDgqpx0qpvqfpx0q

g2px0q
. (A.3)

The Chain Rule

Theorem A.25. Let U Ď Rn and V Ď Rm be open sets. Suppose that f : U Ñ Rm

is differentiable at x0 P U , fpUq Ď V, and g : V Ñ R` is differentiable at fpx0q. Then
the map F “ g ˝ f : U Ñ R` defined by

F pxq “ g
`

fpxq
˘

@x P U

is differentiable at x0, and

pDF qpx0qphq “ pDgq
`

fpx0q
˘`

pDfqpx0qphq
˘

or equivalently,
`

pDF qpx0q
˘

ij
“

m
ÿ

k“1

Bgi
Byk

`

fpx0q
˘Bfk
Bxj

px0q .

The Mean Value Theorem

Theorem A.26. Let U Ď Rn be open, and f : U Ñ Rm with f “ pf1, ¨ ¨ ¨ , fmq.
Suppose that f is differentiable on U and the line segment joining x and y lies in U .
Then there exist points c1, ¨ ¨ ¨ , cm on that segment such that

fipyq ´ fipxq “ pDfiqpciqpy ´ xq @ i “ 1, ¨ ¨ ¨ ,m.

Corollary A.27. Let U Ď Rn be open and convex, and f : U Ñ Rm be differen-
tiable. Then for all x, y P U , there exists c1, ¨ ¨ ¨ , cm on xy such that

fipyq ´ fipxq “ pDfiqpciqpy ´ xq.
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Theorem A.28. Let U Ď Rn be open, K Ď U be compact, and f : U Ñ R be of
class C 1. Then for each ε ą 0, there exists δ ą 0 such that

ˇ

ˇfpyq ´ fpxq ´ pDfqpxqpy ´ xq
ˇ

ˇ ď ε}y ´ x}Rn if }y ´ x}Rn ă δ and x, y P K .

Corollary A.29. Let U Ď Rn be open, K Ď U be compact, and f : U Ñ Rm be of
class C 1. Then for each ε ą 0, there exists δ ą 0 such that
›

›fpyq ´ fpxq ´ pDfqpxqpy ´ xq
›

›

Rm ď ε}y ´ x}Rn if }y ´ x}Rn ă δ and x, y P K .

A.1.4 Conditions for Differentiability

Proposition A.30. Let U Ď Rn be open, a P U , and f “ pf1, ¨ ¨ ¨ , fmq : U Ñ Rm.
Then f is differentiable at a if and only if fi is differentiable at a for all i “ 1, ¨ ¨ ¨ ,m.
In other words, for vector-valued functions defined on an open subset of Rn,

Componentwise differentiable ô Differentiable.

Theorem A.31. Let U Ď Rn be open, a P U , and f : U Ñ R. If each entry of the

Jacobian matrix
”

Bf

Bx1
¨ ¨ ¨

Bf

Bxn

ı

of f

1. exists in a neighborhood of a, and

2. is continuous at a except perhaps one entry.

Then f is differentiable at a.

Definition A.32. Let U Ď Rn be open, and f : U Ñ Rm be differentiable on
U . f is said to be continuously differentiable on U if Df : U Ñ BpRn,Rmq is
continuous on U . The collection of all continuously differentiable mappings from U to
Rm is denoted by C 1pU ;Rmq. The collection of all bounded differentiable functions
from U to Rm whose derivative is continuous and bounded is denoted by C 1

b pU ;Rmq.
In other words,

C 1
pU ;Rm

q “
 

f : U Ñ Rm is differentiable
ˇ

ˇDf : U Ñ BpRn,Rm
q is continuous

(

and

C 1
b pU ;Rm

q “

!

f P C 1
pU ;Rm

q

ˇ

ˇ

ˇ
sup
xPU

|fpxq| ` sup
xPU

}Dfpxq}BpRn,Rmq ă 8
)

.
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Corollary A.33. Let U Ď Rn be open, and f : U Ñ Rm. Then f P C 1pU ;Rmq if

and only if the partial derivatives Bfi
Bxj

exist and are continuous on U for i “ 1, ¨ ¨ ¨ ,m

and j “ 1, ¨ ¨ ¨ , n.

Proposition A.34. Let U Ď Rn be open. Given f P C 1
b pU ;Rmq, define

}f}C 1
b pU ;Rmq “ sup

xPU

”

|fpxq| `
m
ÿ

i“1

n
ÿ

j“1

ˇ

ˇ

Bfi
Bxj

pxq
ˇ

ˇ

ı

.

Then
`

C 1
b pU ;Rmq, } ¨ }C 1

b pU ;Rmq
˘

is a Banach space.

Proof. Left as an exercise. ˝

Definition A.35. Let f be real-valued and defined on a neighborhood of x0 P Rn,
and let v P Rn be a unit vector. Then

pDvfqpx0q ”
d

dt

ˇ

ˇ

ˇ

t“0
fpx0 ` tvq “ lim

tÑ0

fpx0 ` tvq ´ fpx0q

t

is called the directional derivative of f at x0 in the direction v.

Remark A.36. Let tejunj“1 be the standard basis of Rn. Then the partial derivative
Bf

Bxj
px0q (if it exists) is the directional derivative of f at x0 in the direction ej.

Theorem A.37. Let U Ď Rn be open, and f : U Ñ R be differentiable at x0. Then
the directional derivative of f at x0 in the direction v is pDfqpx0qpvq.

Proof. Let ε ą 0 be given. Since f is differentiable at x0, there exists δ ą 0 such that

ˇ

ˇfpxq ´ fpx0q ´ pDfqpx0qpx´ x0q
ˇ

ˇ ď
ε

2
}x´ x0}Rn whenever }x´ x0}Rn ă δ .

In particular, if x “ x0 ` tv with v being a unit vector in Rn and 0 ă |t| ă δ, then

ˇ

ˇ

ˇ

fpx0 ` tvq ´ fpx0q

t
´ pDfqpx0qpvq

ˇ

ˇ

ˇ
“

ˇ

ˇfpx0 ` tvq ´ fpx0q ´ pDfqpx0qptvq
ˇ

ˇ

|t|

“

ˇ

ˇfpxq ´ fpx0q ´ pDfqpx0qpx´ x0q
ˇ

ˇ

|t|
ď
ε

2
ă ε ;

thus pDvfqpx0q “ pDfqpx0qpvq. ˝
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Remark A.38. When v P Rn but 0 ă }v}Rn ‰ 1, we let v “
v

}v}Rn
. Then the

direction derivatives of a function f : U Ď Rn Ñ R at a P U in the direction v is

pDvfqpaq “ lim
tÑ0

fpa` tvq ´ fpaq

t
.

Making a change of variable s “ t

}v}Rn
. Then

pDfqpx0qpvq “ }v}RnpDfqpx0qpvq “ }v}Rn lim
tÑ0

fpa` tvq ´ fpaq

t
“ lim

sÑ0

fpa` svq ´ fpaq

s
.

We sometimes also call the value pDfqpx0qpvq the “directional derivative” of f in the
“direction” v.

A.1.5 Higher Derivatives of Functions

Let U Ď Rn be open, and f : U Ñ Rm is differentiable. By Proposition A.7, the space
`

BpRn,Rmq, } ¨ }BpRn,Rmq
˘

is a normed space (in fact, it is a Banach space), so it is
legitimate to ask if Df : U Ñ BpRn,Rmq is differentiable or not. If Df is differentiable
at x0, we call f twice differentiable at x0, and denote the twice derivative of f at x0 as
pD2fqpx0q. If Df is differentiable on U , then D2f : U Ñ B

`

Rn,BpRn,Rmq
˘

. Similar,
we can introduce three times differentiability of a function if it is twice differentiable.
In general, we have the following

Definition A.39. Let pX, } ¨ }Xq and pY, } ¨ }Y q be normed spaces, and U Ď X be
open. A function f : U Ñ Y is said to be twice differentiable at a P U if

1. f is (once) differentiable in a neighborhood of a;

2. there exists L2 P B
`

X,BpX, Y q
˘

, usually denoted by pD2fqpaq and called the
second derivative of f at a, such that

lim
xÑa

›

›pDfqpxq ´ pDfqpaq ´ L2px´ aq
›

›

BpX,Y q

}x´ a}X
“ 0 .

For any two vectors u, v P X, pD2fqpaqpvq P BpX, Y q and pD2fqpaqpvqpuq P Y . The
vector pD2fqpaqpvqpuq is usually denoted by pD2fqpaqpu, vq.

In general, a function f is said to be k-times differentiable at a P U if
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1. f is pk ´ 1q-times differentiable in a neighborhood of a;

2. there exists Lk P BpX,BpX, ¨ ¨ ¨ ,BpX
loooooooooomoooooooooon

k copies of “X”

, Yq ¨ ¨ ¨ qq
loomoon

k copies of “)”

, usually denoted by pDkfqpaq

and called the k-th derivative of f at a, such that

lim
xÑa

›

›pDk´1fqpxq ´ pDk´1fqpaq ´ Lkpx´ aq
›

›

BpX,BpX,¨¨¨ ,BpX,Y q¨¨¨ qq

}x´ a}X
“ 0 .

For any k vectors up1q, ¨ ¨ ¨upkq P X, the vector pDkfqpaqpup1q, ¨ ¨ ¨ , upkqq is defined as
the vector

pDkfqpaqpupkqqpupk´1q
q ¨ ¨ ¨ pup1qq .

Remark A.40. We focus on what pDkfqpaqpukqp¨ ¨ ¨ qpu1q means in this remark. We
first look at the case that f is twice differentiable at a. With x “ a ` tv for v P X
with }v}X “ 1 in the definition, we find that

lim
tÑ0

›

›pDfqpa` tvq ´ pDfqpaq ´ tpD2fqpaqpvq
›

›

BpX,Y q

|t|
“ 0 .

Since pDfqpa` tvq ´ pDfqpaq ´ tpD2fqpaqpvq P BpX, Y q, for all u P X with }u}X “ 1

we have

lim
tÑ0

›

›pDfqpa` tvqpuq ´ pDfqpaqpuq ´ tpD2fqpaqpvqpuq
›

›

Y

|t|

“ lim
tÑ0

›

›

“

pDfqpa` tvq ´ pDfqpaq ´ tpD2fqpaqpvq
‰

puq
›

›

Y

|t|

ď lim
tÑ0

›

›pDfqpa` tvq ´ pDfqpaq ´ tpD2fqpaqpvq
›

›

BpX,Y q

|t|
“ 0 .

On the other hand, by the definition of the direction derivative,

pDfqpa` tvqpuq ´ pDfqpaqpuq “ lim
sÑ0

”

fpa` tv ` suq ´ fpa` tvq

s
´
fpa` suq ´ fpaq

s

ı

;

thus the limit above implies that

pD2fqpaqpvqpuq “ lim
tÑ0

lim
sÑ0

fpa` tv ` suq ´ fpa` tvq ´ fpa` suq ` fpaq

st

“ lim
tÑ0

lim
sÑ0

fpa` tv ` suq ´ fpa` tvq

s
´ lim
sÑ0

fpa` suq ´ fpaq

s
t

“ DvpDufqpaq .
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Therefore, pD2fqpaqpvqpuq is obtained by first differentiating f near a in the u-direction,
then differentiating pDfq at a in the v-direction.

In general, pDkfqpaqpukq ¨ ¨ ¨ pu1q is obtained by first differentiating f near a in
the u1-direction, then differentiating pDfq near a in the u2-direction, and so on, and
finally differentiating pDk´1fq at a in the uk-direction.

Remark A.41. Since pD2fqpaq P BpX,BpX, Y qq, if v1, v2 P X and c P R, we have
pD2fqpaqpcv1` v2q “ cpD2fqpaqpv1q` pD

2fqpaqpv2q (treated as “vectors” in BpX, Y q);
thus

pD2fqpaqpcv1 ` v2qpuq “ cpD2fqpaqpv1qpuq ` pD
2fqpaqpv2qpuq @u, v1, v2 P X .

On the other hand, since pD2fqpaqpvq P BpX, Y q,

pD2fqpaqpvqpcu1 ` u2q “ cpD2fqpaqpvqpu1q ` pD
2fqpaqpvqpu2q @u1, u2, v P X .

Therefore, pD2fqpaqpvqpuq is linear in both u and v variables. A map with such kind
of property is called a bilinear map (meaning 2-linear). In particular, pD2fqpaq :

X ˆX Ñ Y is a bilinear map.
In general, the vector pDkfqpaqpup1q, ¨ ¨ ¨ , upkqq is linear in up1q, ¨ ¨ ¨ , upkq; that is,

pDkfqpaqpup1q, ¨ ¨ ¨ , upi´1q, αv ` βw, upi`1q, ¨ ¨ ¨ , upkqq

“ αpDkfqpaqpup1q, ¨ ¨ ¨ , upi´1q, v, upi`1q, ¨ ¨ ¨ , upkqq

` βpDkfqpaqpup1q, ¨ ¨ ¨ , upi´1q, w, upi`1q, ¨ ¨ ¨ , upkqq

for all v, w P X, α, β P R, and i “ 1, ¨ ¨ ¨ , n. Such kind of map which is linear in each
component when the other k ´ 1 components are fixed is called k-linear .

Consider the case that X is finite dimensional with dimpXq “ n,
 

e1, e2, . . . , en
(

is a basis of X, and Y “ R. Then pD2fqpaq : X ˆX Ñ Y is a bilinear form (here the
term “form” means that Y “ R). A bilinear form B : X ˆX Ñ R can be represented
as follows: Let aij “ Bpei, ejq P R for i, j “ 1, 2, ¨ ¨ ¨ , n. Given x, y P Rn, write

u “
n
ř

i“1

uiei and v “
n
ř

j“1

vjej. Then by the bilinearity of B,

Bpu, vq “ B
`

n
ÿ

i“1

uiei,
n
ÿ

j“1

vjej
˘

“

n
ÿ

i,j“1

uivjaij “
“

u1 ¨ ¨ ¨ un
‰

»

—

–

a11 ¨ ¨ ¨ a1n

... . . . ...
an1 ¨ ¨ ¨ ann

fi

ffi

fl

»

—

–

v1

...
vn

fi

ffi

fl

.
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Therefore, if f : U Ď Rn Ñ R is twice differentiable at a, then the bilinear form
pD2fqpaq can be represented as

pD2fqpaqpu, vq “
“

u1 ¨ ¨ ¨ un
‰

»

—

—

–

pD2fqpe1, e1q ¨ ¨ ¨ pD2fqpaqpe1, enq

... . . . ...

pD2fqpen, e1q ¨ ¨ ¨ pD2fqpaqpen, enq

fi

ffi

ffi

fl

»

—

–

v1
...
vn

fi

ffi

fl

.

The following proposition is an analogue of Proposition A.30. The proof is similar
to the one of Proposition A.30, and is left as an exercise.

Proposition A.42. Let U Ď Rn be open, x0 P U , and f “ pf1, ¨ ¨ ¨ , fmq : U Ñ Rm.
Then f is k-times differentiable at x0 if and only if fi is k-times differentiable at x0

for all i “ 1, ¨ ¨ ¨ ,m.

Due to the proposition above, when talking about the higher-order differentiability
of f : U Ď Rn Ñ Rm and a point x0 P U , from now on we only focus on the case
m “ 1.

Proposition A.43. Let U Ď Rn be open, and f : U Ñ R. Suppose that f is k-times
differentiable at a. Then for k vectors up1q, ¨ ¨ ¨ , upkq P Rn,

pDkfqpaqpup1q, ¨ ¨ ¨ , upkqq “
n
ÿ

j1,¨¨¨ ,jk“1

B
kf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

paqu
p1q
j1
u
p2q
j2
¨ ¨ ¨u

pkq
jk
,

where upiq “ pupiq1 , u
piq
2 , ¨ ¨ ¨ , u

piq
n q for all i “ 1, ¨ ¨ ¨ , k.

Proof. Let tejunj“1 be the standard basis of Rn. By Remark A.41 (on multi-linearity),
it suffices to show that

pDkfqpaqpej1 , ¨ ¨ ¨ , ejkq “
B kf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

paq (A.4)

since if so, we must have

pDkfqpaqpup1q, ¨ ¨ ¨ , upkqq “ pDkfqpaq
´

n
ÿ

j1“1

u
p1q
j1

ej1 , ¨ ¨ ¨ ,
n
ÿ

jk“1

u
pkq
jk

ejk

¯

“

n
ÿ

j1“1

n
ÿ

j2“1

¨ ¨ ¨

n
ÿ

jk“1

pDkfqpaqpej1 , ¨ ¨ ¨ , ejkqu
p1q
j1
u
p2q
j2
¨ ¨ ¨u

pkq
jk

“

n
ÿ

j1,¨¨¨ ,jk“1

B
kf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

paqu
p1q
j1
u
p2q
j2
¨ ¨ ¨u

pkq
jk
.
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We prove the proposition by induction. Note that the case k “ 1 is true because of
Theorem A.17. Next we assume that (A.4) holds true for k “ ` if f is p`´ 1q-times
differentiable in a neighborhood of a and f is `-times differentiable at a. Now we show
that (A.4) also holds true for k “ `` 1 if f is `-times differentiable in a neighborhood
of a, and f is p` ` 1q-times differentiable at a. By the definition of p` ` 1q-times
differentiability at a,

lim
xÑa

›

›pD`fqpxq ´ pD`fqpaq ´ pD``1fqpaqpx´ aq
›

›

BpRn,BpRn,¨¨¨ ,BpRn,Rq¨¨¨ qq

}x´ a}Rn
“ 0 .

Since
ˇ

ˇ

ˇ

“

pD`fqpxq ´ pD`fqpaq ´ pD``1fqpaqpx´ aq
‰

pej`q ¨ ¨ ¨ pej2qpej1q
ˇ

ˇ

ˇ

ď

›

›

›

“

pD`fqpxq ´ pD`fqpaq ´ pD``1fqpaqpx´ aq
‰

pej`q ¨ ¨ ¨ pej2q
›

›

›

BpRn,Rq

ď ¨ ¨ ¨ ¨ ¨ ¨

ď
›

›pD`fqpxq ´ pD`fqpaq ´ pD``1fqpaqpx´ aq
›

›

BpRn,BpRn,¨¨¨ ,BpRn,Rq¨¨¨ qq ,

using (A.4) (for the case k “ `) we conclude that

lim
xÑa

ˇ

ˇ

ˇ

B
`f

Bxj`Bxjk´1
¨ ¨ ¨ Bxj1

pxq ´
B
`f

Bxj`Bxjk´1
¨ ¨ ¨ Bxj1

paq ´ pD``1fqpaqpej1 , ¨ ¨ ¨ , ej` , x´ aq
ˇ

ˇ

ˇ

}x´ a}Rn

“ lim
xÑa

ˇ

ˇpD`fqpxqpej1 , ¨ ¨ ¨ , ej`q ´ pD
`fqpaqpej1 , ¨ ¨ ¨ , ej`q ´ pD

``1fqpaqpx´ aqpej1 , ¨ ¨ ¨ , ej`q
ˇ

ˇ

}x´ a}Rn

ď lim
xÑa

›

›pD`fqpxq ´ pD`fqpaq ´ pD``1fqpaqpx´ aq
›

›

BpRn,BpRn,¨¨¨ ,BpRn,Rq¨¨¨ qq

}x´ a}Rn
“ 0 .

In particular, if x “ a ` tej``1
for some j``1 “ 1, ¨ ¨ ¨ , n, by the definition of partial

derivatives we conclude that

pD``1fqpaqpej1 , ¨ ¨ ¨ , ej` , ej``1
q

“ lim
tÑ0

B
`f

Bxj`Bxjk´1
¨ ¨ ¨ Bxj1

pa` tej``1
q ´

B
`f

Bxj`Bxjk´1
¨ ¨ ¨ Bxj1

paq

t

“
B ``1f

Bxj``1
Bxj`Bxjk´1

¨ ¨ ¨ Bxj1
paq

which is (A.4) for the case k “ `` 1. ˝
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Example A.44. Let f : R2 Ñ R be given by fpx1, x2q “ x2
1 cosx2, and up1q “ p2, 0q,

up2q “ p1, 1q, up3q “ p0,´1q. Suppose that f is three-times differentiable at a “ p0, 0q
(in fact it is, but we have not talked about this yet). Then

pD3fqpaqpup1q, up2q, up3qq

“

2
ÿ

i,j,k“1

B 3f

BxkBxjBxi
paqu

p1q
i u

p2q
j u

p3q
k “

2
ÿ

j“1

B 3f

Bx2BxjBx1
paq ¨ 2 ¨ u

p2q
j ¨ p´1q

“
B 3f

Bx2Bx2
1

p0, 0q ¨ 2 ¨ 1 ¨ p´1q `
B 3f

Bx2
2Bx1

p0, 0q ¨ 2 ¨ 1 ¨ p´1q “ 0 .

Example A.45. Let f : R2 Ñ R be twice differentiable at a “ pa1, a2q P R2. Then
the proposition above suggests that for u “ pu1, u2q, v “ pv1, v2q P R2,

pD2fqpaqpvqpuq “ pD2fqpaqpu, vq “
2
ÿ

i,j“1

B 2f

BxjBxi
paquivj

“
B 2f

Bx2
1

paqu1v1 `
B 2f

Bx2Bx1
paqu1v2 `

B 2f

Bx1Bx2
paqu2v1 `

B 2f

Bx2
2

paqu2v2

“
“

u1 u2

‰

»

—

—

–

B 2f

Bx2
1

paq
B 2f

Bx2Bx1
paq

B 2f

Bx1Bx2
paq

B 2f

Bx2
2

paq

fi

ffi

ffi

fl

„

v1

v2



.

In general, if f : Rn Ñ R be twice differentiable at a “ pa1, ¨ ¨ ¨ , anq P Rn. Then for
u “ pu1, ¨ ¨ ¨ , unq, v “ pv1, ¨ ¨ ¨ , vnq P R2

pD2fqpaqpvqpuq “
“

u1 ¨ ¨ ¨ un
‰

»

—

—

—

—

—

—

–

B 2f

Bx2
1

paq ¨ ¨ ¨
B 2f

BxnBx1
paq

... . . . ...

B 2f

Bx1Bxn
paq ¨ ¨ ¨

B 2f

Bx2
n

paq

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

»

—

–

v1
...
vn

fi

ffi

fl

.

The bilinear form B : Rn ˆ Rn Ñ R given by

Bpu, vq “ pD2fqpaqpvqpuq @u, v P Rn

is called the Hessian of f , and is represented (in the matrix form) as an nˆn matrix



206 CHAPTER A. Review of Elementary Analysis

by
»

—

—

—

—

—

—

–

B 2f

Bx2
1

paq ¨ ¨ ¨
B 2f

BxnBx1
paq

... . . . ...

B 2f

Bx1Bxn
paq ¨ ¨ ¨

B 2f

Bx2
n

paq

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

If the second partial derivatives B 2f

BxjBxi
paq of f at a exists for all i, j “ 1, ¨ ¨ ¨ , n (here

the twice differentiability of f at a is ignored), the matrix (on the right-hand side of
equality) above is also called the Hessian matrix of f at a.

Even though there is no reason to believe that pD2fqpaqpu, vq “ pD2fqpaqpv, uq

(since the left-hand side means first differentiating f in u-direction and then differ-
entiating Df in v-direction, while the right-hand side means first differentiating f
in v-direction then differentiating Df in u-direction), it is still reasonable to ask
whether pD2fqpaq is symmetric or not; that is, could it be true that pD2fqpaqpu, vq “

pD2fqpaqpv, uq for all u, v P Rn? When f is twice differentiable at a, this is equivalent
of asking (by plugging in u “ ei and v “ ej) that whether or not

B 2f

BxjBxi
paq “

B 2f

BxiBxj
paq . (A.5)

The following example provides a function f : R2 Ñ R such that (A.5) does not hold
at a “ p0, 0q. We remark that the function in the following example is not twice
differentiable at a even though the Hessian matrix of f at a can still be computed.

Example A.46. Let f : R2 Ñ R be defined by

fpx, yq “

$

&

%

xypx2 ´ y2q

x2 ` y2
if px, yq ‰ p0, 0q ,

0 if px, yq “ p0, 0q .

Then

fxpx, yq “

$

&

%

x4y ` 4x2y3 ´ y5

px2 ` y2q2
if px, yq ‰ p0, 0q ,

0 if px, yq “ p0, 0q ,
and

fypx, yq “

$

&

%

x5 ´ 4x3y2 ´ xy4

px2 ` y2q2
if px, yq ‰ p0, 0q ,

0 if px, yq “ p0, 0q ,
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It is clear that fx and fy are continuous on R2; thus f is differentiable on R2. However,

fxyp0, 0q “ lim
kÑ0

fxp0, kq ´ fxp0, 0q

k
“ ´1 ,

while
fyxp0, 0q “ lim

hÑ0

fyph, 0q ´ fyp0, 0q

h
“ 1 ;

thus the Hessian matrix of f at the origin is not symmetric.

Definition A.47. A function is said to be of class C r if the first r derivatives
exist and are continuous. A function is said to be smooth or of class C8 if it is of
class C r for all positive integer r.

The following theorem is an analogue of Corollary A.33.

Theorem A.48. Let U Ñ Rn and f : U Ñ R. Suppose that the partial deriva-

tive B kf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

exists in a neighborhood of a P U and is continuous at a

for all j1, ¨ ¨ ¨ , jk “ 1, ¨ ¨ ¨ , n. Then f is k-times differentiable at a. Moreover, if
B kf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

is continuous on U , then f is of class C k.

Theorem A.49. Let U Ď Rn be open, and f : U Ñ R. Suppose that the mixed

partial derivatives Bf

Bxi
, Bf
Bxj

, B 2f

BxjBxi
, B 2f

BxjBxi
exist in a neighborhood of a, and are

continuous at a. Then
B

2f

BxjBxi
paq “

B
2f

BxiBxj
paq . (A.6)

Proof. Let Spa, h, kq “ fpa` hei ` kejq ´ fpa` heiq ´ fpa` kejq ` fpaq, and define
ϕpxq “ fpx` heiq ´ fpxq as well as ψpxq “ fpx` kejq ´ fpxq for x in a neighborhood
of a. Then Spa, h, kq “ ϕpa` kejq ´ ϕpaq “ ψpa` heiq ´ ψpaq; thus the mean value
theorem implies that there exists c on the line segment joining a and a` kej and d on
the line segment joining a and a` hei such that

Spa, h, kq “ ϕpa` kejq ´ ϕpaq “ k
Bϕ

Bxj
pcq “ k

` Bf

Bxj
pc` heiq ´

Bf

Bxj
pcq

˘

,

Spa, h, kq “ ψpa` heiq ´ ψpaq “ h
Bψ

Bxi
pdq “ h

` Bf

Bxi
pd` kejq ´

Bf

Bxi
pdq

˘

.

As a consequence, if h ‰ 0 ‰ k,

1

k

` Bf

Bxi
pd` kejq ´

Bf

Bxi
pdq

˘

“
Spa, h, kq

hk
“

1

h

` Bf

Bxj
pc` heiq ´

Bf

Bxj
pcq

˘
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By the mean value theorem again, there exists c1 and d1 on the line segment joining c,
c` hei and d, d` kej, respectively, such that

B
2f

BxjBxi
pd1q “

B
2f

BxiBxj
pc1q .

The theorem is then concluded by the continuity of B 2f

BxiBxj
and B 2f

BxjBxi
at a, and

c1 Ñ a and d1 Ñ a as ph, kq Ñ p0, 0q. ˝

Corollary A.50. Let U Ď Rn be open, and f is of class C 2. Then

pD2fqpaqpu, vq “ pD2fqpaqpv, uq @ a P U and u, v P Rn .

Remark A.51. In view of Remark A.40, (A.6) is the same as the following identity

lim
hÑ0

lim
kÑ0

fpa` hei ` kejq ´ fpa` heiq ´ fpa` kejq ` fpaq

hk

“ lim
kÑ0

lim
hÑ0

fpa` hei ` kejq ´ fpa` heiq ´ fpa` kejq ` fpaq

hk

which implies that the order of the two limits lim
hÑ0

and lim
kÑ0

can be interchanged without
changing the value of the limit (under certain conditions).

Example A.52. Let fpx, yq “ yx2 cos y2. Then

fxypx, yq “ p2xy cos y2
qy “ 2x cos y2

´ 2xyp2yq sin y2
“ 2x cos y2

´ 4xy2 sin y2 ,

fyxpx, yq “ px
2 cos y2

´ yx2
p2yq sin y2

qx “ px
2 cos y2

´ 2x2y2 sin y2
qx

“ 2x cos y2
´ 4xy2 sin y2

“ fxypx, yq .

A.1.6 The differentiation of the determinant and the Piola
identity

Theorem A.53. Let U Ď Rn be open, and for each 1 ď i, j ď n, aij : U Ñ R be
differentiable functions. Define A “ raijs and J “ detpAq. Then

BJ

Bxk
“ tr

`

AdjpAq BA
Bxk

˘

@ 1 ď k ď n , (A.7)

where for a square matrix M “ rmijs, trpMq denotes the trace of M , AdjpMq denotes

the adjoint matrix of M , and BM
Bxk

denotes the matrix whose pi, jq-th entry is given by
Bmij

Bxk
.
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Proof. By the property of determinant,

BJ

Bxk
“

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Ba11
Bxk

a12 ¨ ¨ ¨ a1n

Ba21
Bxk

a22 ¨ ¨ ¨ a2n

...
...

Ban1
Bxk

an2 ¨ ¨ ¨ ann

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

a11
Ba12
Bxk

a13 ¨ ¨ ¨ a1n

a21
Ba22
Bxk

a23 ¨ ¨ ¨ a2n

...
...

an1
Ban2
Bxk

an3 ¨ ¨ ¨ ann

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

` ¨ ¨ ¨ `

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

a11 ¨ ¨ ¨ apn´1q1
Ba1n
Bxk

a21 ¨ ¨ ¨ apn´1q2
Ba2n
Bxk...
...

an1 ¨ ¨ ¨ apn´1qn
Ban1
Bxk

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

,

and (A.7) follows from the expansion of the determinant using the reduction-of-size
recursive formula. ˝

Remark A.54. In general, let A be an nˆ n matrix-valued function, and δ be an
operator satisfying δpfgq “ fδg ` pδfqg whenever the product makes sense. Then

δ detpAq “ tr
`

AdjpAqδA
˘

“ detpAqtr
`

A´1δAq, (A.8)

where δA ” rδaijsnˆn if A “ raijsnˆn.

Suppose that ψ : Ω Ď Rn Ñ Rn is a given twice differentiable diffeomorphism (thus
detp∇ψq ‰ 0). Let M “ r∇ψs, and J “ detpMq. Then the adjoint matrix of M is
JM´1. With A denoting the inverse of r∇ψs, Theorem A.53 implies that

BJ

Bxk
“ tr

`

JM´1 BM

Bxk

˘

“

n
ÿ

i,j“1

JAj
i

Bψi

Bxj
, (A.9)

Theorem A.55 (Piola’s identity). Let ψ : Ω Ď Rn Ñ Rn be of class C 2 such
that detp∇ψq ‰ 0 in Ω, and raijsnˆn be the adjoint matrix of r∇ψs; that is, a “
detpr∇ψsqr∇ψs´1. Then

n
ÿ

j“1

B

Bxj
aji “ 0. (A.10)

Proof. Let J “ detpr∇ψsq and A “ r∇ψs´1. Then aji “ JAj
i . Moreover, since

A∇ψ “ In,
n
ÿ

r“1

Aj
r

Bψr

Bxs
“ δjs; thus

0 “
B

Bxk

”

n
ÿ

r“1

Aj
r

Bψr

Bxs

ı

“

n
ÿ

r“1

”

BAj
r

Bxk

Bψr

Bxs
` Aj

r

B 2ψr

BxkBxs

ı

which, after multiplying the equality above by As
i and then summing over s, implies

that
BAj

i

Bxk
“ ´

n
ÿ

r,s“1

Aj
r

B 2ψr

BxkBxs
As
i . (A.11)
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As a consequence,

n
ÿ

j“1

B

Bxj
pJAj

i q “

n
ÿ

j“1

n
ÿ

r,s“1

”

JAr
s

B 2ψs

BxjBxr
Aj
i ´ JAj

r

B 2ψr

BxjBxs
As
i

ı

“ 0 ,

where Theorem A.49 is applied to conclude the last equality. ˝

A.2 Integral Calculus

A.2.1 Integrable Functions

Definition A.56. Let A Ď Rn be a bounded set, and f : A Ñ R be a bounded
function. For any partition

P “
!

∆i1i2¨¨¨in

ˇ

ˇ

ˇ
∆i1i2¨¨¨in “ rx

p1q
i1
, x
p1q
i1`1s ˆ rx

p2q
i2
, x
p2q
i2`1s ˆ ¨ ¨ ¨ ˆ rx

pnq
in
, x
pn`1q
in`1

s,

ik “ 0, 1, ¨ ¨ ¨ , Nk ´ 1, k “ 1, ¨ ¨ ¨ , n
)

,

the upper sum and the lower sum of f with respect to the partition P, denoted
by Upf,Pq and Lpf,Pq respectively, are numbers defined by

Upf,Pq “
ÿ

∆PP
sup
px,yqP∆

f
A

px, yqνp∆q ,

Lpf,Pq “
ÿ

∆PP
inf

px,yqP∆
f
A

px, yqνp∆q ,

where νp∆q is the volume of the rectangle ∆ given by

νp∆q “ px
p1q
i1`1 ´ x

p1q
i1
qpx

p2q
i2`1 ´ x

p2q
i2
q ¨ ¨ ¨ px

pnq
in`1 ´ x

pnq
in
q

if ∆ “ rx
p1q
i1
´ x

p1q
i1`1s ˆ rx

p2q
i2
´ x

p2q
i2`1s ˆ ¨ ¨ ¨ ˆ rx

pnq
in
´ x

pnq
in`1s, and f

A is the extension of
f by zero outside A given by

f
A

pxq “

"

fpxq x P A ,

0 x R A .
(A.12)

The two numbers
ż

A

fpxq dx ” inf
 

Upf,Pq
ˇ

ˇP is a partition of A
(

,
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and
ż

A

fpxq dx ” sup
 

Lpf,Pq
ˇ

ˇP is a partition of A
(

are called the upper integral and lower integral of f over A, respective. The

function f is said to be Riemann (Darboux) integrable (over A) if
ż

A
fpxq dx “

ż

A
fpxq dx, and in this case, we express the upper and lower integral as

ż

A
fpxq dx,

called the integral of f over A.

Definition A.57. A partition P 1 of a bounded set A Ď Rn is said to be a refine-
ment of another partition P of A if for any ∆1 P P 1, there is ∆ P P such that ∆1 Ď ∆.
A partition P of a bounded set A Ď Rn is said to be the common refinement of
another partitions P1,P2, ¨ ¨ ¨ ,Pk of A if

1. P is a refinement of Pj for all 1 ď j ď k.

2. If P 1 is a refinement of Pj for all 1 ď j ď k, then P 1 is also a refinement of P .

In other words, P is a common refinement of P1,P2, ¨ ¨ ¨ ,Pk if it is the coarsest
refinement.

“`” ““”

Figure A.1: The common refinement of two partitions

Qualitatively speaking, P is a common refinement of P1,P2, ¨ ¨ ¨ ,Pk if for each
j “ 1, ¨ ¨ ¨n, the j-th component cj of the vertex pc1, ¨ ¨ ¨ , cnq of each rectangle ∆ P P
belongs to Ppjqi for some i “ 1, ¨ ¨ ¨ , k.

Proposition A.58. Let A Ď Rn be a bounded subset, and f : AÑ R be a bounded
function. If P and P 1 are partitions of A and P 1 is a refinement of P, then

Lpf,Pq ď Lpf,P 1q ď Upf,P 1q ď Upf,Pq .

The following proposition provides a theoretical criteria for Riemann integrability
of functions.
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Proposition A.59 (Riemann’s condition). Let A Ď Rn be a bounded set, and
f : AÑ R be a bounded function. Then f is Riemann integrable over A if and only if

@ ε ą 0, D a partition P of A Q Upf,Pq ´ Lpf,Pq ă ε .

The following theorem provides an equivalent condition of Riemann integrability
using Riemann sum approximation. The Riemann sum approximation is often useful
in writing the limit of Riemann sums as Riemann integrals.

Theorem A.60 (Darboux). Let A Ď Rn be a bounded set, and f : A Ñ R be a
bounded function with extension f

A

given by (A.12). Then f is Riemann integrable if
and only if D I P R such that @ ε ą 0, D δ ą 0 Q if P “ t∆1, ¨ ¨ ¨ ,∆N

(

is a partition of
A satisfying }P} ă δ and a set of sample points ξ1 P ∆1, ξ2 P ∆2, ¨ ¨ ¨ , ξN P ∆N , we
have

ˇ

ˇ

ˇ

N
ÿ

k“1

f
A

pξk`1qνp∆kq ´ I
ˇ

ˇ

ˇ
ă ε . (A.13)

The sum
N
ř

k“1

f
A

pξk`1qνp∆kq is called a Reimann sum of f over A.

Theorem A.61. Let A Ď Rn be a bounded set, and fk : A Ñ R be a sequence of
Riemann integrable functions over A such that tfku8k“1 converges uniformly to f on A.
Then f is Riemann integrable over A, and

lim
kÑ8

ż

A

fkpxq dx “

ż

A

fpxq dx . (A.14)

From now on, we will simply use sf to denote the zero extension of f
when the domain outside which the zero extension is made is clear.

A.2.2 The Lebesgue Theorem

In this section, we discuss another equivalent condition of Riemann integrability,
named the Lebesgue theorem. The Lebesque theorem provides a more practical way
to check the Riemann integrability in the development of theory. To understand the
Lebesgue theorem, we need to introduce a new concept: sets of measure zero.
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Volume and Sets of Measure Zero

Definition A.62. Let A Ď Rn be a bounded set, and 1A (or χA) be the characteristic
function of A defined by

1Apxq “

"

1 if x P A ,
0 otherwise .

A is said to have volume if 1A is Riemann integrable (over A), and the volume of
A, denoted by νpAq, is the number

ż

A
1Apxq dx. A is said to have volume zero or

content zero if νpAq “ 0.

Remark A.63. Not all bounded set has volume.

Proposition A.64. Let A Ď Rn be bounded. Then A has volume zero if and only
if for every ε ą 0, there exists finite (open) rectangles S1, ¨ ¨ ¨ , SN (whose sides are
parallel to the coordinate axes) such that

A Ď
N
ď

k“1

Sk and
N
ÿ

k“1

νpSkq ă ε .

Proof. “ñ” Since A has volume zero,
ż

A
1Apxq dx “ 0; thus for any given ε ą 0, there

exists a partition P of A such that

Up1A,Pq ă
ż

A
1Apxq dx`

ε

2
“
ε

2
.

Since sup
xP∆

1Apxq “

"

1 if ∆X A ‰ H ,

0 otherwise ,
we must have

ř

∆PP
∆XA‰H

νp∆q ă
ε

2
. Now if

∆ P P and ∆X A ‰ H, we can find an open rectangle l such that ∆ Ď l and

νplq ă 2νp∆q. Let S1, ¨ ¨ ¨ , SN be those open rectangles l. Then A Ď
N
Ť

k“1

Sk

and
N
ř

k“1

νpSkq ă ε.

“ð” W.L.O.G. we can assume that the ratio of the maximum length and minimum
length of sides of Sk is less than 2 for all k “ 1, ¨ ¨ ¨ , N (otherwise we can divide Sk
into smaller rectangles so that each smaller rectangle satisfies this requirement).
Then each Sk can be covered by a closed rectangle lk whose sides are parallel
to the coordinate axes with the property that νplkq ď 2n´1

?
n
n
νpSkq. Let P
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be a partition of A such that for each ∆ P P with ∆XA ‰ H, ∆ Ď Sk for some
k “ 1, ¨ ¨ ¨ , N . Then

Up1A,Pq “
ÿ

∆PP
∆XA‰H

νp∆q ď
N
ÿ

k“1

νplkq ď 2n´1
?
n
n

N
ÿ

k“1

νpSkq ă 2n´1
?
n
n
ε ;

thus the upper integral
ż

A
1Apxq dx “ 0. Since the lower integral cannot be

negative, we must have
ż

A
1Apxq dx “

ż

A
1Apxq dx “ 0 which implies that A has

volume zero. ˝

Definition A.65. A set A Ď Rn (not necessarily bounded) is said to have measure
zero or be a set of measure zero if for every ε ą 0, there exist countable many

rectangles S1, S2, ¨ ¨ ¨ such that tSku8k“1 is a cover of A
`

that is, A Ď
8
Ť

k“1

Sk
˘

and
8
ř

k“1

νpSkq ă ε.

Proposition A.66. Let A Ď Rn be a set of measure zero. If B Ď A, then B also
has measure zero.

Modifying the second part (or the “ð” part) of the proof of Proposition A.64, we
can also conclude the following

Proposition A.67. A set A Ď Rn has measure zero if and only if for every ε ą 0,
there exist countable many open rectangles S1, S2, ¨ ¨ ¨ whose sides are parallel to the

coordinate axes such that A Ď
8
Ť

k“1

Sk and
8
ř

k“1

νpSkq ă ε.

Remark A.68. If a set A has volume zero, then it has measure zero.

Proposition A.69. Let K Ď Rn be a compact set of measure zero. Then K has
volume zero.

Proof. Let ε ą 0 be given. Then there are countable open rectangles S1, S2, ¨ ¨ ¨ such
that

K Ď

8
ď

k“1

Sk and
8
ÿ

k“1

νpSkq ă ε .

Since tSku8k“1 is an open cover of K, by the compactness of K there exists N ą 0 such

that K Ď
N
Ť

k“1

Sk, while
N
ř

k“1

νpSkq ď
8
ř

k“1

νpSkq ă ε. As a consequence, K has volume
zero. ˝
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Since the boundary of a rectangle has measure zero, we also have the following

Corollary A.70. Let S Ď Rn be a bounded rectangle with positive volume. Then
R is not a set of measure zero.

Theorem A.71. If A1, A2, ¨ ¨ ¨ are sets of measure zero in Rn, then
8
Ť

k“1

Ak has
measure zero.

Proof. Let ε ą 0 be given. Since A1ks are sets of measure zero, there exist countable
rectangles

 

S
pkq
j

(8

j“1
, such that

Ak Ď
8
ď

j“1

S
pkq
j and

8
ÿ

j“1

νpS
pkq
j q ă

ε

2k`1
@ k P N .

Consider the collection consisting of all Spkqj ’s. Since there are countable many
rectangles in this collection, we can label them as S1, S2, ¨ ¨ ¨ , and we have

8
ď

k“1

Ak Ď
8
ď

k“1

8
ď

j“1

S
pkq
j “

8
ď

`“1

S`

and
8
ÿ

k“1

νpS`q “
8
ÿ

k“1

8
ÿ

j“1

νpS
pkq
j q ď

8
ÿ

k“1

ε

2k`1
“
ε

2
ă ε .

Therefore,
8
Ť

k“1

Ak has measure zero. ˝

Corollary A.72. The set of rational numbers in R has measure zero.

Theorem A.73. Let A Ď Rn be bounded and B Ď Rm be a set of measure zero.
Then AˆB has measure zero in Rn`m.

Proof. Let ε ą 0 be given. Since A is bounded, there exist a bounded rectangle R such
that A Ď R. Since B has measure zero, there exist countable rectangles tSku8k“1 Ď Rm

such that

B Ď
8
ď

k“1

Sk and
8
ÿ

k“1

νmpSkq ă
ε

νpRq
.

Then AˆB Ď
8
Ť

k“1

pR ˆ Skq, and

8
ÿ

k“1

νn`mpR ˆ Skq “
8
ÿ

k“1

νnpRqνmpSkq “ νnpRq
8
ÿ

k“1

νmpSkq
¯

ă ε .

Since Rˆ Sk is a rectangle for all k P N, we conclude that AˆB has measure zero. ˝
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The Lebesgue Theorem

The Lebesgue theorem states that a function f is Riemann integrable over A if and
only if the collection of discontinuities of fA, the extension of f defined by (A.12),
has measure zero. To prove the theorem, we first give a quantitative measure which
measures how discontinuous a discontinuity of a function can be.

Definition A.74. Let f : Rn Ñ R be a function. For any x P Rn, the oscillation
of f at x is the quantity

oscpf, xq ” inf
δą0

sup
x1,x2PDpx,δq

ˇ

ˇfpx1q ´ fpx2q
ˇ

ˇ .

Let hpδ;xq denote the quantity of which is taken the infimum; that is,

hpδ;xq ” sup
x1,x2PDpx,δq

ˇ

ˇfpx1q ´ fpx2q
ˇ

ˇ .

Then for fixed x P Rn, hp¨;xq is a decreasing function. Therefore, oscpf, xq “
lim
δÑ0

hpδ;xq. We note that hpδ;xq can also be expressed as sup
yPDpx,δq

fpyq ´ inf
yPDpx,δq

fpyq.

The following lemma provides a way to examine whether a point is a discontinuity
of a function or not.

Lemma A.75. Let f : Rn Ñ R be a function, and x0 P Rn. Then f is continuous at
x0 if and only if oscpf, x0q “ 0.

Proof. “ñ” Let ε ą 0 be given. Since f is continuous at x0,

D δ ą 0 Q
ˇ

ˇfpxq ´ fpx0q
ˇ

ˇ ă
ε

3
whenever x P Dpx0, δq.

In particular, for any x1, x2 P Dpx0, δq,

ˇ

ˇfpx1q ´ fpx2q
ˇ

ˇ ď
ˇ

ˇfpx1q ´ fpx0q
ˇ

ˇ`
ˇ

ˇfpx0q ´ fpx2q
ˇ

ˇ ă
2ε

3
;

thus sup
x1,x2PDpx0,δq

ˇ

ˇfpx1q ´ fpx2q
ˇ

ˇ ď
2ε

3
which further suggests that

0 ď oscpf, x0q ď
2ε

3
ă ε.

Since ε is given arbitrarily, oscpf, x0q “ 0.
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“ð” Let ε ą 0 be given. By the definition of infimum, there exists δ ą 0 such that

sup
x1,x2PDpx0,δq

ˇ

ˇfpx1q ´ fpx2q
ˇ

ˇ ă ε .

In particular,
ˇ

ˇfpxq ´ fpx0q
ˇ

ˇ ď sup
x1,x2PDpx0,δq

ˇ

ˇfpx1q ´ fpx2q
ˇ

ˇ ă ε

for all x P Dpx0, δq. ˝

Lemma A.76. Let f : Rn Ñ R be a function. Then for all ε ą 0, the set Dε “
 

x P

Rn
ˇ

ˇ oscpf, xq ě ε
(

is closed.

Proof. Suppose that tyku8k“1 Ď Dε and yk Ñ y. Then for any δ ą 0, there exists
N ą 0 such that yk P Dpy, δq for all k ě N . Since Dpy, δq is open, for each k ě N

there exists δk ą 0 such that Dpyk, δkq Ď Dpy, δq; thus we find that

sup
x1,x2PDpyk,δkq

ˇ

ˇfpx1q ´ fpx2q
ˇ

ˇ ď sup
x1,x2PDpy,δq

ˇ

ˇfpx1q ´ fpx2q
ˇ

ˇ @ k ě N .

The inequality above implies that oscpf, yq ě ε; thus y P Dε and Dε is closed. ˝

Theorem A.77 (Lebesgue). Let A Ď Rn be bounded, f : A Ñ R be a bounded
function, and sf be the extension of f by zero outside A; that is,

sfpxq “

"

fpxq if x P A ,
0 otherwise .

Then f is Riemann integrable if and only if the collection of discontinuity of sf is a set
of measure zero.

Proof. Let D “
 

x P Rn
ˇ

ˇ oscp sf, xq ą 0
(

and Dε “
 

x P Rn
ˇ

ˇ oscp sf, xq ě ε
(

. We

remark here that D “
8
Ť

k“1

D 1
k
.

“ñ” We show that D 1
k
has measure zero for all k P N (if so, then Theorem A.71

implies that D has measure zero).

Let k P N be fixed, and ε ą 0 be given. By Riemann’s condition there exists a
partition P of A such that

ÿ

∆PP

”

sup
xP∆

sfpxq ´ inf
xP∆

sfpxq
ı

νp∆q ă
ε

k
.
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Define

D
p1q
1
k

”
 

x P D 1
k

ˇ

ˇx P B∆ for some ∆ P P
(

,

D
p2q
1
k

”
 

x P D 1
k

ˇ

ˇx P intp∆q for some ∆ P P
(

.

Then D 1
k
“ D

p1q
1
k

YD
p2q
1
k

. We note that Dp1q1
k

has measure zero since it is contained

in
Ť

∆PP B∆ while each B∆ has measure zero. Now we show that Dp2q1
k

also

has measure zero. Let C “
 

∆ P P
ˇ

ˇ intp∆q XD 1
k
‰ H

(

. Then Dp2q1
k

Ď
Ť

∆PC

∆ .

Moreover, we also note that if ∆ P C, sup
xP∆

sfpxq´ inf
xP∆

sfpxq ě
1

k
. In fact, if ∆ P C,

there exists y P intp∆q XD 1
k
; thus choosing δ ą 0 such that Dpy, δq Ď intp∆q,

sup
xP∆

sfpxq ´ inf
xP∆

sfpxq “ sup
x1,x2P∆

ˇ

ˇ sfpx1q ´
sfpx2q

ˇ

ˇ ě sup
x1,x2PDpy,δq

ˇ

ˇ sfpx1q ´
sfpx2q

ˇ

ˇ

ě inf
δą0

sup
x1,x2PDpy,δq

ˇ

ˇ sfpx1q ´
sfpx2q

ˇ

ˇ “ oscp sf, yq ě
1

k
.

As a consequence,

1

k

ÿ

∆PC

νp∆q ď
ÿ

∆PP

”

sup
xP∆

sfpxq ´ inf
xP∆

sfpxq
ı

νp∆q “ Upf,Pq ´ Lpf,Pq ă ε

k

which implies that
ř

∆PC

νp∆q ă ε. In other words, we establish that Dp2q1
k

has

measure zero. Therefore, D 1
k
has measure zero for all k P N; thus D has measure

zero.

“ð” Let R be a closed rectangle with sides parallel to the coordinate axes and sA Ď

intpRq, and ε ą 0 be given. Define ε1 “ ε

2}f}8 ` νpRq
, where }f}8 “ sup

xPA
|fpxq|.

1. Since Dε1 is a subset of D, Proposition A.66 implies that Dε1 has measure
zero; thus Proposition A.67 provides open rectangles S1, S2, ¨ ¨ ¨ whose sides

are parallel to the coordinate axes such thatDε1 Ď
8
Ť

k“1

Sk, and
8
ř

k“1

νpSkq ă ε1.

In addition, we can assume that Sk Ď R for all k P N since Dε1 Ď R.

2. Since Dε1 Ď R is bounded, Lemma A.76 suggests that Dε1 is compact; thus

Dε1 Ď
N
Ť

k“1

Sk for some N P N.

Let lk “ĎSk, and P be a partition of R satisfying
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(a) For each ∆ P P with ∆XDε1 ‰ H, ∆ Ď lk for some k “ 1, ¨ ¨ ¨ , N .

(b) For each k “ 1, ¨ ¨ ¨ , N , lk is the union of rectangles in P .

(c) Some collection of ∆ P P forms a partition rP of A.

R
SN

S1 A

Dε1

ñ

R
SN

S1 A

Dε1

Figure A.2: Constructing partitions P and rP from finite rectangles S1, ¨ ¨ ¨ , SN

Rectangles in P fall into two families:

C1 “
 

∆ P P
ˇ

ˇ∆ Ď lk for some k “ 1, ¨ ¨ ¨ , N
(

,

C2 “
 

∆ P P
ˇ

ˇ∆ Ę lk for all k “ 1, ¨ ¨ ¨ , N
(

.

By the definition of the oscillation function,

@x R Dε1 , D δx ą 0 Q sup
x1,x2PDpx,δxq

ˇ

ˇ sfpx1q ´
sfpx2q

ˇ

ˇ ă ε1.

Since K “
Ť

∆PC2

∆ is compact, there exists r ą 0 such that for each a P K,

Dpa, rq Ď Dpy, δyq for some y P K. Let P 1 be a refinement of P such that
}P 1} ă r. Then if ∆1 P P 1 such that ∆1 Ď ∆ for some ∆ P C2, for some y P K
we have ∆1 Ď Dpy, δyq; thus

sup
xP∆1

sfpxq´ inf
xP∆1

sfpxq ď sup
xPDpy,δyq

sfpyq´ inf
xPDpy,δyq

sfpyq “ sup
x1,x2PDpy,δyq

ˇ

ˇ sfpx1q´
sfpx2q

ˇ

ˇ ă ε1.

As a consequence, if rP 1 “
 

∆1 P P 1
ˇ

ˇ∆1 Ď ∆ for some ∆ P rP
(

, then rP 1 is a
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partition of A and

Upf, rP 1q ´ Lpf, rP 1q “
´

ÿ

∆1PP1
∆1Ď∆PC1

`
ÿ

∆1PP1
∆1Ď∆PC2

¯

`

sup
xP∆1

sfpxq ´ inf
xP∆1

sfpxq
˘

νp∆1
q

ď 2}f}8
ÿ

∆1PP1
∆1Ď∆PC1

νp∆1
q ` ε1

ÿ

∆1PP1
∆1Ď∆PC2

νp∆1
q

ď 2}f}8
ÿ

∆PPXC1

νp∆q ` ε1νpRq

ď 2}f}8

N
ÿ

k“1

νpSkq ` `ε
1νpRq ă

`

2}f}8 ` νpRq
˘

ε1 “ ε ;

thus f is Riemann integrable over A by Riemann’s condition. ˝

Example A.78. Let A “ QX r0, 1s, and f : AÑ R be the constant function f ” 1.
Then

sfpxq “

"

1 if x P QX r0, 1s ,
0 otherwise .

The collection of points of discontinuity of sf is r0, 1s which, by Corollary A.70, cannot
be a set of measure zero; thus f is not Riemann integrable.

Another way to see that f is not Riemann integrable is Upf,Pq “ 1 and Lpf,Pq “ 0

for all partitions P of A.

Corollary A.79. A bounded set A Ď Rn has volume if and only if the boundary
of A has measure zero.

Proof. 1. If x0 R BA, then there exists δ ą 0 such that either Dpx0, δq Ď A or
Dpx0, δq Ď AA; thus Ď1A is continuous at x0 R BA since Ď1Apxq is constant for all
x P Dpx0, δq.

2. On the other hand, if x0 P BA, then there exists xk P A, yk P AA such that
xk Ñ x0 and yk Ñ x0 as k Ñ 8. This implies that Ď1A cannot be continuous at
x0 since Ď1Apxkq “ 1 while Ď1Apykq “ 0 for all k P N.

As a consequence, the collection of discontinuity of Ď1A is exactly BA, and the corollary
follows from Lebesgue’s theorem. ˝

Corollary A.80. Let A Ď Rn be bounded and have volume. A bounded function
f : A Ñ R with a finite or countable number of points of discontinuity is Riemann
integrable.
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Proof. We note that
 

x P Rn
ˇ

ˇ oscp sf, xq ą 0
(

Ď BAY
 

x P A
ˇ

ˇ f is discontinuous at x
(

.
˝

Remark A.81. In addition to the set inclusion listed in the proof of Corollary A.80,
we also have

 

x P A
ˇ

ˇ f is discontinuous at x
(

Ď
 

x P Rn
ˇ

ˇ oscp sf, xq ą 0
(

.

Therefore, if A Ď Rn is bounded and has volume, then a bounded function f : AÑ R
is Riemann integrable if and only if the collection of points of discontinuity of f has
measure zero.

Corollary A.82. A bounded function is integrable over a compact set of measure
zero.

Proof. If f : K Ñ R is bounded, and K is a compact set of measure zero, then the
collection of discontinuities of sf is a subset of K. ˝

Corollary A.83. Suppose that A,B Ď Rn are bounded sets with volume, and
f : AÑ R is Riemann integrable over A. Then f is Riemann integrable over AXB.

Proof. By the inclusion
 

x P intpAXBq
ˇ

ˇ oscpfAXB, xq ą 0
(

Ď
 

x P Rn
ˇ

ˇ oscpfA, xq ą 0
(

,

we find that
 

x P Rn
ˇ

ˇ oscpfAXB, xq ą 0
(

Ď BpAXBq Y
 

x P intpAXBq
ˇ

ˇ oscpfAXB, xq ą 0
(

Ď BAY BB Y
 

x P Rn
ˇ

ˇ oscpfA, xq ą 0
(

.

Since BA and BB both have measure zero, the integrability of f over A X B then
follows from the integrability of f over A and the Lebesgue Theorem. ˝

Remark A.84. Suppose that A Ď Rn is a bounded set of measure zero. Even if
f : AÑ R is continuous, f may not be Riemann integrable. For example, the function
f given in Example A.78 is not Riemann integrable even though f is continuous on A.

Remark A.85. When f : AÑ R is Riemann integrable over A, it is not necessary
that A has volume. For example, the zero function is Riemann integrable over
A “ QX r0, 1s even though A does not has volume.
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Corollary A.86 (Lebesgue’s Differentiation Theorem (for Riemann integrable
function)). Let A Ď Rn be a bounded, open set such that BA has measure zero. Suppose
that f : AÑ R is a bounded and Riemann integrable function. Then

lim
rÑ0

1

νpBpx0, rq X Aq

ż

Bpx0,rqXA

fpxq dx “ fpx0q for almost every x P A . (A.15)

Proof. Let ε ą 0 be given, and suppose that f is continuous at x0. Then there exists
δ ą 0 such that

ˇ

ˇfpxq ´ fpx0q
ˇ

ˇ ă
ε

2
@x P Bpx0, δq X A .

Since BA has measure zero, by the fact that BpBpx0, rq XA Ď BBpx0, rq Y BA we find
that BpBpx0, rq XAq also has measure zero for all r ą 0. In other words, Bpx0, rq XA

has volume. Then if 0 ă r ă δ,
ˇ

ˇ

ˇ

1

νpBpx0, rq X Aq

ż

Bpx0,rqXA

fpxq dx´ fpx0q

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

1

νpBpx0, rq X Aq

ż

Bpx0,rqXA

`

fpxq ´ fpx0q
˘

dx
ˇ

ˇ

ˇ

ď
1

νpBpx0, rq X Aq

ż

Bpx0,rqXA

ˇ

ˇfpxq ´ fpx0q
ˇ

ˇ dx

ď
ε

2

1

νpBpx0, rq X Aq

ż

Bpx0,rqXA

1 dx “
ε

2
ă ε .

This implies that (A.15) holds for all x0 at which f is continuous. The theorem then
follows from the Lebesgue theorem. ˝

A.2.3 Properties of the Integrals

Proposition A.87. Let A Ď Rn be bounded, and f, g : AÑ R be bounded. Then

(a) If B Ď A, then
ż

A
pf1Bqpxq dx “

ż

B
fpxq dx and

ż

A
pf1Bqpxq dx “

ż

B
fpxq dx.

(b)
ż

A
fpxq dx `

ż

A
gpxq dx ď

ż

A
pf ` gqpxq dx ď

ż

A
pf ` gqpxq dx ď

ż

A
fpxq dx `

ż

A
gpxq dx.

(c) If c ě 0, then
ż

A
pcfqpxq dx “ c

ż

A
fpxq dx and

ż

A
pcfqpxq dx “ c

ż

A
fpxq dx. If

c ă 0, then
ż

A
pcfqpxq dx “ c

ż

A
fpxq dx and

ż

A
pcfqpxq dx “ c

ż

A
fpxq dx.
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(d) If f ď g on A, then
ż

A
fpxq dx ď

ż

A
gpxq dx and

ż

A
fpxq dx ď

ż

A
gpxq dx.

(e) If A has volume zero, then f is Riemann integrable over A, and
ż

A
fpxq dx “ 0.

Remark A.88. Let A Ď Rn be bounded and f, g : A Ñ R be bounded. Then (b)
of Proposition A.87 also implies that

ż

A

pf ´ gqpxq dx ď

ż

A

fpxq dx´

ż

A

gpxq dx

and
ż

A

fpxq dx´

ż

A

gpxq dx ď

ż

A

pf ´ gqpxq dx .

Corollary A.89. Let A,B Ď Rn be bounded such that A X B has volume zero,
and f : AYB Ñ R be bounded. Then
ż

A

fpxq dx`

ż

B

fpxq dx ď

ż

AYB

fpxq dx ď

ż

AYB

fpxq dx ď

ż

A

fpxq dx`

ż

B

fpxq dx .

The following theorem is a direct consequence of Proposition A.87.

Theorem A.90. Let A Ď Rn be bounded, c P R, and f, g : A Ñ R be Riemann
integrable. Then

1. f ˘ g is Riemann integrable, and
ż

A
pf ˘ gqpxq dx “

ż

A
fpxq dx˘

ż

A
gpxq dx.

2. cf is Riemann integrable, and
ż

A
pcfqpxq dx “ c

ż

A
fpxq dx.

3. |f | is Riemann integrable, and
ˇ

ˇ

ˇ

ż

A
fpxq dx

ˇ

ˇ

ˇ
ď

ż

A
|fpxq|dx.

4. If f ď g, then
ż

A
fpxq dx ď

ż

A
gpxq dx.

5. If A has volume and |f | ďM , then
ˇ

ˇ

ˇ

ż

A
fpxq dx

ˇ

ˇ

ˇ
ďMνpAq.

Theorem A.91. Let A Ď Rn be bounded, and f : A Ñ R be a bounded integrable
function.

1. If A has measure zero, then
ż

A
fpxq dx “ 0.
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2. If fpxq ě 0 for all x P A, and
ż

A
fpxq dx “ 0, then the set

 

x P A
ˇ

ˇ fpxq ‰ 0
(

has measure zero.

Remark A.92. Combining Corollary A.82 and Theorem A.91, we conclude that
the integral of a bounded function over a compact set of measure zero is zero.

Remark A.93. Let A “ QX r0, 1s and f : AÑ R be the constant function f ” 1.
We have shown in Example A.78 that f is not Riemann integrable. We note that A
has no volume since BA “ r0, 1s which is not a set of measure zero. However, A has
measure zero since it consists of countable number of points.

1. Since f is continuous on A, the condition that A has volume in Corollary A.80
cannot be removed.

2. Since A has measure zero, the condition that f is Riemann integrable in Theorem
A.91 cannot be removed.

Theorem A.94 (Mean Value Theorem for Integrals). Let A be a subset of Rn

such that A has volume and is compact and connected. Suppose that f : A Ñ R is
continuous, then there exists x0 P A such that

ż

A

fpxq dx “ fpx0qνpAq .

The quantity 1

νpAq

ż

A
fpxq dx is called the average of f over A.

Definition A.95. Let A Ď Rn be a set and f : AÑ R be a function. For B Ď A,
the restriction of f to B is the function f

ˇ

ˇ

B
: AÑ R given by f |B “ f1B. In other

words,

f
ˇ

ˇ

B
pxq “

"

fpxq if x P B ,

0 if x P AzB .

The following lemma is a direct consequence of Proposition A.87 (a).

Lemma A.96. Let A Ď Rn be bounded, and f : A Ñ R be a bounded function.
Suppose that B Ď A, and f

ˇ

ˇ

B
is Riemann integrable over A. Then f is Riemann

integrable over B, and
ż

A

f
ˇ

ˇ

B
pxq dx “

ż

B

fpxq dx .
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Theorem A.97. Let A,B be bounded subsets of Rn be such that AXB has measure
zero, and f : AYB Ñ R be such that f

ˇ

ˇ

AXB
, f

ˇ

ˇ

A
and f

ˇ

ˇ

B
are all Riemann integrable

over AYB. Then f is integrable over AYB, and
ż

AYB

fpxq dx “

ż

A

fpxq dx`

ż

B

fpxq dx .

A.2.4 The Fubini Theorem

If f : ra, bs Ñ R is continuous, the fundamental theorem of Calculus can be applied to
computed the integral of f over ra, bs. In the following two sections, we focus on how
the integral of f over A Ď Rn, where n ě 2, can be computed if the integral exists.

Definition A.98. Let S “ A ˆ B be the product of two bounded sets A Ď Rn

and B Ď Rm, and f : S Ñ R be bounded. For each fixed x P A, the lower integral
of the function fpx, ¨q : B Ñ R is denoted by

ż

B
fpx, yq dy, and the upper integral

of fpx, ¨q : B Ñ R is denoted by
ż

B
fpx, yq dy. If for each x P A the upper integral

and the lower integral of fpx, ¨q : B Ñ R are the same, we simply write
ż

B
fpx, yq dy

for the integrals of fpx, ¨q over rc, ds. The integrals
ż

A
fpx, yq dx,

ż

A
fpx, yq dx and

ż

A
fpx, yq dx are defined in a similar way.

Now we state and prove the general Fubini Theorem.

Theorem A.99 (Fubini’s Theorem). Let A Ď Rn and B Ď Rm be rectangles, and
f : AˆB Ñ R be bounded. For x P Rn and y P Rm, write z “ px, yq. Then

ż

AˆB

fpzq dz ď

ż

A

´

ż

B

fpx, yqdy
¯

dx ď

ż

A

´

ż

B

fpx, yqdy
¯

dx ď

ż

AˆB

fpzq dz

(A.16)
and

ż

AˆB

fpzq dz ď

ż

B

´

ż

A

fpx, yqdx
¯

dy ď

ż

B

´

ż

A

fpx, yqdx
¯

dy ď

ż

AˆB

fpzq dz .

(A.17)
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In particular, if f : AˆB Ñ R is Riemann integrable, then

ż

AˆB

fpzq dz “

ż

A

´

ż

B

fpx, yqdy
¯

dx “

ż

A

´

ż

B

fpx, yqdy
¯

dx

“

ż

B

´

ż

A

fpx, yqdx
¯

dy “

ż

B

´

ż

A

fpx, yqdx
¯

dy .

Proof. It suffices to prove (A.16). Let ε ą 0 be given. Choose a partition P of AˆB

such that Lpf,Pq ą
ż

AˆB
fpzq dz ´ ε. Since P is a partition of A ˆ B, there exist

partition Px of A and partition Py of B such that P “
 

∆ “ Rˆ S
ˇ

ˇR P Px, S P Py
(

.
By Proposition A.87 and Corollary A.89, we find that
ż

A

´

ż

B

fpx, yq dy
¯

dx ě
ÿ

R PPx

ż

R

´

ÿ

S PPy

ż

S

fpx, yq dy
¯

dx

ě
ÿ

R PPx

ÿ

S PPy

ż

R

´

ż

S

fpx, yq dy
¯

dx

ě
ÿ

R PPx,S PPy

inf
px,yqPRˆS

fpx, yqνmpSqνnpRq

“
ÿ

∆PP
inf

px,yqP∆
fpx, yqνn`mp∆q “ Lpf,Pq ą

ż

AˆB

fpzqdz ´ ε .

Since ε ą 0 is given arbitrarily, we conclude that
ż

AˆB

fpzq dz ď

ż

B

´

ż

A

fpx, yqdx
¯

dy .

Similarly,
ż

A

´

ż

B
fpx, yqdy

¯

dx ď
ż

AˆB
fpzq dz; thus (A.16) is concluded. ˝

Corollary A.100. Let S Ď Rn be a bounded set with volume, ϕ1, ϕ2 : S Ñ R be
continuous maps such that ϕ1pxq ď ϕ2pxq for all x P S, A “

 

px, yq P Rn ˆ R
ˇ

ˇx P

S, ϕ1pxq ď y ď ϕ2pxq
(

, and f : AÑ R be continuous. Then f is Riemann integrable
over A, and

ż

A

fpx, yq dpx, yq “

ż

S

´

ż ϕ2pxq

ϕ1pxq

fpx, yq dy
¯

dx . (A.18)

Proof. Since BA has measure zero, and f is continuous on A, Corollary A.80 implies
that f is Riemann integrable over A. Let R be the smallest closed rectangle with sides
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parallel to the coordinate axes and S Ď R, and m “ min
xPS

ϕ1pxq and M “ max
xPS

ϕ2pxq.
Then A Ď R ˆ rm,M s; thus Theorem A.97 and the Fubini Theorem imply that

ż

A

fpx, yq dpx, yq “

ż

Rˆrm,Ms

f
A

px, yq dpx, yq “

ż

R

´

ż M

m

f
A

px, yq dy
¯

dx .

Let gpxq “
ż M

m
f
A

px, yq dy. Then gpxq “ 0 if x R S; thus with the help of Lemma

A.96 the identity above further implies that
ż

A

fpx, yq dpx, yq “

ż

R

gpxq1Spxq dx “

ż

S

gpxq dx “

ż

S

´

ż M

m

f
A

px, yq dy
¯

dx . (A.19)

On the other hand, for each fixed x P S, let Ax “
 

y P R
ˇ

ˇϕ1pxq ď y ď ϕ2pxq
(

. Then
f
A

px, yq “ fpx, yq1Axpyq for all px, yq P Rˆrm,M s or equivalently, f
A

px, ¨q “ fpx, ¨q|Ax

for all x P S; thus Proposition A.87 (a) implies that

ż M

m

f
A

px, yq dy “

ż

Ax

fpx, yq dy “

ż ϕ2pxq

ϕ1pxq

fpx, yq dy @x P S . (A.20)

Combining (A.19) and (A.20), we conclude (A.18). ˝

Example A.101. In this example we compute the volume of the n-dimensional unit
ball ωn. By the Fubini theorem,

ωn “

ż 1

´1

ż

?
1´x2

1

´
?

1´x2
1

¨ ¨ ¨

ż

?
1´x2

1´¨¨¨´x
2
n´1

´
?

1´x2
1´¨¨¨´x

2
n´1

dxn ¨ ¨ ¨ dx1 .

Note that the integral
ż

?
1´x2

1

´
?

1´x2
1

¨ ¨ ¨

ż

?
1´x2

1´¨¨¨´x
2
n´1

´
?

1´x2
1´¨¨¨´x

2
n´1

dxn ¨ ¨ ¨ dx2 is in fact ωn´1p1´x
2
1q

n´1
2 ;

thus

ωn “

ż 1

´1

ωn´1p1´ x
2
q
n´1

2 dx “ 2ωn´1

ż π
2

0

cosn θdθ . (A.21)

Integrating by parts,

ż π
2

0

cosn θ dθ “

ż π
2

0

cosn´1 θ dpsin θq “ cosn´1 θ sin θ
ˇ

ˇ

ˇ

θ“π
2

θ“0
` pn´ 1q

ż π
2

0

cosn´2 θ sin2 θ dθ

“ pn´ 1q

ż π
2

0

cosn´2 θp1´ cos2 θq dθ
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which implies that
ż π

2

0

cosn θ dθ “
n´ 1

n

ż π
2

0

cosn´2 θ dθ .

As a consequence,

ż π
2

0

cosn θ dθ “

$

’

’

&

’

’

%

pn´ 1qpn´ 3q ¨ ¨ ¨ 2

npn´ 2q ¨ ¨ ¨ 3

ż π
2

0
cos θ dθ if n is odd ,

pn´ 1qpn´ 3q ¨ ¨ ¨ 1

npn´ 2q ¨ ¨ ¨ 2

ż π
2

0
dθ if n is even ;

thus the recursive formula (A.21) implies that ωn “
2ωn´2

n
π . Further computations

shows that

ωn “

$

’

’

’

&

’

’

’

%

p2πq
n´1

2

npn´ 2q ¨ ¨ ¨ 3
ω1 if n is odd ,

p2πq
n´2

2

npn´ 2q ¨ ¨ ¨ 4
ω2 if n is even .

Let Γ be the Gamma function defined by Γptq “
ż 8

0
xt´1e´x dx for t ą 0. Then

Γpx ` 1q “ xΓpxq for all x ą 0, Γp1q “ 1 and Γ
`1

2

˘

“
?
π. By the fact that ω1 “ 2

and ω2 “ π, we can express ωn as

ωn “
π
n
2

Γ
`

n`2
2

˘ .

A.2.5 Change of Variables Formula

The Fubini theorem can be used to find the integral of a (Riemann integrable) function
over a rectangular domain if the iterated integrals can be evaluated; however, like the
integral of a function of one variable, in many cases we need to make use of several
changes of variables in order to transform the integral to another integral that can
be easily evaluated. In this section, we state the change of variables formula for the
integral of functions of several variables.

Theorem A.102 (Change of Variables Formula). Let U Ď Rn be an open bounded set,
and g : U Ñ Rn be an one-to-one C 1 mapping with C 1 inverse; that is, g´1 : gpUq Ñ U
is also continuously differentiable. Assume that the Jacobian of g, Jg “ detprDgsq,
does not vanish in U , and EĂĂU has volume. Then gpEq has volume. Moreover, if
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f : gpEq Ñ R is bounded and integrable, then pf ˝ gqJg is integrable over E, and
ż

gpEq

fpyq dy “

ż

E

pf ˝ gqpxq
ˇ

ˇJgpxq
ˇ

ˇ dx “

ż

E

pf ˝ gqpxq
ˇ

ˇ

ˇ

Bpg1, ¨ ¨ ¨ , gnq

B px1, ¨ ¨ ¨ , xnq

ˇ

ˇ

ˇ
dx .

Remark A.103. The condition that g has to be defined on a larger open set U can
be relaxed using the Monotone Convergence Theorem. See Theorem A.176 (another
change of variables formula for more general situations) for the precise statement.

A.3 Uniform Convergence and the Space of Contin-
uous Functions

A.3.1 Pointwise and Uniform Convergence

Definition A.104. Let pM,dq and pN, ρq be two metric spaces, A Ď M be a set,
and fk, f : AÑ N be functions for k “ 1, 2, ¨ ¨ ¨ . The sequence of function tfku8k“1 is
said to converge pointwise to f if

lim
kÑ8

ρ
`

fkpaq, fpaq
˘

“ 0 @ a P A.

We often write fk Ñ f p.w. if fk converges pointwise to f .
Let B Ď A be a subset. The sequence of functions tfku8k“1 is said to converge

uniformly to f on B (or tfku8k“1 converges to f uniformly on B) if

lim
kÑ8

sup
xPB

ρ
`

fkpxq, fpxq
˘

“ 0 .

In other words, tfku8k“1 converges uniformly to f on B if for every ε ą 0, DN ą 0

such that
ρ
`

fkpxq, fpxq
˘

ă ε @ k ě N and x P B .

Proposition A.105. Let pM,dq and pN, ρq be two metric spaces, A ĎM be a set,
and fk, f : AÑ N be functions for k “ 1, 2, ¨ ¨ ¨ . If tfku8k“1 converges uniformly to f
on A, then tfku8k“1 converges pointwise to f .

Proposition A.106 (Cauchy criterion for uniform convergence). Let pM,dq and
pN, ρq be two metric spaces, A Ď M be a set, and fk : A Ñ N be a sequence of
functions. Suppose that pN, ρq is complete. Then tfku8k“1 converges uniformly on
B Ď A if and only if for every ε ą 0, DN ą 0 such that

ρ
`

fkpxq, f`pxq
˘

ă ε @ k, ` ě N and x P B .
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Theorem A.107. Let pM,dq and pN, ρq be two metric spaces, A ĎM be a set, and
fk : AÑ N be a sequence of continuous functions converging to f : AÑ N uniformly
on A. Then f is continuous on A; that is,

lim
xÑa

fpxq “ lim
xÑa

lim
kÑ8

fkpxq “ lim
kÑ8

lim
xÑa

fkpxq “ fpaq .

Remark A.108. The uniform limit of sequence of continuous function might not
be uniformly continuous. For example, let A “ p0, 1q and fkpxq “

1

x
for all k P N.

Then tfku8k“1 converges uniformly to fpxq “ 1

x
, but the limit function is not uniformly

continuous on A.

Theorem A.109. Let I Ď R be a finite interval, fk : I Ñ R be a sequence of
differentiable functions, and g : I Ñ R be a function. Suppose that

 

fkpaq
(8

k“1

converges for some a P I, and tf 1ku8k“1 converges uniformly to g on I. Then

1. tfku8k“1 converges uniformly to some function f on I.

2. The limit function f is differentiable on I, and f 1pxq “ gpxq for all x P I; that
is,

lim
kÑ8

f 1kpxq “ lim
kÑ8

d

dx
fkpxq “

d

dx
lim
kÑ8

fkpxq “ f 1pxq .

Theorem A.110. Let fk : ra, bs Ñ R be a sequence of Riemann integrable functions
which converges uniformly to f on ra, bs. Then f is Riemann integrable, and

lim
kÑ8

ż b

a

fkpxqdx “

ż b

a

lim
kÑ8

fkpxqdx “

ż b

a

fpxqdx . (A.22)

Theorem A.111 (Dini’s Theorem). Let K be a compact set, and fk : K Ñ R be
continuous for all k P N such that tfku8k“1 converges pointwise to a continuous function
f : K Ñ R. Suppose that fk ď fk`1 for all k P N. Then tfku8k“1 converges uniformly
to f on K.

A.3.2 The Space of Continuous Functions

Definition A.112. Let pM,dq be a metric space, pV , } ¨ }q be a normed vector
space, and A ĎM be a subset. We define C pA;Vq as the collection of all continuous
functions on A with value in V ; that is,

C pA;Vq “
 

f : AÑ V
ˇ

ˇ f is continuous on A
(

.
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Let CbpA;Vq be the subspace of C pA;Vq which consists of all bounded continuous
functions on A; that is,

CbpA;Vq “
 

f P C pA;Vq
ˇ

ˇ f is bounded
(

.

Every f P CbpA;Vq is associated with a non-negative real number }f}8 given by

}f}8 “ sup
 

}fpxq}
ˇ

ˇx P A
(

“ sup
xPA

}fpxq}

The number }f}8 is called the sup-norm of f .

Proposition A.113. Let pM,dq be a metric space, pV , } ¨ }q be a normed vector
space, A ĎM be a subset.

1. C pA;Vq and CbpA;Vq are vector spaces.

2.
`

CbpA;Vq, } ¨ }8
˘

is a normed vector space.

3. If K ĎM is compact, then C pK;Vq “ CbpK;Vq.

Remark A.114. In general } ¨ }8 is not a “norm” on C pA;Vq. For example, the
function fpxq “ 1

x
belongs to C pp0, 1q;Rq and }f}8 “ 8. Note that to be a norm

}f}8 has to take values in R, and 8 R R.

Proposition A.115. Let pM,dq be a metric space, pV , } ¨ }q be a normed vector
space, A ĎM be a subset, and fk, f P CbpA;Vq for all k P N. Then tfku8k“1 converges
uniformly to f on A if and only if tfku8k“1 converges to f in

`

CbpA;Vq, } ¨ }8
˘

.

Theorem A.116. Let pM,dq be a metric space, pV , } ¨ }q be a normed vector space,
and A ĎM be a subset. If pV , } ¨ }q is complete, so is

`

CbpA;Vq, } ¨ }8
˘

.

Definition A.117. A Banach space is a complete normed vector space.

A.3.3 The Arzelà-Ascoli Theorem

In Dini’s theorem, we prove that in the space of continuous functions, under the addi-
tional assumption that the pointwise convergence is monotone, pointwise convergence
is uniform convergence. On the other hand, in general pointwise convergent sequences
of functions do not converge monotonically so monotone convergence is not a good
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criteria for uniform convergence. In this section, we investigate the difference between
pointwise convergence and uniform convergence. To be more precise, we are looking
for a condition such that

A pointwise convergence sequence of continuous functions satisfies
this condition if and only if this sequence converges uniformly.

This condition differentiates the pointwise convergence and the uniform convergence of
sequences of continuous functions, and will play an important role for judging whether
a subset of the space of continuous functions are compact or not.

Equi-continuous family of functions

The first part of this section is devoted to the investigation of the difference between
the pointwise convergence and the uniform convergence of sequence of continuous
functions.

Definition A.118. Let pM,dq be a metric space, pV , } ¨}q be a normed vector space,
and A ĎM be a subset. A subset B Ď CbpA;Vq is said to be equi-continuous if

@ ε ą 0, D δ ą 0 Q }fpx1q´fpx2q} ă ε whenever dpx1, x2q ă δ, x1, x2 P A, and f P B .

Remark A.119. 1. If B Ď CbpA;Vq is equi-continuous, and C is a subset of B,
then C is also equi-continuous.

2. In an equi-continuous set of functions B, every f P B is uniformly continuous.

Lemma A.120. Let pM,dq be a metric space, pV , } ¨ }q be a normed vector space,
and K Ď M be a compact subset. If B Ď C pK;Vq is pre-compact, then B is equi-
continuous.

Proof. Suppose the contrary that B is not equi-continuous. Then D ε ą 0 such that

@ k P N, Dxk, yk P K and fk P B Q dpxk, ykq ă
1

k
but }fkpxkq ´ fkpykq} ě ε .

Since B is pre-compact in
`

C pK;Vq, } ¨ }8
˘

and K is compact in pM,dq, there exists
a subsequence

 

fkj
(8

j“1
and txkju8j“1 such that

 

fkj
(8

j“1
converges uniformly to some
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function f P
`

C pK;Vq, } ¨ }8
˘

and txkju8j“1 converges to some a P K. We must also

have tykju8j“1 converges to a since dpxkj , ykjq ă
1

kj
.

Since f is continuous at a,

D δ ą 0 Q }fpxq ´ fpaq} ă
ε

5
if x P Dpa, δq XK.

Moreover, since
 

fkj
(8

j“1
converges to f uniformly on K and xkj , ykj Ñ a as j Ñ 8,

DN ą 0 such that

}fkjpxq ´ fpxq} ă
ε

5
if j ě N and x P K

and
dpxkj , aq ă δ and dpykj , aq ă δ if j ě N .

As a consequence, for all j ě N ,

ε ď }fkjpxkjq ´ fkjpykjq} ď }fkjpxkjq ´ fpxkjq} ` }fpxkjq ´ fpaq}

` }fpykjq ´ fpaq} ` }fpykjq ´ fkjpykjq} ă
4ε

5

which is a contradiction. ˝

Alternative proof of Lemma A.120. Suppose the contrary thatB is not equi-continuous.
Then D ε ą 0 such that

@ k P N, Dxk, yk P K and fk P B Q dpxk, ykq ă
1

k
but }fkpxkq ´ fkpykq} ě ε .

Since B is pre-compact in
`

C pK;Vq, } ¨ }8
˘

, there exists a subsequence
 

fkj
(8

j“1

converges to some function f in
`

C pK;Vq, } ¨ }8
˘

. By Proposition A.115,
 

fkj
(8

j“1

converges uniformly to f on K; thus there exists N1 ą 0 such that
›

›fkjpxq ´ fpxq
›

› ă
ε

4
@ j ě N1 and x P K .

Since f P C pK;Vq and K is compact, f is uniformly continuous on K; thus

D δ ą 0 Q }fpxq ´ fpyq} ă
ε

4
if dpx, yq ă δ and x, y P K .

For one of such a δ, there exists N2 ą 0 such that

dpxk, ykq ă δ @ k ě N2 .
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Therefore, dpxkj , ykjq ă δ if j ě N2 (this is because kj ě j for all j P N); thus for all
j ě maxtN1, N2u,

ε ď }fkjpxkjq ´ fkjpykjq}

ď }fkjpxkjq ´ fpxkjq} ` }fpxkjq ´ fpykjq} ` }fpykjq ´ fkjpykjq} ă
3ε

4

which is a contradiction. ˝

Corollary A.121. Let pM,dq be a metric space, pV , } ¨ }q be a normed vector space,
and K ĎM be a compact subset. If tfku8k“1 converges uniformly on K, then tfku8k“1

is equi-continuous.

Corollary A.121 shows that if tfku8k“1 converges uniformly on a compact set K,
then tfku8k“1 must be equi-continuous. The inverse statement, on the other hand,
cannot be true. For example, taking tfku8k“1 to be a sequence of constant functions
fkpxq “ k. Then tfku8k“1 obviously does not converge, not even any subsequence.
Therefore, we would like to study under what additional conditions, equi-continuity
of a sequence of functions (defined on a compact set K) indeed converges uniformly.
The following lemma is an answer to the question.

Lemma A.122. Let pM,dq be a metric space, pV , } ¨ }q be a Banach space, K ĎM

be a compact set, and tfku8k“1 Ď C pK;Vq be a sequence of equi-continuous functions.
If tfku8k“1 converges pointwise on a dense subset E of K (that is, E Ď K Ď clpEq),
then tfku8k“1 converges uniformly on K.

Proof. Let ε ą 0 be given. By the equi-continuity of tfku8k“1,

D δ ą 0 Q }fkpxq ´ fkpyq} ă
ε

3
if dpx, yq ă δ, x, y P K and k P N .

Since K is compact, K is totally bounded; thus

Dty1, ¨ ¨ ¨ , ymu Ď K Q K Ď

m
ď

j“1

D
`

yj,
δ

2

˘

.

By the denseness of E in K, for each j “ 1, ¨ ¨ ¨ ,m, D zj P E such that dpzj, yjq ă
δ

2
.

Moreover, D
`

yj,
δ

2

˘

Ď Dpzj, δq; thus K Ď
m
Ť

j“1

Dpzj, δq. Since tfku8k“1 converges

pointwise on E, tfkpzjqu8k“1 converges as k Ñ 8 for all j “ 1, ¨ ¨ ¨ ,m. Therefore,

DNj ą 0 Q }fkpzjq ´ f`pzjq} ă
ε

3
@ k, ` ě Nj .
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Let N “ maxtN1, ¨ ¨ ¨ , Nmu, then

}fkpzjq ´ f`pzjq} ă
ε

3
@ k, ` ě N and j “ 1, ¨ ¨ ¨ ,m .

Now we are in the position of concluding the lemma. If x P K, there exists zj P E
such that dpx, zjq ă δ; thus if we further assume that k, ` ě N ,

}fkpxq ´ f`pxq} ď }fkpxq ´ fkpzjq} ` }fkpzjq ´ f`pzjq} ` }f`pzjq ´ f`pxq} ă ε .

By Proposition A.106, tfku8k“1 converges uniformly on K. ˝

Remark A.123. Corollary A.121 and Lemma A.122 suggest that “a sequence
tfku

8
k“1 Ď C pK;Vq converges uniformly on K if and only if tfku8k“1 is equi-continuous

and pointwise convergent (on a dense subset of K)”.

Compact sets in C pK;Vq

The next subject in this section is to obtain a (useful) criterion of determining the
compactness (or pre-compactness) of a subset B Ď C pK;Vq which guarantees the
existence of a convergent subsequence

 

fkj
(8

j“1
of a given sequence tfku8k“1 Ď B in

`

C pK;Vq, } ¨ }8
˘

.

Lemma A.124 (Cantor’s Diagonal Process). Let E be a countable set, pV , } ¨ }q be
a Banach space, and fk : E Ñ V be a sequence of functions. Suppose that for each
x P E,

 

fkpxq
(8

k“1
is pre-compact in V. Then there exists a subsequence of tfku8k“1

that converges pointwise on E.

Proof. Since E is countable, E “ tx`u8`“1.

1. Since
 

fkpx1q
(8

k“1
is pre-compact in pV , } ¨ }q, there exists a subsequence

 

fkj
(8

j“1

such that
 

fkjpx1q
(8

j“1
converges in pV , } ¨ }q.

2. Since
 

fkpx2q
(8

k“1
is pre-compact in pV , } ¨ }q, the sequence

 

fkjpx2q
(8

j“1
Ď

 

fkpx2q
(8

k“1
has a convergent subsequence

 

fkj` px2q
(8

`“1
.

Continuing this process, we obtain a sequence of sequences S1, S2, ¨ ¨ ¨ such that

1. Sk consists of a subsequence of tfku8k“1 which converges at xk, and

2. Sk Ě Sk`1 for all k P N.
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Let gk be the k-th element of Sk. Then the sequence tgku8k“1 is a subsequence of
tfku

8
k“1 and tgku8k“1 converges at each point of E. ˝

The condition that “
 

fkpxq
(8

k“1
is pre-compact in V for each x P E” in Lemma

A.124 motivates the following

Definition A.125. Let pM,dq be a metric space, pV , } ¨ }q be a normed vector
space, and A Ď M be a subset. A subset B Ď CbpA;Vq is said to be pointwise

compact
pre-compact
bounded

if the set Bx ”
 

fpxq
ˇ

ˇ f P B
(

is
compact

pre-compact
bounded

in pV , } ¨ }q for all

x P A.

Now, we consider compact sets in C pK;Vq. Let B Ď C pK;Vq be a compact
set. Given a sequence tfku8k“1 Ď B, we would like to know if it is possible to find a
subsequence

 

fkj
(8

j“1
which converges in sup-norm. If there is a dense subset E of K

such that tfku8k“1 tfku
8
k“1 is pointwise pre-compact, by the Diagonal Process (Lemma

A.124) we can find a pointwise convergent subsequence
 

fkj
(8

j“1
. With the help of

Lemma A.122, we immediately know that by imposing the equi-continuity condition,
pointwise convergence implies uniform convergence. Therefore, naturally we require
that B satisfies pointwise pre-compactness and equi-continuous to guarantee that B
is a compact set of C pK;Vq.

The existence of a dense subset of a compact set K is guaranteed by the following

Lemma A.126. A compact set K in a metric space pM,dq is separable; that is, there
exists a countable subset E of K such that clpEq “ K.

Theorem A.127. Let pM,dq be a metric space, pV , } ¨ }q be a Banach space, K ĎM

be a compact set, and B Ď C pK;Vq be equi-continuous and pointwise pre-compact.
Then B is pre-compact in

`

C pK;Vq, } ¨ }8
˘

.

Proof. We show that every sequence tfku8k“1 in B has a convergent subsequence. Since
K is compact, there is a countable dense subset E of K (Lemma A.126), and the
diagonal process (Lemma A.124) suggests that there exists

 

fkj
(8

j“1
that converges

pointwise on E. Since E is dense in K, by Lemma A.122
 

fkj
(8

j“1
converges uniformly

on K; thus
 

fkj
(8

j“1
converges in

`

C pK;Vq, } ¨ }8
˘

by Proposition A.115. ˝



§A.3 Uniform Convergence and the Space of Continuous Functions 237

Remark A.128. Lemma A.120 and Theorem A.127 suggest that “a set B Ď C pK;Vq
is pre-compact if and only if B is equi-continuous and pointwise pre-compact”. (That
B is pre-compact implies that B is pointwise pre-compact is left as an exercise).

Corollary A.129. Let pM,dq be a metric space, and K Ď M be a compact set.
Assume that B Ď C pK;Rq is equi-continuous and pointwise bounded on K. Then
every sequence in B has a uniformly convergent subsequence.

Proof. By the Bolzano-Weierstrass theorem the boundedness of
 

fkpxq
(8

k“1
suggests

that
 

fkpxq
(8

k“1
is pre-compact for all x P E. Therefore, we can apply Theorem A.127

under the setting pV , } ¨ }q “ pR, | ¨ |q to conclude the corollary. ˝

The following theorem is the fundamental result on compact sets in C pK;Vq.

Theorem A.130 (The Arzelà-Ascoli Theorem). Let pM,dq be a metric space, pV , }¨}q
be a Banach space, K ĎM be a compact set, and B Ď C pK;Vq. Then B is compact
in

`

C pK;Vq, } ¨ }8
˘

if and only if B is closed, equi-continuous, and pointwise compact.

Proof. “ð” This direction is conclude by Theorem A.127 and the fact that B is closed.

“ñ” By Lemma A.120, it suffices to shows that B is pointwise compact. Let x P K and
 

fkpxq
(8

k“1
be a sequence in Bx. Since B is compact, there exists a subsequence

 

fkj
(8

j“1
that converges uniformly to some function f P B. In particular,

 

fkjpxq
(8

j“1
converges to fpxq P Bx. In other words, we find a subsequence

 

fkjpxq
(8

j“1
of

 

fkpxq
(8

k“1
that converges to a point in Bx. This implies that Bx

is sequentially compact; thus Bx is compact. ˝

A.3.4 The Contraction Mapping Principle and its Applica-
tions

Definition A.131. Let pM,dq be a metric space, and Φ : M ÑM be a mapping.
Φ is said to be a contraction mapping if there exists a constant k P r0, 1q such that

d
`

Φpxq,Φpyq
˘

ď kdpx, yq @x, y PM .

Definition A.132. Let pM,dq be a metric space, and Φ : M ÑM be a mapping.
A point x0 PM is called a fixed-point for Φ if Φpx0q “ x0.
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Theorem A.133 (Contraction Mapping Principle). Let pM,dq be a complete metric
space, and Φ : M ÑM be a contraction mapping. Then Φ has a unique fixed-point.

Proof. Let x0 PM , and define xn`1 “ Φpxnq for all n P NY t0u. Then

dpxn`1, xnq “ d
`

Φpxnq,Φpxn´1q
˘

ď kdpxn, xn´1q ď kndpx1, x0q ;

thus if n ą m,

dpxn, xmq ď dpxm, xm`1q ` dpxm`1, xm`2q ` ¨ ¨ ¨ ` dpxn´1, xnq

ď pkm ` km`1
` ¨ ¨ ¨ ` kn´1

qdpx1, x0q

ď kmp1` k ` k2
` ¨ ¨ ¨ qdpx1, x0q “

km

1´ k
dpx1, x0q . (A.23)

Since k P r0, 1q, lim
mÑ8

km

1´ k
dpx1, x0q “ 0; thus

@ ε ą 0, DN ą 0 Q dpxn, xmq ă ε @n,m ě N .

In other words, txnu8n“1 is a Cauchy sequence. Since pM,dq is complete, xn Ñ x as
nÑ 8 for some x PM . Finally, since Φpxnq “ xn`1 for all n P N, by the continuity
of Φ we obtain that

Φpxq “ lim
nÑ8

Φpxnq “ lim
nÑ8

xn`1 “ x

which guarantees the existence of a fixed-point.
Suppose that for some x, y PM , Φpxq “ x and Φpyq “ y. Then

dpx, yq “ d
`

Φpxq,Φpyq
˘

ď kdpx, yq

which suggests that dpx, yq “ 0 or x “ y. Therefore, the fixed-point of Φ is unique. ˝

Remark A.134. The proof of the contraction mapping principle also suggests an
iterative way, xk`1 “ Φpxkq, of finding the fixed-point of a contraction mapping Φ.
Using (A.23), the convergence rate of txmu8m“1 to the fixed-point x is measured by

dpxm, xq “ lim
nÑ8

dpxm, xnq ď
km

1´ k
dpx1, x0q .

Therefore, the smaller the contraction constant k, the faster the convergence.

Remark A.135. Theorem A.133 sometimes is also called the Banach fixed-point
theorem .
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The existence and uniqueness of the solution to ODEs

In this sub-section we are concerned with if there is a solution to the initial value
problem of ordinary differential equation:

x1ptq “ f
`

xptq, t
˘

@ t P rt0, t0 `∆ts, (A.24a)

xpt0q “ x0 , (A.24b)

where x : rt0, t0`∆ts Ñ Rn and f : Rnˆrt0, t0`∆ts Ñ Rn are vector-valued functions,
and x0 P Rn is a vector. Another question we would like to answer is “if (A.24) indeed
has a solution, is the solution unique?”

Theorem A.136 (Fundamental Theorem of ODE). Suppose that for some r ą 0,
f : Dpx0, rq ˆ rt0, T s Ñ Rn is continuous and is Lipschitz in the spatial variable; that
is,

DK ą 0 Q
›

›fpx, tq ´ fpy, tq
›

›

2
ď K}x´ y}2 @x, y P Dpx0, rq and t P rt0, T s .

Then there exists 0 ă ∆t ď T ´ t0 such that there exists a unique solution to (A.24).

Proof. For any x P C prt0, T s;Rnq, define

Φpxqptq “ x0 `

ż t

t0

f
`

xpsq, s
˘

ds .

We note that if xptq is a solution to (A.24), then x is a fixed point of Φ (for t P
rt0, t0 `∆ts). Therefore, the problem of finding a solution to (A.24) transforms to a
problem of finding a fixed-point of Φ.

To guarantee the existence of a unique fixed-point, we appeal to the contraction
mapping principle. To be able to apply the contraction mapping principle, we need to
specify the metric space pM,dq. Let

∆t “ min
!

T ´ t0,
r

Kr ` 2}fpx0, ¨q}8
,

1

2K

)

, (A.25)

and define
M “

!

x P C
`

rt0, t0 `∆ts;Rn
˘

ˇ

ˇ

ˇ
}x´ x0}8 ď

r

2

)

with the metric induced by the sup-norm } ¨ }8 of C
`

rt0, t0 `∆ts;Rn
˘

. Then
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1. We first show that Φ : M ÑM . To see this, we observe that

›

›Φpxq ´ x0

›

›

8

“

›

›

›

ż t

t0

f
`

xpsq, s
˘

ds
›

›

›

8
“

›

›

›

ż t

t0

“

f
`

xpsq, s
˘

´ fpx0, sq
‰

ds`

ż t

t0

fpx0, sqds
›

›

›

8

ď

ż t0`∆t

t0

›

›f
`

xpsq, s
˘

´ fpx0, sq
›

›

2
ds`

ż t0`∆t

t0

›

›fpx0, sq
›

›

2
ds

ď K

ż t0`∆t

t0

}xpsq ´ x0}2ds`∆t
›

›fpx0, ¨q
›

›

8

ď ∆t
”

K}x´ x0}8 `
›

›fpx0, ¨q
›

›

8

ı

;

thus if x PM , (A.25) implies that }Φpxq ´ x0}8 ď
r

2
.

2. Next we show that Φ is a contraction mapping. To see this, we compute
›

›Φpxq ´ Φpyq
›

›

8
for x, y PM and find that

›

›Φpxq ´ Φpyq
›

›

8
ď

›

›

›

ż t

t0

“

f
`

xpsq, s
˘

´ f
`

ypsq, s
˘‰

ds
›

›

›

8

ď

ż t0`∆t

t0

K}xpsq ´ ypsq}2ds ď K∆t}x´ y}8 ď
1

2
}x´ y}8 ;

thus Φ : M ÑM is a contraction mapping.

3. Finally we show that pM,dq is complete. It suffices to show that M is a closed
subset of C prt0, t0 `∆ts;Rnq. Let txku8k“1 be a uniformly convergent sequence
with limit x. Since }xkptq ´ x0}2 ď

r

2
for all t P rt0, t0 `∆ts, passing k to the

limit we find that }xptq ´ x0}2 ď
r

2
for all t P rt0, t0 `∆ts which implies that

}x´ x0}8 ď
r

2
; thus x PM .

Therefore, by the contraction mapping principle, there exists a unique fixed point
x PM which suggests that there exists a unique solution to (A.24). ˝

Remark A.137. In the iterative process above of solving ODE, the iterative relation

xk`1ptq “ x0 `

ż t

t0

f
`

xkpsq, s
˘

ds

is called the Picard iteration .
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A.4 The Inverse Function Theorem

The inverse function theorem is the primary tool to determine if a function has
an inverse. In general, as long as a function is not injective, we cannot define its
inverse. For example, the trigonometric functions y “ sinx, y “ cosx and y “ tanx

are periodic, so “global” inverse functions do not exist. However, we also know
that there are inverse functions of those functions such as y “ sin´1 x “ arcsinx,
y “ cos´1 x “ arctanx and y “ tan´1 x “ arctanx. The existence of such inverse
functions is due to the fact that we restrict the domain of the original trigonometric
functions so that they becomes one-to-one on those domains (so that their inverse
exist).

To know what condition might guarantee the existence of an inverse function in
a sufficiently small region, we first look at the case of functions of a single variable.
For the inverse function theorem for functions of a single variable to hold, we require
that the derivative does not vanish. We conjecture that the non-vanishing derivative
condition corresponds to the condition of the invertibility of the bounded linear map
pDfqpxq.

Suppose that f P C 1, then Theorem A.10 shows that if pDfqpx0q is invertible,
then in a neighborhood of x0 pDfq is also invertible. Therefore, the following inverse
function theorem uses only the condition that pDfq is invertible at one point.

Theorem A.138 (Inverse Function Theorem). Let D Ď Rn be open, x0 P D,
f : D Ñ Rn be of class C 1, and pDfqpx0q be invertible. Then there exist an open
neighborhood U of x0 and an open neighborhood V of fpx0q such that

1. f : U Ñ V is one-to-one and onto;

2. The inverse function f´1 : V Ñ U is of class C 1;

3. If x “ f´1pyq, then pDf´1qpyq “
`

pDfqpxq
˘´1;

4. If f is of class C r for some r ą 1, so is f´1.

Remark A.139. Since f´1 : V Ñ U is continuous, for any open subset W of U
fpWq “ pf´1q´1pWq is open relative to V, or fpWq “ O X V for some open set
O Ď Rn. In other words, if U is an open neighborhood of x0 given by the inverse



242 CHAPTER A. Review of Elementary Analysis

function theorem, then fpWq is also open for all open subsets W of U . We call this
property as f is a local open mapping at x0.

Remark A.140. Since pDfqpx0q P BpRn,Rnq, the condition that pDfqpx0q is in-
vertible can be replaced by that the determinant of the Jacobian matrix of f at x0 is
not zero; that is,

det
`“

pDfqpx0q
‰˘

‰ 0 .

The determinant of the Jacobian matrix of f at x0 is called the Jacobian of f at x0.

The Jacobian of f at x is sometimes denoted by Jf pxq or
Bpf1, ¨ ¨ ¨ , fnq

B px1, ¨ ¨ ¨ , xnq
.

Corollary A.141. Let U Ď Rn be open, f : U Ñ Rn be of class C 1, and pDfqpxq
be invertible for all x P U . Then fpWq is open for every open set W Ď U .

Having established the local version of inverse function theorem for functions of
several variables (Theorem A.138), next we focus on the existence of a global inverse
function. Based on the inverse function theorem for functions of a single variable,
we might conjecture again that the invertibility of pDfqpxq for all x guarantees the
existence of a global inverse function. The example below provides a counter-example;
in particlar, the condition that pDfq is invertible everywhere does not guarantee the
injectivity of functions.

Example A.142. Let f : R2 Ñ R2 be given by

fpx, yq “ pex cos y, ex sin yq .

Then
“

pDfqpx, yq
‰

“

«

ex cos y ´ex sin y

ex sin y ex cos y

ff

.

It is easy to see that the Jacobian of f at any point is not zero (thus pDfqpxq is
invertible for all x P R2). On the other hand, f is not globally one-to-one since
fpx, yq “ fpx, y ` 2πq, and hence cannot have a global inverse.

Theorem A.143 (Global Inverse Function). Let D Ď Rn be open, f : D Ñ Rn be
of class C 1, and pDfqpxq be invertible for all x P K. Suppose that K is a connected
compact subset of D, and f : BK Ñ Rn is one-to-one. Then f : K Ñ Rn is one-to-one.
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Proof. Define E “
 

x P K
ˇ

ˇ D y P K, y ‰ x Q fpxq “ fpyq
(

. Our goal is to show that
E “ H.
Claim 1: E is closed.
Proof of claim 1: Suppose the contrary that E is not closed. Then there exists
txku

8
k“1 Ď E, xk Ñ x as k Ñ 8 but x P KzE. Since xk P E, by the definition of E

there exists yk P E such that yk ‰ xk and fpxkq “ fpykq. By the compactness of K,
there exists a convergent subsequence

 

ykj
(8

j“1
of tyku8k“1 with limit y P K. Since

x R E and fpxkjq “ fpykjq Ñ fpyq as j Ñ 8, we must have x “ y; thus ykj Ñ x as
j Ñ 8.

Since pDfqpxq is invertible, by the inverse function theorem there exists δ ą 0 such
that f : Dpx, δq Ñ Rn is one-to-one. By the convergence of sequences

 

xkj
(8

j“1
and

 

ykj
(8

j“1
, there exists N ą 0 such that

xkj , ykj P Dpx, δq @ j ě N .

This implies that f : Dpx, δq Ñ Rn cannot be one-to-one
`

since xkj ‰ ykj but
f
`

xkj
˘

“ f
`

ykj
˘˘

, a contradiction. Therefore, E is closed.
Claim 2: E is open relative to K; that is, for every x P E, there exists an open set U
such that x P U and U XK Ď E.
Proof of claim 2: Let x1 P E. Then there is x2 P E, x2 ‰ x1, such that fpx1q “ fpx2q.
Since pDfqpx1q and pDfqpx2q are invertible, by the inverse function theorem there
exist open neighborhoods U1 of x1 and U2 of x2, as well as open neighborhoods V1,
V2 of fpx1q, such that f : U1 Ñ V1 and f : U2 Ñ V2 are both one-to-one and onto.
Since x1 ‰ x2, W.L.O.G. we can assume that U1 X U2 “ H. Since V1 X V2 is open,
the continuity of f implies that f´1pV1 X V2q “ O XD for some open set O; thus

f : U1 XO XK Ñ V1 X V2 X fpKq is one-to-one and onto ,

f : U2 XO XK Ñ V1 X V2 X fpKq is one-to-one and onto .

Let U “ U1 X O. Then every x P U XK corresponds to a unique rx P U2 X O XK

such that fpxq “ fprxq. Since U1 X U2 “ H, we must have x ‰ rx. Therefore, x P E, or
equivalently, U XK Ď E.

Now we show that E “ H. Since K is connected, E is open relative to K and E
is closed, E “ K or E “ H. Suppose the case that E “ K. Let x P BK Ď E. Then
there exists y P E such that y ‰ x and fpxq “ fpyq. Since f : BK Ñ Rn is one-to-one,
y R BK. Therefore, we have shown that if E “ K, then fpBKq Ď f

`

intpKq
˘

.
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Since K is compact and f is continuous, fpKq is compact; thus there is b P Rn

such that b R fpKq. Consider the function ϕ : K Ñ R defined by

ϕpxq “
1

2
}fpxq ´ b}2Rn “

1

2

n
ÿ

j“1

|fipxq ´ bi|
2 .

Then ϕ is a continuous function on K; thus ϕ attains its maximum at x0 P K. Since
fpBKq Ď f

`

intpKq
˘

, we can assume that x0 P intpKq; thus pDϕqpx0q “ 0. As a
consequence,

“

pDfqpx0q
‰T“

fpx0q ´ b
‰

“ 0 .

By the choice of b, fpx0q ´ b ‰ 0; thus we must have that pDfqpx0q is not invertible,
a contradiction. ˝

The following corollary can be obtained by the extension argument and applying
the global inverse function theorem.

Corollary A.144. Let Ω Ď Rn be a connected Hk`1-domain for some k ą
n

2
, and

f : Ω Ñ Rn be an Hk`1-map such that detp∇fq ą 0 in sΩ. If f : BΩ Ñ Rn is injective,
then f : Ω Ñ Rn is one-to-one.

A.5 The Monotone and Bounded Convergence The-
orems

Now we turn our attention to the validity of (A.22) if tfku8k“1 converges pointwise
to f . When the uniform convergence is removed from the assumptions, the limit
function f may not be Riemann integrable. Moreover, even if the limit function f
is Riemann integrable, there are counter-examples for the validity of (A.22). In this
section, we provide two theorems in which the conditions of the uniform convergence
of the sequence of functions is replaced by some other condition to guarantee the
convergence of the integrals to the integral of the limit function.

We begin with the following lemma, which focuses on the approximation of a
non-negative bounded function by continuous functions in a certain sense.

Lemma A.145. Let f : ra, bs Ñ R be a non-negative bounded function. Then for
each ε ą 0, there exist continuous non-negative functions g, h : ra, bs Ñ R such that
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0 ď g, h ď f and
ż b

a

fpxq dx ă

ż b

a

gpxq dx` ε and
ż b

a

fpxq dx ą

ż b

a

hpxq dx´ ε .

Proof. We only prove the case for the lower integral.
Let ε ą 0 be given, and P “

 

a “ x0 ă x1 ă ¨ ¨ ¨ ă xn´1 ă xn “ b
(

be a partition

of ra, bs such that Lpf,Pq ą
ż b

a
fpxqdx ´

ε

2
. Let spxq be the (non-negative) step

function given by

spxq “
n´1
ÿ

k“1

inf
xPrxk´1,xks

fpxq1rxk´1,xkqpxq ` inf
xPrxn´1,bs

1rxn´1,bspxq

which is a linear combination of characteristic functions. Then
ż b

a

fpxq dx ă

ż b

a

spxq dx`
ε

2
(A.26)

since the integral of s over ra, bs is exactly the lower sum Lpf,Pq. On the other hand,
for such a simple function s we can always find non-negative continuous function
g : ra, bs Ñ R (for example, g can be a trapezoidal function) such that g ď s and

ż b

a

spxq dx ă

ż b

a

gpxq dx`
ε

2
. (A.27)

•

•
a“x0

˝

•

•
x1

˝

•

•
x2

˝

•

•
x3

˝

•
x4

¨ ¨ ¨ •

•xn´2

˝

•

•xn´1

•

•
xn“b

s :
g :

Figure A.3: One way of constructing g given simple function s

The combination of (A.26) and (A.27) then concludes the lemma. ˝

The Dini Theorem (Theorem A.111) suggests that the monotone pointwise con-
vergence of sequence of continuous functions to continuous functions on a compact
set is in fact uniform. Therefore, the monotone pointwise convergence of a sequence
of functions seems to possess better convergence behavior. In fact, in terms of the
convergence of the integrals this is almost the case, and we have the following
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Theorem A.146. Let tfku8k“1 be a decreasing sequence of bounded functions on
ra, bs; that is, fk ě fk`1 for all k P N. If lim

kÑ8
fkpxq “ 0 for all x P ra, bs, then

lim
kÑ8

ż b

a

fkpxq dx “ 0
´

“

ż b

a

lim
kÑ8

fkpxq dx
¯

.

Proof. Let ε ą 0 be given. By Lemma A.145, for each k P N there exists a continuous
function gk : ra, bs Ñ R such that 0 ď gk ď fk and

ż b

a

fkpxq dx ă

ż b

a

gkpxq dx`
ε

2k`1
. (A.28)

Define hk “ mintg1, ¨ ¨ ¨ , gku. Then hk is continuous on ra, bs, hk ě hk`1, and 0 ď

hk ď gk ď fk for all k P N. Since tfku8k“1 converges pointwise to the zero function,
lim
kÑ8

hkpxq “ 0 for all x P ra, bs; thus the Dini theorem implies that thku8k“1 converges
uniformly to the zero function on ra, bs. Therefore, by Theorem A.110 there exists
N ą 0 such that

ż b

a

hkpxq dx ă
ε

4
@ k ě N . (A.29)

On the other hand, for 1 ď ` ď k, maxtg`, ¨ ¨ ¨ , gku ď maxtf`, ¨ ¨ ¨ , fku “ f`; thus
ż b

a

`

maxtg`, ¨ ¨ ¨ , gku ´ g`
˘

dx ď

ż b

a

f`pxq dx´

ż b

a

g`pxq dx ă
ε

2``1
.

Moreover, for each 1 ď j ď k,

0 ď gk “ gj`pgk´gjq ď gj`
`

maxtgj, ¨ ¨ ¨ , gku´gj
˘

ď gj`
k´1
ÿ

`“1

`

maxtg`, ¨ ¨ ¨ , gku´g`
˘

,

so for x P ra, bs and k P N, choosing 1 ď j ď k such that hkpxq “ gjpxq, the inequality
above implies that

0 ď gkpxq ď hkpxq `
k´1
ÿ

`“1

`

maxtg`, ¨ ¨ ¨ , gkupxq ´ g`pxq
˘

@x P ra, bs .

As a consequence,

0 ď

ż b

a

gkpxq dx ď

ż b

a

hkpxq dx`
k´1
ÿ

`“1

ε

2``1
ď

ż b

a

hkpxq dx`
ε

2
;

thus (A.28) and (A.29) imply that

0 ď

ż b

a

fkpxqdx ă ε @ k ě N . ˝



§A.5 The Monotone and Bounded Convergence Theorems 247

Corollary A.147 (Monotone Convergence Theorem). Let fk : ra, bs Ñ R be a
sequence of Riemann integrable functions such that tfku8k“1 converges pointwise to a
Riemann integrable function f on ra, bs. Suppose that fk ď fk`1 for all k P N. Then

ż b

a

fpxq dx “ lim
kÑ8

ż b

a

fkpxq dx .

Proof. Let gk “ f ´ fk. Then tgku8k“1 is a decreasing sequence of bounded functions
on ra, bs and lim

kÑ8
gkpxq “ 0 for all x P ra, bs. Therefore, the integrability of fk and f ,

as well as Theorem A.146, imply that

0 “ lim
kÑ8

ż b

a

gkpxq dx “ lim
kÑ8

ż b

a

pf ´ fkqpxq dx “ lim
kÑ8

ż b

a

pf ´ fkqpxqdx

“

ż b

a

fpxq dx´ lim
kÑ8

ż b

a

fkpxq dx . ˝

Corollary A.148 (Arzelà’s Bounded Convergence Theorem). Let fk : ra, bs Ñ R
be a sequence of Riemann integrable functions such that tfku8k“1 converges pointwise to
a Riemann integrable function f on ra, bs. Suppose that there exists a constant M ą 0

such that
ˇ

ˇfkpxq
ˇ

ˇ ďM for all x P ra, bs and k P N. Then

ż b

a

fpxq dx “ lim
kÑ8

ż b

a

fkpxq dx .

Proof. Let ε ą 0 be given. Define gnpxq “ sup
kěn

|fkpxq ´ fpxq|. Then tgnu8n“1 is a

decreasing sequence of bounded functions on ra, bs and lim
nÑ8

gnpxq “ 0 for all x P ra, bs.

Therefore, Theorem A.146 implies that there exists N ą 0 such that
ż b

a

gnpxq dx ă ε @n ě N .

Moreover, observing that 0 ď
ˇ

ˇfkpxq ´ fpxq
ˇ

ˇ ď gkpxq for all k P N, by the integrability
of fk and f we conclude that

ż b

a

ˇ

ˇfkpxq ´ fpxq
ˇ

ˇ dx “

ż b

a

ˇ

ˇfkpxq ´ fpxq
ˇ

ˇ dx ď

ż b

a

gkpxq dx ă ε @ k ě N . ˝

Combining the Fubini theorem with Theorem A.146, we can conclude the Monotone
Convergence Theorem and the Bounded Convergence Theorem for multiple integrals.
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Theorem A.149 (Monotone Convergence Theorem). Let A be a rectangle in Rn,
and fk : A Ñ R be Riemann integrable for all k P N such that tfku8k“1 converges
pointwise to a Riemann integrable function f on A. Suppose tfku8k“1 is a monotone

sequence of functions; that is, fk ď fk`1 or fk ě fk`1 for all k P N. Then
ż

A

fpxq dx “ lim
kÑ8

ż

A

fkpxq dx .

Proof. W.L.O.G. we assume that fk ě fk`1 for all k P N. We first prove the case

n “ 2 and write A “ ra, bs ˆ rc, ds. Define gkpxq “
ż d

c

`

fkpx, yq ´ fpx, yq
˘

dy . Then

gk ě gk`1 for all k P N. Moreover, Theorem A.146 implies that tgku8k“1 converges
pointwise to 0, and the Fubini theorem (Theorem A.99) implies that gk is Riemann
integrable over ra, bs for all k P N. Therefore, by the monotone convergence theorem
for functions of one variable (Corollary A.147) we find that

0 “ lim
kÑ8

ż b

a

gkpxq dx “ lim
kÑ8

ż b

a

´

ż d

c

`

fkpx, yq ´ fpx, yq
˘

dy
¯

dx

“ lim
kÑ8

ż

A

`

fkpx, yq ´ fpx, yq
˘

dA .

Now suppose that the conclusion holds for the case n “ N . Then for n “ N ` 1, write
A “ R ˆ rc, ds for some rectangle R in RN , and define gk by

gkpx1, ¨ ¨ ¨ , xNq “

ż d

c

`

fkpx1, ¨ ¨ ¨ , xN`1q ´ fpx1, ¨ ¨ ¨ , xN`1q
˘

dxN`1 .

Then Theorem A.146 again implies that tgku8k“1 converges monotonically to 0 on R,
and the Fubini theorem (Theorem A.99) implies that gk is Riemann integrable over R
for all k P N. Write x1 “ px1, ¨ ¨ ¨ , xNq. Then the validity of the monotone convergence
theorem for N -tuple integrals implies that

0 “ lim
kÑ8

ż

R

gkpx
1
q dx1 “ lim

kÑ8

ż

R

´

ż d

c

`

fkpx
1, xN`1q ´ fpx

1, xN`1q
˘

dxN`1

¯

dx1

“ lim
kÑ8

ż

A

`

fkpxq ´ fpxq
˘

dx . ˝

Theorem A.150 (Bounded Convergence Theorem). Let A be a rectangle in Rn, and
fk : AÑ R be Riemann integrable for all k P N such that tfku8k“1 converges pointwise
to a Riemann integrable function f on A. Suppose that there exists a constant M ą 0
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such that
ˇ

ˇfkpxq
ˇ

ˇ ďM for all x P A and k P N. Then
ż

A

fpxq dx “ lim
kÑ8

ż

A

fkpxq dx .

Proof. Write A “ ra1, b1s ˆ ¨ ¨ ¨ ˆ ran, bns. For 1 ď j ď n´ 1, define

g
pjq
k px1, ¨ ¨ ¨ , xjq “

ż bj`1

aj`1

¨ ¨ ¨

ż bn

an

sup
`ěk

ˇ

ˇf`px1, ¨ ¨ ¨ , xnq ´ fpx1, ¨ ¨ ¨ , xnq
ˇ

ˇ dxn ¨ ¨ ¨ dxj`1 .

Then gpjqk : ra1, b1s ˆ ¨ ¨ ¨ ˆ raj, bjs Ñ R is a bounded decreasing sequence of functions
for all j P t1, ¨ ¨ ¨ , n´ 1u. Moreover, since tfku8k“1 converges pointwise to f , we must
have

lim
kÑ8

sup
`ěk

ˇ

ˇf`px1, ¨ ¨ ¨ , xnq´fpx1, ¨ ¨ ¨ , xnq
ˇ

ˇ “ lim sup
kÑ8

ˇ

ˇf`px1, ¨ ¨ ¨ , xnq´fpx1, ¨ ¨ ¨ , xnq
ˇ

ˇ “ 0 .

Therefore, Theorem A.146 implies that that tgpn´1q
k u8k“1 converges pointwise to 0 on

ra1, b1s ˆ ¨ ¨ ¨ ˆ ran´1, bn´1s. By the fact that

g
pjq
k px1, ¨ ¨ ¨ , xjq “

ż bj`1

aj`1

g
pj`1q
k px1, ¨ ¨ ¨ , xj`1q dxj`1 ,

we also find that tgpn´2q
k u8k“1 converges pointwise to 0. By induction, we conclude that

tg
pjq
k u

8
k“1 converges pointwise to 0 for all j P t1, ¨ ¨ ¨ , n´ 1u; thus Theorem A.146 and

the Fubini theorem (Theorem A.99) imply that

0 “ lim
kÑ8

ż b1

a1

g
p1q
k px1q dx1

“ lim
kÑ8

ż b1

a1

¨ ¨ ¨

ż bn

an

sup
`ěk

ˇ

ˇf`px1, ¨ ¨ ¨ , xnq ´ fpx1, ¨ ¨ ¨ , xnq
ˇ

ˇ dxn ¨ ¨ ¨ dx1

ě lim sup
kÑ8

ż b1

a1

¨ ¨ ¨

ż bn

an

ˇ

ˇfkpx1, ¨ ¨ ¨ , xnq ´ fpx1, ¨ ¨ ¨ , xnq
ˇ

ˇ dxn ¨ ¨ ¨ dx1

ě lim sup
kÑ8

ż

A

ˇ

ˇfkpxq ´ fpxq
ˇ

ˇdx “ lim sup
kÑ8

ż

A

ˇ

ˇfkpxq ´ fpxq
ˇ

ˇdx . ˝

Remark A.151. 1. If A is a bounded set with volume, we can choose a rectangle
S Ě A and consider gk “ f

A

k as well as g “ f
A. Then gk, g : S Ñ R satisfy the

assumptions in Theorem A.149 and A.150; thus Lemma A.96 implies that

lim
kÑ8

ż

A

fkpxq dx “ lim
kÑ8

ż

R

gkpxq dx “

ż

R

gpxq dx “

ż

A

fpxq dx .
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In other words, the Monotone Convergence Theorem and the Bounded Con-
vergence Theorem holds for more general domain A, or to be more precise, for
bounded set A with volume.

2. The Monotone Convergence Theorem (MCT) can be viewed as a corollary of the
Bounded Convergence Theorem (BCT) since under the assumptions of MCT, we
can apply BCT

`

choose M “ max
 

sup
xPA

fpxq, sup
xPA

f1pxq
(˘

directly to conclude

the MCT. Here we prove MCT without the help of BCT to demonstrate the
power of the Fubini Theorem.

On the other hand, unlike the case in the theory of Lebesgue integrals we cannot
prove BCT using MCT since the infimum or supremum of a sequence of Riemann
integrable functions might not be Riemann integrable anymore.

A.6 Improper Integrals

The Riemann integral deals with the “integrals” of bounded functions over bounded
sets; however, often times we need to integrate unbounded functions over unbounded
sets, such as finding the area under an unbounded function above x-axis. The improper
integral is an answer to this particular situation.

A.6.1 Definition and basic properties

Let A Ď Rn be a set whose boundary BA has measure zero, and f : A Ñ R be
non-negative such that the collection of points of discontinuity of f has measure zero;
that is,

the set
 

x P A
ˇ

ˇ f is discontinuous at x
(

has measure zero .

If A is bounded and f is bounded, then the Lebesgure Theorem (Theorem A.77 or
Remark A.81) implies that f is Riemann integrable over A. Now suppose that A is
unbounded but f is still bounded. Define Ak “ AXDp0, kq and fk “ f1Ak ; that is,
fk is the restriction of f to Ak or

fkpxq “

"

fpxq if x P Ak ,
0 otherwise .

(A.30)
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By the fact that BpAXDp0, kqq Ď BAY BDp0, kq, BAk has measure zero for all k ą 0;
thus Corollary A.79 implies that Ak has volume. By the fact that

 

x P Ak
ˇ

ˇ fk is discontinuous at x
(

Ď BAk Y
 

x P A
ˇ

ˇ f is discontinuous at x
(

,

we find that fk is Riemann integrable over Ak, and Theorem A.97 implies that
ż

Ak

fpxq dx “

ż

Ak

fkpxq dx “

ż

A

fkpxq dx .

Since 0 ď fk ď fk`1 for all k P N and tfku8k“1 converges pointwise to f , in view of the
Monotone Convergence Theorem (Theorem A.149) (which has to be proved for the
case of improper integrals), we intend to define the integral of (bounded function) f
over (unbounded set) A by

ż

A

fpxq dx “ lim
kÑ8

ż

A

fkpxq dx

if the limit exists. We remark that if f is not sign-definite, then tfku8k“1 defined by
(A.30) no longer converges monotonically to f .

Now suppose that A is bounded but f is unbounded. Define fk by

fkpxq “ pf ^kqpxq “ mintfpxq, ku “

"

fpxq if fpxq ď k ,

k otherwise .
(A.31)

Then clearly
 

x P A
ˇ

ˇ fk is discontinuous at x
(

Ď
 

x P A
ˇ

ˇ f is discontinuous at x
(

;
thus fk is Riemann integrable over A. Since 0 ď fk ď fk`1 for all k P N and tfku8k“1

converges pointwise to f , in view of the Monotone Convergence Theorem (Theorem
A.149) again we intend to define the integral of (unbounded function) f over (bounded
set) A by

ż

A

fpxq dx “ lim
kÑ8

ż

A

fkpxq dx

if the limit exists.

Remark A.152. Instead of (A.31), one might want to define fk by

fkpxq “

"

fpxq if fpxq ď k ,

0 otherwise .

The sequence tfku8k“1 still monotonically converges to f ; however, it is not easy to
see if the collection of points of discontinuity of fk has measure zero since the set
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x P A
ˇ

ˇ fpxq “ k
(

could be large. In other words, by defining fk in this way we do
not know the integrability of fk over A; thus it is meaningless to define the improper

integral as the limit of
ż

A
fkpxq dx.

Finally we consider the case that A is an unbounded set and f is unbounded on
A. Several ways of defining the improper integrals are possible. One approach is to
define the improper integral of f over A by

ż

A

fpxq dx “ lim
kÑ8

ż

AXDp0,kq

fpxq dx ,

where
ż

AXDp0,kq
fpxq dx is itself the improper integral of (unbounded) f over (bounded)

AXDp0, kq. Another approach is to define the improper integral of f over A by
ż

A

fpxq dx “ lim
kÑ8

ż

A

pf ^kqpxq dx ,

where
ż

A
pf ^kqpxq dx is itself the improper integral of (bounded) pf ^kq over (un-

bounded) A. We shall prove that these two approaches lead to the same limit.

Suppose that α “ lim
kÑ8

ż

AXDp0,kq
fpxq dx and β “ lim

kÑ8

ż

A
pf ^ kqpxq dx for some

α, β P R. Let ε ą 0 be given. Then there exists L ą 0 such that

0 ď α ´

ż

AXDp0,`q

fpxq dx ă
ε

2
@ ` ě L .

By the definition of improper integral of unbounded function over bounded set, for
each ` P N there exists Np`q ą 0 such that

0 ď

ż

AXDp0,`q

fpxq dx´

ż

AXDp0,`q

pf ^kqpxq dx ă
ε

2
@ k ě Np`q .

W.L.O.G. we can assume that Np`q ě `; thus if k ě NpLq,

0 ď α ´

ż

AXDp0,kq

pf ^kqpxq dx

“ α ´

ż

AXDp0,Lq

fpxq dx`

ż

AXDp0,Lq

fpxq dx´

ż

AXDp0,Lq

pf ^kqpxq dx

`

ż

AXDp0,Lq

pf ^kqpxq dx´

ż

AXDp0,kq

pf ^kqpxq dx

ă
ε

2
`
ε

2
`

ż

AXDp0,Lq

pf ^kqpxq dx´

ż

AXDp0,kq

pf ^kqpxq dx ď ε ,



§A.6 Improper Integrals 253

where the last inequality is concluded by the non-negativity of f^k and the inclusion
Dp0, Lq Ď Dp0, kq. In other words, we proved that

α “ lim
kÑ8

ż

AXDp0,kq
fpxq dx “ lim

kÑ8

ż

AXDp0,kq

pf ^kqpxq dx . (A.32)

Similar argument can be used to show that β “ lim
kÑ8

ż

AXDp0,kq
pf ^kqpxq dx; thus we

established the identity α “ β. We note that the integral
ż

AXDp0,kq
pf ^ kqpxq dx is

monotone increasing in k by the non-negativity of f , so the limit lim
kÑ8

ż

AXDp0,kq
pf ^

kqpxq dx either is finite or diverges to infinite.

The discussion above motivates the following

Definition A.153. Let A Ď Rn be a set whose boundary BA has measure zero, and
f : AÑ R be a non-negative function such that the collection of points of discontinuity
of f has measure zero. f is said to be integrable over A if the limit

ż

A

fpxq dx ” lim
kÑ8

ż

AXDp0,kq

pf ^kqpxq dx (A.33)

is finite, and in such a case
ż

A
fpxq dx is called the integral of f over A.

Remark A.154. 1. For non-negative function f : A :Ñ R (with f and A satisfying

assumptions in Definition A.153), if the limit
ż

AXDp0,kq
fpxq dx is infinite, we still

call
ż

A
fpxq dx the integral of f over A. However, in this case f is not integrable

over A.

2. Let A Ď Rn and f : AÑ R be given in Definition A.153. If F Ď A is a measure
zero set whose boundary BF also has measure zero, then

ż

F

fpxq dx “ lim
kÑ8

ż

FXDp0,kq

pf ^kqpxq dx “ 0 ,

where Theorem A.91 is used to evaluate the integral.

3. By the Monotone Convergence Theorem (Theorem A.149), (A.33) always holds
if f : A Ñ R is Riemann integrable; thus Riemann integrable functions are
integrable.
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Note that by defining the improper integrals in this way, several properties listed
in Theorem A.90 also hold. For example, if 0 ď f ď g and f, g : AÑ R are integrable,
then

ż

A
fpxq dx ď

ż

A
gpxq dx. Moreover, a result similar to Theorem A.97 also holds.

To be more precise , we state the result as follows.

Theorem A.155. Let A,B Ď Rn be sets whose boundaries BA and BB have measure
zero, and f : AYB Ñ R be a non-negative function such that the collection of points
of discontinuity of f has measure zero. If AXB has measure zero, then

ż

AYB

fpxq dx “

ż

A

fpxq dx`

ż

B

fpxq dx .

Proof. To simplify the notation, for each k P N we let fk “ f^k, and Ak “ AXDp0, kq

as well as Bk “ B XDp0, kq. Since

BpAk YBkq “ B
`

pAYBq XDp0, kq
˘

Ď BpAYBq Y BDp0, kq Ď BAY BB Y BDp0, kq ,

BpAk XBkq “ B
`

pAXBq XDp0, kq
˘

Ď BpAXBq Y BDp0, kq Ď BAY BB Y BDp0, kq ,

we find that under the assumptions of this theorem, AkYBk and AkXBk have volume
for each k P N. Therefore, Remark A.81 implies that for each k P N, fk1Ak , fk1Bk and
fk1AkXBk are all Riemann integrable over Ak YBk. Since Ak XBk has measure zero,
Theorem A.97 implies that

ż

pAYBqXDp0,kq

pf ^kq dx “

ż

AkYBk

fkpxq dx “

ż

Ak

fkpxq dx`

ż

Bk

fkpxq dx

“

ż

AXDp0,kq

pf ^kq dx`

ż

BXDp0,kq

pf ^kq dx ,

and the theorem is concluded by passing k to the limit. ˝

Example A.156. Let f : r1,8q Ñ R be given by fpxq “ xp for some p P R. If
p ą 0, then f is unbounded, and in this case

pf ^kqpxq “

#

xp if 1 ď x ě k
1
p ,

k if x ą k
1
p ;

thus

ż

r1,8qXp´k,kq

pf ^kqpxq dx “

ż k
1
p

1

xpdx`

ż k

k
1
p

kdx “
1

p` 1
pk1` 1

p ´ 1q ` kpk ´ k
1
p q
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whose limit (as k Ñ 8) does not exist.
When p ď 0, f is bounded by 1 on r1,8q. Therefore,

ż

r1,8qXp´k,kq

pf ^kqpxq dx “

ż k

1

fpxqdx “

$

&

%

1

p` 1
pkp`1 ´ 1q if p ‰ ´1 ,

log k if p “ ´1 .

It is easy to see that the limit (as k Ñ 8) exists only when p ă ´1. Therefore, f is
integrable over p0, 1q if p ă ´1, and in this case

ż

r1,8q

fpxq dx “ lim
kÑ8

1

p` 1
pkp`1

´ 1q “ ´
1

p` 1
.

Example A.157. Let f : p0, 1q Ñ R be given by fpxq “ xp for some p P R. If
p ě 0, f is continuous on p0, 1q, so f is Riemann integrable over p0, 1q. If p ă 0, f is
unbounded on p0, 1q, so the Riemann integral of f no longer makes sense. Nevertheless,
we can find the improper integral of f using (A.33): for each k P N,

pf ^kqpxq “

#

xp if x ě k
1
p ,

k if 0 ă x ă k
1
p ;

thus
ż 1

0

pf ^kqpxq dx “

ż k
1
p

0

kdx`

ż 1

k
1
p

xpdx “

$

&

%

1

p` 1
ppk1` 1

p ` 1q if p ‰ ´1 ,

1` log k if p “ ´1 .

It is easy to see that the limit (as k Ñ 8) exists only when p ą ´1. Therefore, f is
integrable over p0, 1q if p ą ´1, and in this case

ż

p0,1s

fpxqdx “ lim
kÑ8

1

p` 1
ppk1` 1

p ` 1q “
1

p` 1
.

Those who are familiar with the improper integrals introduced in Calculus might
be confused with the way we compute the improper integrals in Example A.156 and
A.157. In fact, there are other ways of evaluating the improper integrals for functions
of one variable, and the following theorem is useful for this particular purpose.

Theorem A.158. 1. Let f : ra,8q Ñ R be bounded, non-negative, and continuous
except perhaps on a set of measure zero. Then

ż

ra,8q

fpxq dx “ lim
RÑ8

ż R

a

fpxq dx . (A.34)
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2. Let f : pa, bs Ñ R be non-negative, bounded on ra ` ε, bs for all ε ą 0, and
continuous except perhaps on a set of measure zero. Then

ż

pa,bs

fpxq dx “ lim
εÑ0`

ż b

a`ε

fpxq dx . (A.35)

Proof. 1. For each R ą 0 sufficiently large, define MR “ sup
xPra,Rs

fpxq. Then for large

R ą 0,
ż R

a

fpxq dx “

ż R

a

pf ^MRqpxq dx ď

ż

ra,8q

fpxq dx .

Passing R to the limit, we find that

lim
RÑ8

ż R

a

fpxq dx ď

ż

ra,8q

fpxq dx . (A.36)

On the other hand, note that for k ě |a|,
ż

pa,8sXp´k,kq

pf ^kqpxq dx “

ż k

a

pf ^kqpxq dx ď

ż k

a

fpxq dx ď lim
RÑ8

ż R

a

fpxq dx .

Passing k to the limit, we find that
ż

ra,8q

fpxq dx “ lim
kÑ8

ż

pa,8sXp´k,kq

pf ^kqpxq dx ď lim
RÑ8

ż R

a

fpxq dx . (A.37)

Combining (A.36) and (A.37), we conclude (A.34).

2. For each ε ą 0 sufficiently small, define Mε ” sup
xPra`ε,bs

fpxq. Then for small

ε ą 0,
ż b

a`ε

fpxq dx “

ż b

a`ε

pf ^Mεqpxq dx ď

ż

pa,bs

fpxq dx .

Passing ε to the limit, we find that

lim
εÑ0`

ż b

a`ε

fpxq dx ď

ż

pa,bs

fpxq dx . (A.38)

On the other hand, note that
ż b

a

pf ^kqpxq dx “ lim
εÑ0`

ż b

a`ε

pf ^kqpxq dx ď lim
εÑ0`

ż b

a`ε

fpxq dx .

Passing k to the limit, we find that
ż b

a

fpxq dx “ lim
εÑ0`

ż

pa,bsXp´k,kq

pf ^kqpxq dx ď lim
εÑ0`

ż b

a`ε

fpxq dx . (A.39)

Combining (A.38) and (A.39), we concluded (A.35). ˝
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Remark A.159. In view of (A.34) and (A.35), we also have the following notation
for improper integrals for functions of one variable:

ż 8

a

fpxq dx ”

ż

ra,8q

fpxq dx and
ż b

a

fpxq dx “

ż

pa,bs

fpxq dx .

Example A.160. Let fpxq “ xp as in Example A.156 and A.157. Since

ż R

1

xp dx “

$

&

%

1

p` 1
pRp`1 ´ 1q if p ‰ ´1 ,

logR if p “ ´1 ,

and
ż 1

ε

xp dx “

$

&

%

1

p` 1
p1´ ε1`pq if p ‰ ´1 ,

´ log ε if p “ ´1 ,

by Theorem A.158 we find that f is integrable over r1,8q if and only if p ă ´1 and f
is integrable over p0, 1s if and only if p ą ´1. These are the conclusions that we have
obtained in Example A.156 and A.157.

Example A.161 (The Gamma function). For each t ą 0, define Γptq “
ż 8

0
xt´1e´x dx.

1. For 1 ď t ă 8, the integrand is bounded and non-negative. In fact, xt´1e´x ď

Mte
´x

2 for some constant Mt ą 0 (we can choose Mt “ sup
xPr0,8q

xt´1e´
x
2 ). Since

ż R

0

xt´1e´x dx ď

ż R

0

Mte
´x

2 dx ď ´2Mte
´x

2

ˇ

ˇ

ˇ

x“R

x“0
ď 2Mt ă 8 ;

we find that Γptq is well-defined for 1 ď t ă 8.

2. For 0 ă t ă 1, the integrand is unbounded near 0; thus by Theorem A.155 we
rewrite

ż 8

0

xt´1e´x dx “

ż 1

0

xt´1e´x dx`

ż 8

1

xt´1e´
x
2 e´

x
2 dx .

Since xt´1e´x ď xt´1 on p0, 1s and xt´1e´x ď e´x on r1,8q, for ε ą 0 we have
ż 1

ε

xt´1e´xdx ď

ż 1

ε

xt´1dx “
1

t
xt
ˇ

ˇ

ˇ

1

x“ε
“

1

t
p1´ εtq ď

1

t

and for R ą 1,
ż R

1

xt´1e´xdx ď

ż R

1

e´xdx “ ´e´x
ˇ

ˇ

ˇ

x“R

x“1
“ e´1

´ e´R ď e´1 .

Therefore, Γptq is also well-defined for 0 ă t ă 1.
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The following theorem provides different ways of computing the improper (multiple)
integrals.

Theorem A.162. Let A Ď Rn be a set whose boundary BA has measure zero, and
f : A Ñ R be non-negative such that the collection of points of discontinuity of
f has measure zero. Then f is integrable over A if and only if for each sequence
tBku

8
k“1 Ď Rn of bounded sets with volume satisfying

1. Bk Ď Bk`1 for all k P N;

2. for all R ą 0 we have Dp0, Rq Ď Bk for sufficient large k P N;

the limit lim
kÑ8

ż

AXBk

pf ^kqpxq dx exists.

Proof. “ð” Simply choose Bk “ Dp0, kq to conclude the integrability of f over A.

“ñ” For each ` P N, there exists Np`q ě ` such that Dp0, `q Ď Bk for all k ě Np`q.
Then
ż

AXDp0,`q

pf^`qpxq dx ď

ż

AXBk

pf^`qpxq dx ď

ż

AXBk

pf^kqpxq dx @ k ě Np`q .

Since
ż

AXBk

pf^kqpxq dx “
ż

A

`

pf^kq1Bk
˘

pxq dx ď
ż

A
fpxq dx, by the sandwich

lemma we conclude that
ż

A

fpxq dx “ lim
`Ñ8

ż

AXDp0,`q

pf ^ `qpxq dx “ lim
kÑ8

ż

AXBk

pf ^kqpxq dx . ˝

In other words, as long as tBku
8
k“1 “expands to the whole space”, one can evaluate

the improper integral using
ż

A

fpxq dx “ lim
kÑ8

ż

AXBk

pf ^kqpxq dx .

One particular sequence of sets tBku
8
k“1 is given by Bk “ r´k, ks ˆ ¨ ¨ ¨ ˆ r´k, ks.

Example A.163. Consider the improper integral
ż 8

´8

e´x
2
dx. Instead of evaluating

this improper integral directly, we consider the improper integral
ż

R2

e´px
2`y2q dA.

Note that Theorem A.162 suggests that
ż

R2

e´px
2`y2q dA “ lim

kÑ8

ż

r´k,ksˆr´k,ks

e´px
2`y2q dA “ lim

kÑ8

ż

Dp0,kq

e´px
2`y2q dA .
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By the Fubini theorem,

lim
kÑ8

ż

r´k,ksˆr´k,ks

e´px
2`y2q dA “ lim

kÑ8

ż k

´k

´

ż k

´k

e´px
2`y2qdy

¯

dx “
´

ż 8

´8

e´x
2

dx
¯2

,

while the change of variables formula (with px, yq “ pr cos θ, r sin θq) implies that

lim
kÑ8

ż

Dp0,kq

e´px
2`y2q dA “ lim

kÑ8

ż

r0,ksˆr0,2πs

e´r
2

rdpr, θq “ lim
kÑ8

ż 2π

0

´

ż k

0

e´r
2

rdr
¯

dθ

“ lim
kÑ8

ż 2π

0

´e´r
2

´2

ˇ

ˇ

ˇ

r“k

r“0

¯

dθ “ lim
kÑ8

πp1´ e´k
2

q “ π .

Since
ż 8

´8

e´x
2
dx ě 0, we must have

ż 8

´8

e´x
2

dx “
?
π .

Now we define the improper integrals for general functions. We imitate the idea of
truncation (that is, f ^k if f ě 0) and define

fkpxq “

$

’

&

’

%

fpxq if |fpxq| ď k ,

k if fpxq ą k ,

´k if fpxq ă ´k .

Note that fk “ p´kq_pf ^kq “ pf`^kq ´ pf´^kq, where _ outputs the maximum
of values from both sides of _, and f` “ maxtf, 0u “ f _ 0 and f´ “ maxt´f, 0u “

p´fq _ 0 are the positive part and the negative part of f , respectively. Moreover, if
the collection of points of discontinuity of f has measure zero, so does the collection
of points of discontinuity of fk. In other words, fk is integrable over AXDp0, kq for
all k P N.

As in the previous discussion, we intend to define the improper integral of f over

A as the limit of
ż

AXDp0,kq
fkpxq dx (as k Ñ 8) provided that the limit exists.

Definition A.164. Let A Ď Rn be a set whose boundary BA has measure zero,
and f : AÑ R be a function such that the collection of points of discontinuity of f

has measure zero. f is said to be integrable if the limit
ż

A

fpxq dx ” lim
kÑ8

ż

AXDp0,kq

`

p´kq_pf ^kq
˘

pxqdx

“ lim
kÑ8

ż

AXDp0,kq

`

pf`^kqpxq ´ pf´^kqpxq
˘

dx
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exists, and in such case
ż

A
fpxq dx is called the integral of f over A.

Note that if f is not sign-definite, the integral
ż

AXDp0,kq

`

p´kq_pf^kqpxq
˘

dx is in

general not monotone in k; thus in general we do not even know if the limit superior
and limit inferior of the integral agree. The following test, similar to the one introduced
in the series, provided a useful criterion for the integrability of functions.

Theorem A.165 (Comparison Test). Let A Ď Rn be a set whose boundary BA
has measure zero, f, g : A Ñ R be functions such that the collection of points of
discontinuity of f and g have measure zero. If |f | ď g on A and g is integrable over
A, then f is integrable over A.

Proof. To simplify the notation, for each k P N we let fk “ p´kq_ f ^k and define

Ik “
ż

AXDp0,kq
fkpxq dx. Since

ˇ

ˇ

`

p´kq_ϕ^k
˘

pxq ´ ϕpxq
ˇ

ˇ ď ψpxq ´ pψ^kqpxq if |ϕ| ď ψ and k P N , (A.40)

where the validity of (A.40) is left as an exercise, we have for k ě `,

ˇ

ˇfkpxq ´ f`pxq
ˇ

ˇ ď
ˇ

ˇfkpxq ´ fpxq
ˇ

ˇ`
ˇ

ˇf`pxq ´ fpxq
ˇ

ˇ ď gpxq ´ pg^kqpxq ` gpxq ´ pg^ `qpxq

ď 2
`

gpxq ´ pg^ `qpxq
˘

.

As a consequence, for k ě `,

|Ik ´ I`| “
ˇ

ˇ

ˇ

ż

AXDp0,kq

fkpxq dx´

ż

AXDp0,`q

f`pxq dx
ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ż

AXDp0,kqzDp0,`q

fkpxq dx´

ż

AXDp0,`q

`

fkpxq ´ f`pxq
˘

dx
ˇ

ˇ

ˇ

ď

ż

AXDp0,kqzDp0,`q

gpxq dx` 2

ż

AXDp0,`q

`

gpxq ´ pg^ `qpxq
˘

dx

“

ż

AXDp0,kq

gpxq dx´

ż

AXDp0,`q

gpxq dx` 2

ż

AXDp0,`q

`

gpxq ´ pg^ `qpxq
˘

dx .

Since g is integrable, identity (A.32) then implies that lim
kě`
`Ñ8

|Ik ´ I`| “ 0; thus tIku8k“1

is Cauchy. The absolute convergence of
ż

A
fpxq dx is trivial since f˘ ď g. ˝
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Example A.166. Let f : r0,8q Ñ R be given by fpxq “ sinx

x2 ` 1
. Then

ˇ

ˇfpxq
ˇ

ˇ ď

1

x2 ` 1
and the function y “ 1

x2 ` 1
is integrable over r0,8q since

lim
RÑ8

ż R

0

1

x2 ` 1
dx “ lim

RÑ8
tan´1 x

ˇ

ˇ

ˇ

x“R

x“0
“ lim

RÑ8
tan´1R “

π

2
.

Even though the limit of the integral
ż

AXDp0,kq

`

p´kq _ pf ^kqpxq
˘

dx might not

exists; however, there are special cases that the limit of the integral above exists

(including the possibility that it diverges to infinity). For example, if the limit
lim
kÑ8

ż

AXDp0,kq
pf`^kqpxq dx or lim

kÑ8

ż

AXDp0,kq
pf´^kqpxq dx is finite, then

ż

AXDp0,kq

`

p´kq_pf ^kqpxq
˘

dx “ lim
kÑ8

ż

AXDp0,kq

`

pf`^kqpxq ´ pf´^kqpxq
˘

dx

“ lim
kÑ8

ż

AXDp0,kq

pf`^kqpxq dx´ lim
kÑ8

ż

AXDp0,kq

pf´^kqpxq dx .

This observation motivates the following

Definition A.167. Let A Ď Rn be a set whose boundary BA has measure zero,
and f : AÑ R be an integrable function. The improper integral

ż

A
fpxq dx is said to

be absolutely convergent if
ż

A

f`pxq dx ă 8 and
ż

A

f´pxq dx ă 8 ,

and in this case
ż

A
fpxq dx “

ż

A
f`pxq dx´

ż

A
f´pxq dx, and f is said to be absolutely

integrable over A.
The improper integral

ż

A
fpxq dx is said to be conditionally convergent if

ż

A

f`pxq dx “

ż

A

f´pxq dx “ 8 .

Example A.168. Let f : r0,8q Ñ R be given by fpxq “
sinx

x
. Then for all

0 ă r ă R, using the integration by parts formula we obtain that

ˇ

ˇ

ˇ

ż R

r

sinx

x
dx

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

1´ cosx

x

ˇ

ˇ

ˇ

x“R

x“r
`

ż R

r

1´ cosx

x2
dx

ˇ

ˇ

ˇ
ď

2

R
`

2

r
`

ż R

r

2

x2
dx “

4

r
.
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Let Ik “
ż k

0

sinx

x
dx. Then the inequality above implies that tIku8k“1 is Cauchy in R,

so the limit
ż 8

0

sinx

x
dx “ lim

kÑ8
Ik exists. However,

ż 8

0

f`pxq dx “
8
ÿ

k“1

ż p2k´1qπ

p2k´2qπ

sinx

x
dx ě

8
ÿ

k“1

1

p2k ´ 1qπ

ż p2k´1qπ

p2k´2qπ

sinxdx “
2

π

8
ÿ

k“1

1

2k ´ 1
“ 8

and
ż 8

0

f´pxq dx “
8
ÿ

k“1

ż 2kπ

p2k´1qπ

´ sinx

x
dx ě

8
ÿ

k“1

1

2kπ

ż 2kπ

p2k´1qπ

p´ sinxqdx “
1

π

8
ÿ

k“1

1

k
“ 8 .

Therefore, the improper integral
ż 8

0

sinx

x
dx is conditionally convergent.

Remark A.169. For absolutely integrable function f : A Ñ R, one can compute
the integral of f over A by

ż

A

fpxq dx “ lim
kÑ8

´

ż

AXDp0,kq

`

pf`^kqpxq ´ pf´^kqpxq
˘

dx
¯

“ lim
kÑ8

ż

AXDp0,kq

`

pf`^kqpxq dx´ lim
kÑ8

ż

AXDp0,kq

pf´^kqpxq
˘

dx

“ lim
kÑ8

ż

AXDp0,kq

f`pxq dx´ lim
kÑ8

ż

AXDp0,kq

f´pxq dx

“ lim
kÑ8

ż

AXDp0,kq

`

f`pxq ´ f´pxq
˘

dx “ lim
kÑ8

ż

AXDp0,kq

fpxq dx . (A.41)

where (A.32) is used to conclude the third equality. In (A.41), the set Dp0, kq can also
be replaced by increasing sequence of set tBku

8
k“1 as introduced in Theorem A.162.

A.6.2 The Monotone Convergence Theorem and the Domi-
nated Convergence Theorem

In the remaining part of this section, we present some important theorems introduced
in Section A.2.4 and A.2.5 under the new settings of improper integrals. Since the
improper integrals are defined as the limit of Riemann integrals, we first need to
prove those convergence theorems, including the Monotone Convergence Theorem
and the Dominated Convergence Theorem (the improper integral version of Bounded
Convergence Theorem) for improper integrals, and then apply the Fubini theorem and
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the change of variables formula for Riemann integrals to conclude the counter-parts for
improper integrals by passing to the limit. To summarize briefly, the Fubini theorem
and the change of variables formula can be proved for absolutely integrable functions,
and the absolute integrability of a function can often be seen using the Tonelli Theorem
which will also be presented.

Noting that since we are concerned with the improper integrals, the sequence of
functions under consideration in general can be unbounded, so the assumption that the
sequence of functions is uniformly bounded by a constant in the Bounded Convergence
Theorem in general is pointless.

Theorem A.170 (Dominated Convergence Theorem). Let A Ď Rn be a set whose
boundary BA has measure zero, f : A Ñ R be a function such that the collection
of points of discontinuity of f has measure zero, and fn : A Ñ R be non-negative
integrable for all n P N such that tfnu8n“1 converges pointwise to f . Suppose that there
exists an integrable function g such that |fn| ď g for all n P N. Then f is integrable,
and

ż

A

fpxq dx “ lim
nÑ8

ż

A

fnpxq dx .

Proof. Since
ˇ

ˇfnpxq
ˇ

ˇ ď gpxq for all x P A,
ˇ

ˇfpxq
ˇ

ˇ ď gpxq for all x P A. By the
integrability of g, the comparison test (Theorem A.165) implies that f is also integrable.

Let ε ą 0 be given. Since f, g are integrable, there exists K ą 0 such that

0 ď

ż

A

gpxq dx´

ż

AXDp0,kq

pg^kqpxq dx ă
ε

3
@ k ě K (A.42)

and
ˇ

ˇ

ˇ

ż

A

fpxq dx´

ż

AXDp0,kq

`

p´kq_pf ^kq
˘

pxq dx
ˇ

ˇ

ˇ
ă
ε

3
@ k ě K .

Moreover, since p´kq_pfn^kq Ñ p´kq_pf^kq p.w. as nÑ 8 (due to the pointwise
convergence of tfnu8n“1 to f), and

ˇ

ˇp´kq_pfn^kq
ˇ

ˇ ď k on AXDp0, kq, the Bounded
Convergence Theorem (Theorem A.150) implies that for each k P N there exists
Npkq ą 0 such that

ˇ

ˇ

ˇ

ż

AXDp0,kq

`

p´kq_pfn^kq
˘

pxq dx´

ż

AXDp0,kq

`

p´kq_pf^kq
˘

pxq dx
ˇ

ˇ

ˇ
ă
ε

3
@n ě Npkq .
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Note that by Theorem A.155, (A.42) also suggests that for k ě K,
ż

AXDp0,kqA
gpxq dx “

ż

A

gpxq dx´

ż

AXDp0,kq

gpxq dx

ă
ε

3
`

ż

AXDp0,kq

pg^kqpxq dx´

ż

AXDp0,kq

gpxq dx ď
ε

3
.

We also note that by Theorem A.155 again,
ˇ

ˇ

ˇ

ż

A

fpxq dx´

ż

A

fnpxq dx
ˇ

ˇ

ˇ
ď

ˇ

ˇ

ˇ

ż

A

fpxq dx´

ż

AXDp0,Kq

`

p´Kq_pf ^Kq
˘

pxq dx
ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ż

AXDp0,Kq

`

p´Kq_pf ^Kq
˘

pxq dx´

ż

AXDp0,Kq

`

p´Kq_pfn^Kq
˘

pxq dx
ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ż

AXDp0,Kq

`

p´Kq_pfn^Kq
˘

pxq dx´

ż

AXDp0,Kq

fnpxq dx
ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ

ż

AXDp0,KqA
fnpxq dx

ˇ

ˇ

ˇ
,

and by the fact that
ˇ

ˇfn
ˇ

ˇ ď g, (A.40) implies that
ˇ

ˇ

`

p´Kq_pfn^Kq
˘

pxq ´ fnpxq
ˇ

ˇ ď gpxq ´ pg^Kqpxq .

Therefore, for n ě NpKq,
ˇ

ˇ

ˇ

ż

A

fpxq dx´

ż

A

fnpxq dx
ˇ

ˇ

ˇ

ă
2ε

3
`

ż

AXDp0,Kq

`

gpxq ´ pg^Kqpxq
˘

dx`

ż

AXDp0,KqA
gpxq dx

ď
2ε

3
`

ż

A

gpxq dx´

ż

AXDp0,kq

pg^Kqpxq dx ă ε . ˝

The Monotone Convergence Theorem for improper integrals, unlike the case in
the Riemann integrals, is no longer an immediate consequence of the Dominated
Convergence Theorem since the “integral” of the limit function might be infinite. It
requires a little bit more attention to get proved.

Theorem A.171 (Monotone Convergence Theorem for Improper Integrals). Let
A Ď Rn be a set whose boundary BA has measure zero, f : AÑ R be a function such
that the collection of points of discontinuity of f has measure zero, and fn : AÑ R
be non-negative integrable for all n P N such that tfnu8n“1 converges pointwise to f .
Suppose that tfnu8n“1 is a monotone sequence of functions; that is, fn ě fn`1 or
fn ď fn`1 for all n P N. Then

ż

A

fpxq dx “ lim
nÑ8

ż

A

fnpxq dx .
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Proof. W.L.O.G. we assume that 0 ď fn ď fn`1 for all n P N for in another case
we let gn “ f1 ´ fn which constitutes an increasing non-negative integrable sequence
of functions with limit f1 ´ f . Moreover, by the Dominated Convergence Theorem

(Theorem A.170), we only need to consider the case that
ż

A
fpxq dx “ 8 and show

that lim
nÑ8

ż

A
fnpxq dx “ 8. We also assume the non-trivial case that

ż

A
fnpxq dx ă 8

for all n P N.
Let M ą 0 be given. Since

ż

A
fpxq dx “ 8, there exists K ą 0 such that

ż

AXDp0,kq

pf ^kqpxq dx ě 2M @ k ě K .

By the Monotone Convergence Theorem for Riemann integrals (Theorem A.149), for
each k P N there exists Npkq ą 0 such that

´M ď

ż

AXDp0,kq

pfn^kqpxq dx´

ż

AXDp0,kq

pf ^kqpxq dx ď 0 @n ě Npkq .

Therefore, for all k ě K and n ě NpKq,
ż

A

fnpxq dx “

ż

A

fnpxq dx´

ż

AXDp0,Kq

pfn^Kqpxq dx`

ż

AXDp0,Kq

pfn^Kqpxq dx

´

ż

AXDp0,Kq

pf ^Kqpxq dx`

ż

AXDp0,Kq

pf ^Kqpxq dx

ě

ż

A

fnpxq dx´

ż

AXDp0,kq

pfn^kqpxq dx`M .

Passing k to the limit, we find that
ż

A
fnpxq dx ěM for all n ě NpKq. ˝

A.6.3 The Fubini theorem and the Tonelli theorem

Now we present the Fubini theorem. In the case of improper integrals, for the Fubini
Theorem to hold it requires absolute integrability of functions.

Theorem A.172 (Fubini). Let A Ď Rn and B Ď Rm be sets whose boundary BA
and BB have measure zero in Rn and Rm, respectively, and f : A ˆ B Ñ R be a
function such that fpx, ¨q is integrable over B for all x P A and fp¨, yq is integrable
over A for all y P B. If f is absolutely integrable over AˆB, then

ż

AˆB

fpx, yqdpx, yq “

ż

A

´

ż

B

fpx, yqdy
¯

dx “

ż

B

´

ż

A

fpx, yqdx
¯

dy .
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Proof. We only prove the first equality since the proof for the other one is similar.
First we note that if fpx, ¨q is integrable over B for all x P A, so are f`px, ¨q

and f´px, ¨q. Since
ż

BXr´k,ksm
pf`^kqpx, yqdy and

ż

BXr´k,ksm
pf´^kqpx, yqdy are both

increasing in k and bounded from above, by the Monotone Convergence Theorem
(Theorem A.171),

ż

BXr´k,ksm
f`px, yqdy Õ

ż

B

f`px, yqdy as k Ñ 8

and
ż

BXr´k,ksm
f´px, yqdy Õ

ż

B

f´px, yqdy as k Ñ 8 .

By the Monotone Convergence Theorem again, we find that

lim
kÑ8

ż

AXr´k,ksn

´

ż

BXr´k,ksm
pf`^kqpx, yqdy

¯

dy “

ż

A

´

ż

B

f`px, yqdy
¯

dx ă 8

and

lim
kÑ8

ż

AXr´k,ksn

´

ż

BXr´k,ksm
pf´^kqpx, yqdy

¯

dy “

ż

A

´

ż

B

f´px, yqdy
¯

dx ă 8 .

By Theorem A.162 and the Fubini theorem (Theorem A.99),
ż

AˆB

fpx, yqdpx, yq

“ lim
kÑ8

”

ż

pAˆBqXr´k,ksn`m

“

pf`^kqpx, yq ´ pf´^kqpx, yq
‰

dpx, yq
ı

“ lim
kÑ8

ż

AXr´k,ksn

´

ż

BXr´k,ksn

“

pf`^kqpx, yq ´ pf´^kqpx, yq
‰

dy
¯

dx

“

ż

A

´

ż

B

f`px, yqdy
¯

dx´

ż

A

´

ż

B

f´px, yqdy
¯

dx “

ż

A

´

ż

B

fpx, yqdy
¯

dx .

˝

Evaluating integrals by integrating iteratively, which is the main idea of the
Fubini theorem, is an important tool to compute integrals. Therefore, how to check
the absolute integrability of functions so that the Fubini theorem can be applied
is an important subject. So far the only test we have for determining the absolute
integrability of functions is the comparison test (Theorem A.165); however, for a given
function f sometimes it is not easy to find an absolutely integrable upper bound.
Nevertheless, we can compute the integral of |f | by computing the iterated integrals
of |f | directly (without knowing if we can do this first), thanks to the Tonelli theorem.
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Theorem A.173 (Tonelli). Let A Ď Rn and B Ď Rm be sets such that boundary
BpA ˆ Bq, BA and BB have measure zero in Rn`m, Rn and Rm, respectively, and
f : AˆB Ñ R be a non-negative function satisfying

1. the collection of points of discontinuity of f has measure zero in Rn`m;

2. the collection of points of discontinuity of fpx, ¨q has measure zero in Rm for all
x P A;

3. the collection of points of discontinuity of
ż

B
fp¨, yq dy has measure zero in Rn.

Then
ż

AˆB

fpx, yqdpx, yq “

ż

A

´

ż

B

fpx, yqdy
¯

dx . (A.43)

Remark A.174. If A Ď Rn and B Ď Rm are rectangular sets (not necessarily
bounded), then BpA ˆ Bq, BA and BB have measure zero in Rn`m, Rn and Rm,
respectively. In general, the requirement for BpAˆBq, BA and BB have measure zero
(in corresponding spaces) is used to guaranteed that the truncation of f and fpx, ¨q

and
ż

B
fp¨, yq dy are Riemann integrable over truncated sets pA ˆ Bq X r´k, ksn`m,

B X r´k, ksm and AX r´k, ksn.

We also note that even if f : AˆB Ñ R is continuous, F pxq ”
ż

B
fpx, yq dy might

still be discontinuous at some points. For example, let A “ r´1, 1s, B “ r1,8q and
fpx, yq “ |x|y´1´|x|. Then

F pxq “

"

0 if x “ 0 ,

1 otherwise ,

which is discontinuous at x “ 0. In general, we do not know if the collection of points
of discontinuity of F has measure zero in Rn even if f is continuous on AˆB.

Proof of Theorem A.173. We first prove that for each ` P N,
ż

pAXr´`,`snqˆB

pf ^ `qpx, yqdpx, yq “

ż

AXr´`,`sn

´

ż

B

pf ^ `qpx, yqdy
¯

dx . (A.44)

Once the identity above is proved, then by the fact that
 

pf^`q1r´`,`snˆB
(8

`“1
converges

to f pointwise and the convergence is monotone, the Monotone Convergence Theorem
(Theorem A.171) implies (A.43) immediately.
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Let ` P N be fixed. For each k ě `, define gkpxq “
ż

BXr´k,ksm
pf^`qpx, yq dy. Then

gk ď gk`1 for all k Ñ N, and the Monotone Convergence Theorem (Theorem A.171)
suggests that

lim
kÑ8

gkpxq “

ż

B

pf ^ `qpx, yqdy @x P A .

In other words, tgku8k“1 converges pointwise to
ż

B
pf ^ `qp¨, yqdy. Therefore, we apply

the Monotone Convergence Theorem again to conclude that

lim
kÑ8

ż

AXr´`,`sn
gkpxq dx “

ż

AXr´`,`sn

´

ż

B

pf ^ `qpx, yq dy
¯

dx .

On the other hand, the Fubini theorem (Theorem A.99) implies that
ż

AXr´`,`sn
gkpxq dx “

ż

pAXr´`,`snqˆpBXr´k,ksmq

pf ^ `qpx, yqdpx, yq ;

thus the Monotone Convergence Theorem (Theorem A.171) implies that

lim
kÑ8

ż

AXr´`,`sn
gkpxq dx “

ż

pAXr´`,`snqˆB

pf ^ `qpx, yqdpx, yq

which concludes (A.44). ˝

Corollary A.175. Let A Ď Rn and B Ď Rm be sets such that boundary BpAˆBq,
BA and BB have measure zero in Rn`m, Rn and Rm, respectively, f : A Ñ R and
g : B Ñ R be absolutely integrable. Then the function h : A ˆ B Ñ R given by
hpx, yq “ fpxqgpyq is absolutely integrable, and

ż

AˆB

hpx, yqdpx, yq “
´

ż

A

fpxq dx
¯´

ż

B

gpyq dy
¯

.

Proof. By Theorem A.73, the collection of points of discontinuity of |h| has measure
zero in Rn`m. Moreover, by the integrability of g we find that the collection of points of

discontinuity of
ˇ

ˇhpx, ¨q
ˇ

ˇ has measure zero in Rm for each x P A. Since |f | is integrable
over A and

ż

B

ˇ

ˇhpx, yq
ˇ

ˇ dy “
ˇ

ˇfpxq
ˇ

ˇ

ż

B

ˇ

ˇgpyq
ˇ

ˇ dy ,

the collection of points of discontinuity of
ż

B
|hp¨, yq|dy has measure zero in Rn. In
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other words, h satisfies condition 1-3 in the Tonelli theorem (Theorem A.173); thus
we have
ż

AˆB

ˇ

ˇhpx, yq
ˇ

ˇdpx, yq “

ż

A

´

ż

B

ˇ

ˇhpx, yq
ˇ

ˇdy
¯

dx “
´

ż

A

ˇ

ˇfpxq
ˇ

ˇ dx
¯´

ż

B

ˇ

ˇgpyq
ˇ

ˇ dy
¯

ă 8 .

Therefore, h is absolutely integrable over AˆB. Since hpx, ¨q is integrable over B for
all x P A and hp¨, yq is integrable over A for all y P B, the Fubini theorem (Theorem
A.172) further suggests that

ż

AˆB

hpx, yqdpx, yq “

ż

A

´

ż

B

hpx, yqdy
¯

dx “
´

ż

A

fpxq dx
¯´

ż

B

gpyq dy
¯

. ˝

A.6.4 Change of variables formula

As in the proof of the Fubini theorem (Theorem A.172) and the Tonelli theorem
(Theorem A.173), we can also apply the Monotone Convergence Theorem (Theorem
A.171) to conclude the change of variables formula for improper integrals.

Theorem A.176 (Change of Variables Formula). Let U Ď Rn be an open set whose
boundary BU has measure zero, and g : U Ñ Rn be an one-to-one C 1 mapping with
C 1 inverse; that is, g´1 : gpUq Ñ U is also continuously differentiable. Assume that
the Jacobian of g, Jg “ detprDgsq, does not vanish in U . If f : gpUq Ñ R is absolutely
integrable, then pf ˝ gqJg is absolutely integrable over U , and

ż

gpUq
fpyq dy “

ż

U
pf ˝ gqpxq

ˇ

ˇJgpxq
ˇ

ˇ dx “

ż

U
pf ˝ gqpxq

ˇ

ˇ

ˇ

Bpg1, ¨ ¨ ¨ , gnq

B px1, ¨ ¨ ¨ , xnq

ˇ

ˇ

ˇ
dx .

Proof. Let tUku8k“1 be a sequence of open sets such that
8
Ť

k“1

Uk “ U , and for each

k P N, BUk has measure zero, UkĂĂU , and Uk Ď Uk`1. We note that such sequence of
sets always exists if U is open. Define f`k “ f`^k and f´k “ f´^k. Then the change
of variables formula (Theorem A.102) implies that gpUkq has volume, and

ż

Uk
pf˘k ˝ gqpxq

ˇ

ˇJgpxq
ˇ

ˇ dx “

ż

gpUkq
f˘k pyq dy .

Passing k to the limit, by the Monotone Convergence Theorem (Theorem A.171) and
the absolute integrability of f we find that

ż

U
pf˘ ˝ gqpxq

ˇ

ˇJgpxq
ˇ

ˇ dx “

ż

gpUq

f˘pyq dy ă 8 ;
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thus
ż

gpUq

fpyq dy “

ż

gpUq

`

f`pyq ´ f´pyq
˘

dy “

ż

U
pf ˝ gqpxq

ˇ

ˇJgpxq
ˇ

ˇ dx . ˝

Remark A.177. In Theorem A.176, except that the integrals under consideration
could be improper integrals, there is no need to have a larger open set V so that
sU Ď V which is required in the proof of Theorem A.102. We also note that the change
of variables formula is valid for non-negative functions whose point of discontinuity
forms a measure zero set.

A.7 The Divergence and Stokes Theorem

A.7.1 The metric tensor and the first fundamental form

Definition A.178 (Metric). Let Σ Ď Rn be a pn´ 1q-dimensional manifold. The
metric tensor associated with the local parametrization tV , ψu (at p P Σ) is the matrix
g “ rgαβspn´1qˆpn´1q given by

gαβ “ ψ,α ¨ψ,β “
n
ÿ

i“1

Bψi

Byα

Bψi

Byβ
in V .

Proposition A.179. Let Σ Ď Rn be a pn ´ 1q-dimensional manifold, and g “

rgαβspn´1qˆpn´1q be the metric tensor associated with the local parametrization tV , ψu
(at p P Σ). Then the metric tensor g is positive definite; that is,

n´1
ÿ

α,β“1

gαβv
αvβ ą 0 @ v “

n´1
ÿ

γ“1

vγ
Bψ

Byγ
‰ 0 .

Proof. Since Dψ has full rank on V, every tangent vector v can be expressed as the

linear combination of
!

Bψ

By1
, ¨ ¨ ¨ ,

Bψ

Byn´1

)

. Write v “
n´1
ř

γ“1

vγ
Bψ

Byγ
. Then if v ‰ 0,

0 ă }v}2Rn “

n
ÿ

i“1

n´1
ÿ

α,β“1

vα
Bψi

Byα
vβ
Bψi

Bψβ
“

n
ÿ

α,β“1

gαβv
αvβ . ˝

Definition A.180 (The first fundamental form). Let Σ Ď Rn be a pn ´ 1q-
dimensional manifold, and g “ rgαβspn´1qˆpn´1q be the metric tensor associated with
the local parametrization tV , ψu (at p P Σ). The first fundamental form associated
with the local parametrization tV , ψu (at p P Σ) is the scalar function g “ detpgq.
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The surface integral

Let Σ Ď Rn be a pn´ 1q-dimensional manifold, and tV , ψu be a global parametrization
of Σ; that is, Σ “ ψpVq. If f : Σ Ñ R is a bounded continuous function, the surface

integral of f over Σ, denoted by
ż

Σ
f dS, is defined by

ż

Σ

f dS “

ż

V
pf ˝ ψq

?
g dx1 , (A.45)

where the integral on the right-hand side is the Lebesgue integral on a subset V of
Rn´1 (thus dx1 is the pn´ 1q-dimensional Lebesgue measure). In particular, if f ” 1,

the number
ż

Σ
dS ”

ż

Σ
1 dS is the surface area of Σ.

Since the surface integrals defined by (A.45) seems to depend on a given parametriza-
tion, before proceeding we show that the surface integral is indeed independent of
the choice of the parametrizations. Suppose that tV1, ψ1u and tV2, ψ2u are two global
C 1-parametrizations of Σ at p, g1, g2 denote the metric tensors associated with the
parametrizations tV1, ψ1u, tV2, ψ2u, respectively, and g1 “ detpg1q, g2 “ detpg2q are
corresponding first fundamental forms. Let Ψ “ ψ´1

2 ˝ψ1. Then the change of variables
formula implies that
ż

V2

pf ˝ ψ2q
?

g2 dx
1
“

ż

V1

pf ˝ ψ2 ˝Ψq
`?

g2 ˝Ψ
˘

|JΨ| dx
1
“

ż

V1

pf ˝ ψ1q
`?

g2 ˝Ψ
˘

|JΨ| dx
1,

where JΨ is the Jacobian of the map Ψ. By the chain rule, we find that
“

DΨ
‰T“
pDψ2q ˝Ψ

‰T“
pDψ2q ˝Ψ

‰“

DΨ
‰

“
“

Dψ1

‰T“
Dψ1

‰

;

thus by the fact that g1 “ det
`“

Dψ1

‰T“
Dψ1

‰˘

and g2 “ det
`“

Dψ2

‰T“
Dψ2

‰˘

, we
obtain that

det
`“

DΨ
‰˘2
pg2 ˝Ψq “ g1 .

Since JΨ “ det
`“

DΨ
‰˘

, the identity above implies that |JΨ|p
?

g2 ˝Ψq “
?

g1, so we
conclude that

ż

V1

pf ˝ ψ1q
?

g1 dx
1
“

ż

V2

pf ˝ ψ2q
?

g2 dx
1 . (A.46)

Therefore, the surface integral of f over Σ is independent of the choice of parametriza-
tions of Σ. In particular, the surface area of a regular C 1-surface which can be
parametrized by a global parametrization is also independent of the choice of parametriza-
tions.
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Next, we study the surface integral over general pn´ 1q-dimensional manifold that
cannot be parametrized using a single pair tV , ψu. Let Σ Ď Rn be a pn´1q-dimensional
manifold, and tVi, ψiuiPI be a collection of local parametrizations satisfying that for
each p P Σ there exists i P I such that tVi, ψiu is a local parametrization of Σ at p.
Since each ψipViq Ď Σ is open (relative to Σ), there exists open set Ui Ď Rn such that
ψipViq “ Ui X Σ. By Proposition 5.8, there exists a partition of unity tζiuiPI of Σ

subordinate to tUiuiPI . Intuitively we can define the surface integral of f over Σ as
follows:

ż

Σ

f dS “
ÿ

iPI

ż

Σ

pζifq dS “
ÿ

iPI

ż

UiXΣ

ζif dS “

ż

Vi
pζjfq ˝ ψi

?
gi dS . (A.47)

The surface integral defined above is independent of the choice of the partition of
unity.

A.7.2 Some useful identities

In this sub-section, we temporarily switch to a more general setting that the “surface”
(or more precisely, manifold) under consideration is the boundary of an open set of Rn.

Let Σ Ď Rn be the boundary of an open set Ω (thus an oriented surface), tV , ψu
be a local parametrization of Σ, and N : Σ Ñ Rn be the normal vector on Σ which is
compatible with the parametrization ψ; that is,

det
`“

ψ,1
...ψ,2

... ¨ ¨ ¨
...ψ,n´1

...N ˝ ψ
‰˘

ą 0 .

Define Ψpy 1, ynq “ ψpy 1q ` ynpN ˝ψqpy
1q. Then Ψ : V ˆ p´ε, εq Ñ T for some tubular

neighborhood T of Σ.

Ψ

ψ “ ϕ´1

ϕ

Φ “ Ψ´1

y1 “ py1, ¨ ¨ ¨ , yn´1q P Rn´1

Ω

BΩO`

ψpy1q P BΩ

ΦpO`q

Figure A.4: The map Ψ constructed from the local parametrization tV , ψu
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Since p∇Ψq
ˇ

ˇ

tyn“0u
“
“

ψ,1
...ψ,2

... ¨ ¨ ¨
...ψ,n´1

...N ˝ ψ
‰

,

detp∇Ψq2
ˇ

ˇ

tyn“0u
“
“

det
`

p∇ΨqT
˘

detp∇Ψq
‰

ˇ

ˇ

ˇ

tyn“0u
“ det

`

p∇ΨqT∇Ψ
˘

ˇ

ˇ

ˇ

tyn“0u

“ det
´

»

—

—

—

—

—

–

g11 g12 ¨ ¨ ¨ gpn´1q1 0
g21 g22 ¨ ¨ ¨ gpn´1q2 0
...

... . . . ...
...

gpn´1q1 gpn´1q2 ¨ ¨ ¨ gpn´1qpn´1q 0
0 0 ¨ ¨ ¨ 0 1

fi

ffi

ffi

ffi

ffi

ffi

fl

¯

“ g .

Defining J as the Jacobian of the map Ψ; that is, J “ detp∇Ψq, then the identity
above implies that

J “
?

g on tyn “ 0u .

Moreover, letting A denote the inverse of the Jacobian matrix of Ψ; that is, A “

p∇Ψq´1, and letting
“

gαβ
‰

pn´1qˆpn´1q
be the inverse matrix of

“

gαβ
‰

pn´1qˆpn´1q
, we find

that

A
ˇ

ˇ

tyn“0u
“

«

n´1
ÿ

α“1

g1αψ,α
... ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

...
n´1
ÿ

α“1

gpn´1qαψ,α
...N ˝ ψ

ffT

.

As a consequence,
pJATenq

ˇ

ˇ

tyn“0u
“
?

g pN ˝ ψq . (A.48)

Definition A.181 (The divergence operator). Let u : Ω Ď Rn Ñ Rn be a vector
field. The divergence of u is a scalar function defined by

divu “
n
ÿ

i“1

Bu i

Bxi
.

Definition A.182. A vector field u : Ω Ď Rn Ñ Rn is called solenoidal or
divergence-free if divu “ 0 in Ω.

A.7.3 The divergence theorem

Theorem A.183 (The divergence theorem). Let Ω Ď Rn be a bounded Lipschitz
domain, and v P C 1pΩq X C psΩq. Then

ż

Ω

divv dx “
ż

BΩ

v ¨N dS ,

where N is the outward-pointing unit normal of Ω.
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Proof. We prove the case that Ω is a bounded open set of class C 3, and the general
result can be obtained by approximating the Lipschitz manifold by a sequence of C 3

manifolds.
Let tUmuKm“1 be an open cover of BΩ such that for each m P t1, ¨ ¨ ¨ , Ku there

exists a C 3-parametrization ψm : Vm Ď Rn´1 Ñ Um which is compatible with the
orientation N; that is,

det
`

rψm,1
... ¨ ¨ ¨

...ψm,n´1
...N ˝ ψms

˘

ą 0 on Vm .

Define ϑmpy1, ynq “ ψmpy
1q ` ynpN ˝ ψmqpy

1q. Then there exists εm ą 0 such that
ϑm : Vmˆp´εm, εmq ÑWm is a C 2-diffeomorphism for some open set in Rn such that
ϑm : Vm ˆ p´εm, 0q Ñ ΩXWm while ϑm : Vm ˆ p0, εmq Ñ intpΩAq XWm.

Choose an open set W0 Ď Rn such that ĎW0 Ď Ω and sΩ Ď
K
Ť

m“0

Wm, and define

ϑ0 as the identity map. Let 0 ď ζm ď 1 in C8
c pUmq denote a partition-of-unity of sΩ

subordinate to the open covering tWmu
K
m“0; that is,

K
ÿ

m“0

ζm “ 1 and sptpζmq Ď Um @m.

Let Jm “ detp∇ϑmq, Am “ p∇ϑmq´1, and gm denote the first fundamental form
associated with tVm, ψmu. Using (A.48), ?gmpN ˝ ϑmq “ JmpAmq

Ten on Vm ˆ t0u for
m P t1, ¨ ¨ ¨ , Ku. Therefore, making change of variable x “ ϑmpyq in each Wm we find
that

ż

BΩ

v ¨N dS “
K
ÿ

m“1

ż

BΩXWm

ζmpv ¨Nq dS

“

K
ÿ

m“1

n
ÿ

i“1

ż

Vmˆtyn“0u

pζm ˝ ϑmqpv i ˝ ϑmqpNi
˝ ϑmq

?
gm dy

1

“

K
ÿ

m“1

n
ÿ

i“1

ż

Vmˆtyn“0u

pζm ˝ ϑmqpv i ˝ ϑmqJmpAmq
n
i dy

1

“

K
ÿ

m“1

n
ÿ

i“1

ż

Vmˆp´εm,0q

B

Byn

“

pζm ˝ ϑmqJmpAmq
n
i pv

i
˝ ϑmq

‰

dy .

On the other hand, for α P t1, ¨ ¨ ¨ , n´ 1u and i P t1, ¨ ¨ ¨ , nu,
ż

Vmˆp´εm,0q

B

Byα

“

pζm ˝ ϑmqJmpAmq
α
i pv

i
˝ ϑmq

‰

dy “ 0 ;
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thus the Piola identity (A.10) implies that
ż

BΩ

v ¨N dS “
K
ÿ

m“1

n
ÿ

i,j“1

ż

Vmˆp´εm,0q

B

Byj

“

pζm ˝ ϑmqJmpAmq
j
i pv

i
˝ ϑmq

‰

dy

“

K
ÿ

m“1

n
ÿ

i,j“1

ż

Vmˆp´εm,0q
JmpAmq

j
i pζm ˝ ϑmq,j pv

i
˝ ϑmq dy

`

K
ÿ

m“1

n
ÿ

i,j“1

ż

Vmˆp´εm,0q
pζm ˝ ϑmqJmpAmq

j
i pv

i
˝ ϑmq,j dy .

Making change of variable y “ ϑ´1
m pxq in each Vm ˆ p´εm, 0q again, by the fact that

n
ÿ

i,j“1

pAmq
j
i pv

i
˝ θmq,j “ pdivvq ˝ θm and

ż

W0

div
`

ζ0vq dx “ 0 ,

we conclude that
ż

BΩ

v ¨N dS “

ż

W0

div
`

ζ0vq dx`
K
ÿ

m“1

ż

Wm

pv ¨∇xqζm dx`
K
ÿ

m“1

ż

Wm

ζmdivv dx

“

K
ÿ

m“0

ż

Wm

pv ¨∇xqζm dx`
K
ÿ

m“0

ż

Wm

ζmdivv dx

“

ż

Ω

pv ¨∇xq1 dx`

ż

Ω

divv dx “
ż

Ω

divv dx . ˝

Letting v “ p0, ¨ ¨ ¨ , 0, f, 0, ¨ ¨ ¨ , 0q “ fei, we obtain the following

Corollary A.184. Let Ω Ď Rn be a bounded Lipschitz domain, and f P C 1pΩq X

C psΩq. Then
ż

Ω

Bf

Bxi
dx “

ż

BΩ

f Ni dS ,

where Ni is the i-th component of the outward-pointing unit normal N of Ω.

Letting v be the product of a scalar function and a vector-valued function in
Theorem A.183, we conclude the following

Corollary A.185. Let Ω Ď Rn be a bounded Lipschitz domain, and v P C 1pΩ;RnqX

C psΩ;Rnq be a vector-valued function and ϕ P C 1pΩq X C psΩq be a scalar function.
Then

ż

Ω

ϕ divv dx “
ż

BΩ

pv ¨NqϕdS ´
ż

Ω

v ¨∇ϕdx , (A.49)

where N is the outward-pointing unit normal on BΩ.
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The divergence theorem on surfaces with boundary

This section is devoted to the divergence theorem on surfaces in R3 instead of domains
of Rn. To do so, we need to define what the divergence operator on a surface is, and
this requires that we first define the vector fields on which the surface divergence
operator acts.

Definition A.186. Let Σ Ď R3 be an open C 1-surface; that is, Σ is of class C 1

and ΣX BΣ “ H. A vector field u defined on Σ is called a tangent vector field on Σ,
denoted by u P TΣ, if u ¨N “ 0 on Σ, where N : Σ Ñ S2 is a unit normal vector field
on Σ.

Having established (A.49), we find that the divergence operator div is the formal
adjoint of the operator ´∇. The following definition is motivated by this observation.

Definition A.187 (The surface gradient and the surface divergence). Let Σ Ď Rn

be a regular C 1-surface. The surface gradient of a function f : Σ Ñ R, denoted by
∇BΩf , is a vector-valued function from Σ to TpΣ given, in a local parametrization
tV , ψu, by

p∇BΩfq ˝ ψ “
n´1
ÿ

α,β“1

gαβ
Bpf ˝ ψq

Byα

Bψ

Byβ
,

where rgαβs is the inverse matrix of the metric tensor rgαβs associated with tV , ψu,
and

!

Bψ

Byβ

)2

β“1
are tangent vectors to Σ.

The surface divergence operator divΣ is defined as the formal adjoint of ´∇BΩ; that
is, if u P TΣ, then

´

ż

Σ

u ¨∇BΩf dS “
ż

Σ

f divΣu dS @ f P C 1
c pΣ;Rq .

In a local parametrization pV , ψq,

pdivΣuq ˝ ψ “
1
?

g

n´1
ÿ

α,β“1

B

Byα

”

?
ggαβ

`

pu ˝ ψq ¨
Bψ

Byβ

˘

ı

,

where g “ detpgq is the first fundamental form associated with tV , ψu.

Remark A.188. Suppose that f : O Ď R3 Ñ R for some open set containing Σ.
Then the surface gradient of f at p P Σ is the projection of the gradient vector p∇fqppq
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onto the tangent plane TpΣ. In other words, let N : Σ Ñ R3 be a continuous unit
normal vector field on Σ, then

p∇BΩfqppq “ p∇fqppq ´
“

p∇fqppq ¨Nppq
‰

Nppq (or simply ∇BΩf “ ∇f ´ p∇f ¨NqN) .

Definition A.189 (Surfaces with Boundary). An oriented C k-surface Σ Ď R3 is
said to have C `-boundary BΣ if there exists a collection of pairs tVm, ψmuKm“1, called
a collection of local parametrization of sΣ, if

1. Vm Ď R2 is open and ψm : Vm Ñ R3 is one-to-one map of class C k for all
m P t1, ¨ ¨ ¨ , Ku;

2. ψmpVmq X Σ ‰ H for all m P t1, ¨ ¨ ¨ , Ku and sΣ Ď
ŤK
m“1 ψmpVmq;

3. ψm : Vm Ñ ψmpVmq is a C k-diffeomorphism if ψmpVmq Ď Σ;

4. ψm : V`m ” VmXty2 ą 0u Ñ ψmpVmqXΣ is a C k-diffeomorphism if UmXBΣ ‰ H;

5. ψm : Vm X ty2 “ 0u Ñ Um X BΣ is of class C ` if Um X BΣ ‰ H.

Now we are in the position of stating the divergence theorem on surfaces with
boundary.

Theorem A.190. Let Σ Ď R3 be an oriented C 1-surface with C 1-boundary BΣ,
N : Σ Ñ S2 be a continuous unit normal vector field on Σ, and T : BΣ Ñ S2 be
tangent vector on BΣ such that T is compatible with N (which means TˆN points
away from Σ). Then

ż

BΣ

u ¨ pTˆNq ds “

ż

Σ

divΣu dS @u P TΣX C 1
pΣ;R3

q X C psΣ;R3
q ,

where divΣ is the surface divergence operator.

Proof. Let tVm, ψmuKm“1 denote a collection of local parametrization of sΣ such that
ψmpVmq X BΣ “ H for 1 ď m ď J , and ψmpVmq X BΣ is non-empty and connected for
J`1 ď m ď K. W.L.O.G., we can assume that Vm “ Bm ” Bp0, rmq for some rm ą 0.
Write Um “ ψmpVmq, and let tgmuKm“1 be the associated metric tensor, as well as the
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associated first fundamental form gm “ detpgmq. Let tζmuKm“1 be a partition-of-unity
of sΣ subordinate to tUmuKm“1. Then

ż

Σ

divΣu dS “
K
ÿ

m“1

ż

UmXΣ

ζmdivΣu dS

“

J
ÿ

m“1

2
ÿ

α,β“1

ż

Bm

pζm ˝ ψmq
B

Byα

”

?
gmg

αβ
m

`

pu ˝ ψmq ¨
Bψm
Byβ

˘

ı

dy

`

K
ÿ

m“J`1

2
ÿ

α,β“1

ż

B`m

pζm ˝ ψmq
B

Byα

”

?
gmg

αβ
m

`

pu ˝ ψmq ¨
Bψm
Byβ

˘

ı

dy .

Let n denote the outward-pointing unit normal on either BBm for 1 ď m ď J or BB`m
for J ` 1 ď m ď K. Since ζm ˝ ϑm “ 0 on BBp0, rmq for 1 ď m ď J , and ζm ˝ ϑm “ 0

on ty2 ą 0u X BBp0, rmq for J ` 1 ď m ď K, the divergence theorem (on R2) implies
that

ż

Σ

divΣu dS “ ´
K
ÿ

m“1

2
ÿ

α,β“1

ż

ψ´1
m pUmXΣq

”

?
gmg

αβ
m

`

pu ˝ ψmq ¨
Bψm
Byβ

˘

ı

B

Byα
pζm ˝ ψmq dy

`

K
ÿ

m“J`1

2
ÿ

α,β“1

ż

BmXty2“0u

pζm ˝ ψmqnα

”

?
gmg

αβ
m

`

pu ˝ ψmq ¨
Bψm
Byβ

˘

ı

dy1

“ ´

K
ÿ

m“1

ż

ψ´1
m pUmXΣq

pu ¨∇Σζmq ˝ ψm
?

gm dy

`

K
ÿ

m“J`1

ż

BmXty2“0u

pζm ˝ ψmqpu ˝ ψmq ¨
”

2
ÿ

α,β“1

nα
?

gmg
αβ
m

Bψm
Byβ

ı

dy1 .

Since

K
ÿ

m“1

ż

ψ´1
m pUmXΣq

pu ¨∇Σζmq ˝ ψm
?

gm dy

“

K
ÿ

m“1

ż

UmXΣ

pu ¨∇BΩζmq dS “
ż

Σ

pu ¨∇
K
ÿ

m“1

ζmq dS “ 0 ,

we conclude that

ż

Σ

divΣu dS “
K
ÿ

m“J`1

ż

BmXty2“0u

pζm ˝ ψmqpu ˝ ψmq ¨
”

2
ÿ

α,β“1

nα
?

gmg
αβ
m

Bψm
Byβ

ı

dy1 .
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On the other hand,
ż

BΣ

u ¨ pTˆNq ds “
K
ÿ

m“J`1

ż

BΣXUm
ζmu ¨ pTˆNq ds

“

K
ÿ

m“J`1

ż

BmXty2“0u

pζm ˝ ψmqpu ˝ ψmq ¨
”

pTˆNq ˝ ψm

ˇ

ˇ

ˇ

Bψm
By1

ˇ

ˇ

ˇ

ı

dy1 .

Therefore, the theorem can be concluded as long as we can show that
2
ÿ

α,β“1

nα
?

gm g
αβ
m

Bψm
Byβ

“ pTˆNq ˝ ψm

ˇ

ˇ

ˇ

Bψm
By1

ˇ

ˇ

ˇ
on Bm X ty2 “ 0u . (A.50)

Let τm “
2
ř

α,β“1

nα
?

gmg
αβ
m

Bψm
Byβ

on Bm X ty2 “ 0u. Since nα “ ´δ2α, we find that

τm ¨
Bψm
By1

“ 0 on Bm X ty2 “ 0u; thus

τm ¨ pT ˝ ψmq “ 0 on Bm X ty2 “ 0u .

Moreover, noting that τm is a linear combination of tangent vectors Bψm
Byβ

, we must

have
τm ¨ pN ˝ ψmq “ 0 on Bm X ty2 “ 0u .

As a consequence,

τm � pTˆNq ˝ ψm on Bm X ty2 “ 0u .

Since pTˆNq points away from Σ, while Bψm
By2

˝ ψ´1
m

ˇ

ˇ

ˇ

BΣ
points toward Σ, by the fact

that

τm ¨
Bψm
By2

“

2
ÿ

α,β“1

nα
?

gmg
αβ
m

Bψm
Byβ

¨
Bψm
By2

“ ´
?

gmg
22
m ă 0 ,

we must have τm ¨ pTˆNq ˝ ψm ą 0 on Bm X ty2 “ 0u. In other words,

τm “ |τm|pTˆNq ˝ ψm on Bm X ty2 “ 0u .

Finally, since

τm ¨ τm “
2
ÿ

α,β,γ,δ“1

gm nα nγ g
αβ
m gγδm

Bψm
Byβ

¨
Bψm
Byδ

“ gmg
22
m “ gm11 “

ˇ

ˇ

ˇ

Bψm
By1

ˇ

ˇ

ˇ

2

,

we conclude that τm “
ˇ

ˇ

ˇ

Bψm
By1

ˇ

ˇ

ˇ
pTˆNq ˝ ψm on ty2 “ 0u; thus (A.50) is established. ˝

Remark A.191. On BΣ, the vector TˆN is “tangent” to Σ and points away from
Σ. In other words, TˆN can be treated as the “outward-pointing” unit “normal” of
BΣ which makes the divergence theorem on surfaces more intuitive.
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A.7.4 The Stokes theorem

Definition A.192 (The curl operator). Let u : Ω Ď Rn Ñ Rn, n “ 2 or n “ 3, be
a vector field.

1. For n “ 2, the curl of u is a scalar function defined by

curlu “
2
ÿ

i,j“1

ε3iju
j
,i .

2. For n “ 3, the curl of u is a vector-valued function defined by

pcurluqi “
3
ÿ

j,k“1

εijkuk,j .

The function curlu is also called the vorticity of u , and is usually denoted by one
single Greek letter ω.

Theorem A.193 (The Stokes theorem). Let u : Ω Ď R3 Ñ R3 be a smooth vector
field, and Σ be a C 1-surface with C 1-boundary BΣ in Ω. Then

ż

BΣ

u ¨T ds “

ż

Σ

curlu ¨N dS ,

where N and T are compatible normal and tangent vector fields.

To prove the Stokes theorem, we first establish the following

Lemma A.194. Let Ω Ď R3 be a bounded Lipschitz domain, and w : Ω Ñ Rn be a
mooth vector-valued function. If Σ Ď Ω is an oriented C 1-surface with normal N, then

curlw ¨N “ divΣpw ˆNq on Σ . (A.51)

Proof. Let O Ď Ω be a C 1-domain such that Σ Ď BO and N is the outward-pointing
unit normal on BO. In other words, Σ is part of the boundary of O. Since

p∇ϕqi “ Bϕ

BN
Ni
` p∇BOϕqi on BO ,

by the divergence theorem we conclude that for all ϕ P C 1p sOq,
ż

BO
pcurlw ¨NqϕdS “

ż

O
curlw ¨∇ϕdx “

ż

BO
pNˆwq ¨∇ϕdS

“

ż

BO
pNˆwq ¨∇BOϕdS “

ż

BO
divBOpw ˆNqϕdS .

Identity (A.51) is concluded since ϕ can be chosen arbitrarily on Σ. ˝
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Proof of the Stokes theorem. Using (A.51) and then applying the divergence theorem
on surfaces with boundary (Theorem A.190), we find that
ż

Σ

curlu ¨N dS “

ż

Σ

divΣpu ˆNq dS “

ż

BΣ

pu ˆNq ¨ pTˆNq ds “

ż

BΣ

pu ¨Tq ds

in which the identity pu ˆNq ¨ pTˆNq “ u ¨T is used. ˝

A.7.5 Reynolds’ transport theorem

Let Ω1 and Ω2 be two Lipschitz domains of Rn with outward-pointing unit normal N

and n, respectively, and the map ψ :

$

’

&

’

%

Ω1 Ñ Ω2

BΩ1 Ñ BΩ2

y ÞÑ x “ ψpyq

be a diffeomorphism; that

is, ψ is one-to-one and onto, and has smooth inverse. Let f P C 1pΩ2q X C psΩ2q, and
F “ f ˝ ψ which in turns belongs to C 1pΩ1q X C psΩ1q. By the divergence theorem,

ż

Ω2

Bf

Bxi
pxqdx “

ż

BΩ2

pfniqpxq dSx .

On the other hand, by the chain rule we have that

BF

Byi
“
Bpf ˝ ψq

Byi
“

n
ÿ

j“1

”

Bf

Bxj
˝ ψ

ı

Bψj

Byi
;

thus if A “ p∇ψq´1,
Bf

Bxi
˝ ψ “

n
ÿ

j“1

Aj
i

BF

Byj
. (A.52)

Letting J “ detp∇ψq be the Jacobian of ψ, by the change of variable y “ ψpyq and
the Piola identity,

ż

Ω2

Bf

Bxi
pxqdx “

ż

Ω1

Bf

Bxi

`

ψpyq
˘

detp∇ψqpyqdy “
n
ÿ

j“1

ż

Ω1

B

Byj
pJAj

iF q dy.

The divergence theorem again implies that
ż

Ω2

Bf

Bxi
pxqdx “

n
ÿ

j“1

ż

Ω1

JAj
iFNj dSy

which further implies that
ż

BΩ2

pfnqpxq dSx “

ż

BΩ1

F
JATN

|JATN|
|JATN| dSy . (A.53)
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Let ψ˚pdSxq denote the pull-back of the surface element dSx having the property that
for any function h defined on BΩ2 “ ψpBΩ1q,

ż

ψpBΩ1q

hpxq dSx “

ż

BΩ1

ph ˝ ψqpyqψ˚pdSxq ;

in other words, ψ˚pdSxq “
a

gpyq dSy for some “Jacobian” ?g of the map ψ : BΩ1 Ñ

BΩ2. Therefore, (A.53) suggests that

ż

BΩ2

fn dS “

ż

BΩ1

“

pfnq ˝ ψ
‰

pyqψ˚pdSxq “

ż

BΩ1

pf ˝ ψq
JATN

|JATN|
|JATN| dSy .

Since f can be chosen arbitrarily, the equality above suggests that

n ˝ ψ “
JATN

|JATN|
“

ATN

|ATN|
(A.54)

and

ψ˚pdSxq “ |JATN| dSy . (A.55)

We finish this section by the following

Theorem A.195 (Reynolds’ transport theorem). Let Ω Ď Rn be a smooth domain,
ψ : Ω ˆ r0, T s Ñ Rn be a diffeomorphism, Ωptq “ ψpΩ, tq and fpx, tq be a function
defined on Ωptq. Then

d

dt

ż

Ωptq

fpx, tqdx “

ż

Ωptq

ftpx, tqdx`

ż

BΩptq

pσfqpx, tq dSx , (A.56)

where σ is the speed of the boundary in the direction of outward pointing normal of
BΩptq; that is, with n denoting the outward-pointing unit normal of Ωptq,

σ “ pψt ˝ ψ
´1
q ¨ n .

Proof. By the change of variable formula,
ż

Ωptq

fpx, tqdx “

ż

Ω

fpψpy, tq, tq detp∇ψqpy, tq dy.

Let fpψpy, tq, tq “ F py, tq, A “ p∇ψq´1, and J “ detp∇ψq. By (A.8) and (A.52), we
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find that

d

dt

ż

Ωptq

fpx, tqdx “

ż

Ω

”

ftpψpy, tq, tq ` ψtpy, tq ¨ p∇xfqpψpy, tq, tq
ı

Jpy, tqdy

`

n
ÿ

i,j“1

ż

Ω

F py, tqpJAj
iψ

i
t,jqpy, tq dy

“

ż

Ω

ftpψpy, tq, tqdy `
n
ÿ

i,j“1

ż

Ω

”

ψitA
j
iF,j J` FJAj

iψ
i
t,j

ı

py, tq dy

“

ż

Ω

pft ˝ ψqJdy `
n
ÿ

i,j“1

ż

Ω

`

JAj
iψ

i
tF

˘

,j dy,

where the Piola identity (A.10) is used to conclude the last equality. The divergence
theorem then implies that

d

dt

ż

Ωptq

fpx, tqdx “

ż

Ω

pft ˝ ψqJ dy `
n
ÿ

i,j“1

ż

BΩ

JAj
iNjψ

i
tF dSy .

As a consequence, changing back to the variable x on the right-hand side, by (A.54)
and (A.55) we conclude that

d

dt

ż

Ωptq

fpx, tqdx “

ż

Ωptq

ftpx, tqdx`
n
ÿ

i,j“1

ż

BΩptq

pσfqpx, tq dSx . ˝

A.8 Exercises

In this set of exercise, the Einstein summation convention is used.

Problem A.1. Complete the following.

1. Let δ¨¨’s are the Kronecker deltas. Prove

εijkεirs “ δjrδks ´ δjsδkr . (A.57)

2. Use (A.57) to show the following identities:

(a) u ˆ pv ˆwq “ pu ¨wqv ´ pu ¨ vqw if u , v ,w are three 3-vectors.

(b) curlcurlu “ ´∆u `∇divu if u : Ω Ñ R3 is smooth.

(c) u ˆ curlu “
1

2
∇p|u |2q ´ pu ¨∇qu if u : Ω Ñ R3 is smooth.
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Problem A.2. Let ψp¨, tq : Ω Ñ Ωptq be a diffeomorphism as defined in Theorem
A.195, and J “ detp∇ψq and A “ p∇ψq´1. Complete the proof of the Piola identity,
identities (A.11), (A.54) and (A.55) by the following argument:

1. Let up¨, tq : Ωptq Ñ Rn be a smooth vector field. Show that
ż

Ωptq

divu dx “
ż

Ω

JAj
i pu ˝ ψq

i
,j dy ;

thus by the divergence theorem,
ż

BΩptq

u ¨ n dSx “
ż

BΩ

JAj
i pu ˝ ψq

iNj dSy ´

ż

Ω

pJAj
i q,j pu ˝ ψq

idy . (A.58)

2. By (A.58),
ż

Ω

pJAj
i q,j pu ˝ ψq

idy “ 0 @up¨, tq : Ωptq Ñ Rn vanishing on BΩptq.

As a consequence, the Piola identity is valid.

3. By the Piola identity, (A.58) implies that
ż

BΩptq

u ¨ n dSx “
ż

BΩ

JAj
i pu ˝ ψq

iNj dSy @up¨, tq : Ωptq Ñ Rn smooth.

Therefore, identities (A.54) and (A.55) are also valid.

4. By identity (A.11) (which is obtained independent of ), show that

J,k“ JAj
iψ

i
,jk .



Appendix B

Important Topics in Functional
Analysis

B.1 The Hahn-Banach Theorem

Definition B.1. A vector space X is said to be a topological vector space if there
is a topology τ on X so such that

(a) every point of X is a closed set, and

(b) the vector space operations (addition of vectors and multiplication with scalars)
are continuous with respect to τ .

Definition B.2. The dual space of a topological vector space X is the vector space
X 1 whose elements are the continuous linear functionals on X .

Proposition B.3. A complex-linear functional on X is in X 1 if and only if its real
part is continuous, and that every continuous real-linear u : X Ñ R is the real part of
a unique f P X 1 .

Definition B.4. A map p from a real vector space V to R Y t˘8u is said to be
sub-linear over V if

ppλuq “ λppuq @ u P V , λ ą 0 ,

ppu` vq ď ppuq ` ppvq @ pu, vq P V ˆ V .

285
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Theorem B.5. Let X be a real vector space, p a sub-linear function over X , M a
vector subspace of X . Suppose that T a linear functional over M and Tx ď ppxq on
M . Then there exists a linear functional T̃ over X such that

T̃ x “ Tx @ x PM ,

and

´pp´xq ď T̃ x ď ppxq @ x P X .

Corollary B.6. If X is a normed space and x0 P X , there exists T P X 1 such that

Tx0 “ }x0}X and |Tx| ď }x}X @ x P X .

Theorem B.7. Let A and B are disjoint, non-empty, convex sets in a topological
vector space X .

(a) If A is open, then there exists T P X 1 and γ P R such that

Re Tx ă γ ď Re Ty

for every x P A and every y P B .

(b) If A is compact, B is closed, and X is locally convex, then there exist T P X 1 ,
γ1, γ2 P R such that

Re Tx ă γ1 ă γ2 ă Re Ty

for every x P A and every y P B .

Theorem B.8. Suppose M is a subspace of a locally convex space X , and x0 P X .
If x0 is not in the closure of M , then there exists T P X 1 such that Tx0 “ 1 but
Tx “ 0 for every x PM .

Theorem B.9. If f is continuous linear functional on a subspace M of a locally
convex space X , then there exists T P X 1 such that T “ f on M .

Theorem B.10. Suppose B is a convex, balanced, closed set in a locally convex
space X , x0 P X , but x0 R B . Then there exists T P X 1 such that |Tx| ď 1 for all
x P B , but Tx0 ą 1 .
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B.2 The Open Mapping and Closed Graph Theorem

Theorem B.11 (The Baire Category Theorem). Let X be a complete metric space.

(a) If tUnu8n“1 is a sequence of open dense subsets of X , then
8
Ş

n“1

Un is dense in X .

(b) X is not a countable union of nowhere dense sets.

Definition B.12 (Open mapping). Let X and Y be two topological vector spaces.
A mapping f : X Ñ Y is said to be open if fpUq is open in Y whenever U is open in
X .

Theorem B.13 (The Open Mapping Theorem). Suppose that X and Y be Banach
spaces, and T P BpX, Y q is surjective (i.e., onto). Then T is an open mapping.

Theorem B.14 (A generalization of the Open Mapping Theorem). Suppose that
X be a Banach space, Y be a topological vector space, and T : X Ñ Y is linear,
continuous and surjective (i.e., onto). Then T is an open mapping.

Corollary B.15 (The Bounded Inverse Theorem). Suppose that X and Y be
Banach spaces, and T P BpX, Y q is bijective (i.e., one-to-one and onto), then the
inverse map of T is bounded, or T´1 P BpY,Xq . Equivalently, there exist positive real
numbers c and C such that

c}x}X ď }Tx}Y ď C}x}X @ x P X .

Theorem B.16 (The Closed Graph Theorem). Suppose that X and Y are Banach
spaces, and T : X Ñ Y is linear. If G “ tpx, Txq | x P Xu is closed in X ˆ Y , then
T P BpX, Y q .

B.3 Compact Operators

Definition B.17 (Compact operators). Suppose X and Y are Banach spaces and
U is the open unit ball in X . A linear map T : X Ñ Y is said to be compact if
the closure of T pUq is compact in Y . It is clear that T is then bounded. Thus
T P BpX, Y q .
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Definition B.18. An operator T P BpXq is said to be invertible if there exists
S P BpXq such that

ST “ I “ TS .

In this case, we write S “ T´1 .

Definition B.19 (Spectrum and resolvent set). The specturm σpT q of an operator
T P BpXq is the set of all scalars λ such that T ´λI is not invertible, and the resolvent
set ρpT q is the complement of σpT q in the scalar field. Thus λ P σpT q if and only if at
least one of the following two statements is true:

(i) The range of T ´ λI is not all of X .

(ii) T ´ λI is not one-to-one.

Definition B.20 (Classification of σpT q). The spectrum of T P BpXq is the
(disjoint) union of the following three sets:

(i) The point spectrum σppT q “ tλ P C | T ´ λI is not one-to-oneu . If λ P σppT q ,
λ is also called an eigenvalue of T .

(ii) The continuous spectrum

σcpT q “ tλ P C | T ´ λI is one-to-one, and has dense rangeu.

(iii) The residual spectrum

σrpT q “ tλ P C | T ´ λI is one-to-one, and does not have dense rangeu.

Proposition B.21. The spectrum of a bounded operator T P BpXq is bounded.

Theorem B.22. Let X and Y be Banach spaces.

(a) If T P BpX, Y q and dimRpT q ă 8 , then T is compact.

(b) If T P BpX, Y q , T is compact, and RpT q is closed, then dimRpT q ă 8 .

(c) The compact operators form a closed subspace of BpX, Y q in its norm-topology.

(d) If T P BpXq , T is compact, and λ ‰ 0 , then dimNpT ´ λIq ă 8 .
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(e) If dimX “ 8 , T P BpXq , and T is compact, then 0 P σpT q .

(f) If S P BpXq , T P BpXq , and T is compact, so are ST and TS .

Proof. (a) and (f) are trivial and left as exercises.

(b) If Y ” RpT q is closed, then Y is complete, so that T is an open mapping of X
onto RpXq . Let U be the unit ball in X , then V ” TU is open in Y . Since T
is compact, V is pre-compact. Therefore, there exist y1, ¨ ¨ ¨ , ym such that

V Ď
m
ď

j“1

pyj `
1

2
V q . p1q

Let Z be the vector space spanned by y1, ¨ ¨ ¨ , ym . Then dimZ ď m , and Z

is a closed subspace of Y . We also note that (1) implies V Ď Z ` 1
2
V . Since

Z “ λZ for all λ ‰ 0 ,

V Ď Z `
1

2
V Ď Z ` Z `

1

4
V “ Z `

1

4
V .

We then see that

V Ď
8
č

n“1

pZ ` 2´nV q “ Z .

However, it would further implies that kV Ď Z for all k P N , so Z “ Y .

(c) Let Σ be the collection of compact operators in BpX, Y q , U be the unit ball
in X , and T P Σ . For every r ą 0 , there exists S P Σ with }S ´ T }BpX,Y q ă r .
Since SU is totally bounded, there exists points x1, ¨ ¨ ¨ , xn in U such that SU is
covered by the balls BpSxi, rq . Since }Sx´Tx}Y ď r for every x P U , it follows
that TU is covered by the balls of BpTxi, 3rq . Thus TU is totally bounded as
well, so T P Σ .

(d) Let Y “ NpT ´ λIq . The restriction of T to Y is a compact operator whose
range is Y . By (b), dimpY q ă 8 .

(e) T : X Ñ X cannot be an onto map since if it is onto, then dimRpT q “8 which contradicts to (b) . ˝

Definition B.23 (Adjoint operators). The adjoint operator T ˚ of an operator
T P BpX, Y q is the unique bounded operator belonging to BpY 1, X 1q satisfying

xTx, y˚yY “ xx, T
˚y˚yX .
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Theorem B.24. Suppose X and Y are Banach spaces and T P BpX, Y q . Then T
is compact if and only if T ˚ is compact.

Proof. (ñ) Suppose T is compact. Let ty˚nu8n“1 be a sequence in the unit ball of Y 1 .
Define

fnpyq “ xy, y
˚
nyY @ y P Y .

Since |fnpy1q ´ fnpy2q| ď }y1 ´ y2}Y , tfnu8n“1 is equi-continuous. Since T pUq has
compact closure in Y (as before, U is the unit ball of X), Arzela-Ascoli theorem
implies that tfnu8n“1 has a subsequence tfnju8j“1 that converges uniformly on T pUq .
Since

}T ˚y˚ni ´ T
˚y˚nj}X 1 “ sup

xPU
|xTx, y˚ni ´ y

˚
nj
yY | “ sup

xPU
|fnipTxq ´ fnjpTxq| ,

the completeness of X 1 implies that tT ˚y˚nju
8
j“1 converges. Hence T ˚ is compact.

(ð) can be proved in the same fashion. ˝

Definition B.25. Suppose M is a closed subspace of a topological vector space X .
If there exists a closed subspace N of X such that

X “M `N and M XN “ t0u ,

then M is said to be complemented in X . In this case, X is said to be the direct sum
of M and N , and the notation X “M ‘N is used.

Lemma B.26. Let M be a closed subspace of a Banach space X .

(a) If dimM ă 8 , then M is complemented in X .

(b) If dimpX{Mq ă 8 , then M is complemented in X .

The dimension of X{M is also called the codimension of M in X .

Proof. Note that the closedness of M is only used in (b), while in (a) the closedness
is implied by the finite dimensionality (so no assumption is needed).

(a) Let te1, ¨ ¨ ¨ , enu be a basis forM . Then every x PM has a unique representation

x “ α1pxqe1 ` ¨ ¨ ¨ ` αnpxqen .
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αi is a continuous linear functional which vanishes on the span of te1, ¨ ¨ ¨ , ei´1, ei`1, ¨ ¨ ¨ , enu ,
and can be extended to a continuous linear functional that only take non-zero
values in the 1-dimensional space spanned by ei . Let N be the intersection of
the null space of these extensions. Then X “M ‘N .

(b) Let te1, ¨ ¨ ¨ , enu be a basis ofX{M (closedness ofM is used to define the quotient
space), and π : X Ñ X{M be the quotient map. Pick xi P X so that πxi “ ei ,
and define N to be the span of tx1, ¨ ¨ ¨ , xnu .
Then X “M ‘N . ˝

Lemma B.27. Let M be a subspace of a normed space X . If M is not dense in X ,
and if r ą 1 , then there exists x P X such that

}x}X ă r but }x´ y}X ě 1 @ y PM .

Proof. There exists x1 P X whose distance from M is 1, that is,

inft}x1 ´ y}X |y PMu “ 1 .

Choose y1 PM such that }x1 ´ y1}X ă r , and put x “ x1 ´ y1 . ˝

Theorem B.28. If X is a Banach space, T P BpXq , T is compact, and λ ‰ 0 ,
then T ´ λI has closed range.

Proof. By (d) of Theorem B.22, dimNpT ´λIq ă 8 . By (a) of Lemma B.26, X is the
direct sum of NpT ´ λIq and a closed subspace M . Define an operator S P BpM,Xq

by
Sx “ Tx´ λx .

Then S is one-to-one on M . Also, RpSq “ RpT ´ λIq . Similar to the proof of
Lax-Milgram theorem, to show that RpSq is closed, it suffices to show the existence of
an r ą 0 such that

r}x}X ď }Sx}X @ x PM .

Suppose the contrary that for every r ą 0 , there exists txnu inM such that }xn}X “ 1 ,
Sxn Ñ 0 , and (after passage to a subsequence) Txn Ñ x0 for some x0 P X (by the
compactness of T ). It follows that λxn Ñ x0 . Thus x0 P M since M is a closed
subspace, and

Sx0 “ lim
nÑ8

pλSxnq “ 0 .
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Since S is one-to-one, x0 “ 0 . However, }xn}X “ 1 for all n , and x0 “ lim
nÑ8

λxn ,
hence }x0}X “ |λ| ą 0 . ˝

Corollary B.29. The continuous spectrum of a compact operator T P BpXq

contains at most one point, namely 0.

Theorem B.30. Suppose X is a Banach space, T P BpXq , T is compact, r ą 0 ,
and E is a set of eigenvalues λ of T such that |λ| ą r . Then

(a) for each λ P E , RpT ´ λIq ‰ X , and

(b) E is a finite set.

Proof. We first show that either (a) or (b) is false then there exist closed subspaces
Mn of X and scalars λn P E such that

M1 ĹM2 ĹM3 Ĺ ¨ ¨ ¨ , p1q

T pMnq ĎMn for n ě 1 , p2q

pT ´ λnIqpMnq ĎMn´1 for n ě 2 . p3q

Suppose (a) is false. Then RpT ´ λ0Iq “ X for some λ0 P E . Let S “ T ´ λ0I ,
and define Mn “ NpSnq , i.e., the null space of Sn . Since λ0 is an eigenvalue of T ,
there exists x1 PM1 , x1 ‰ 0 . Since RpSq “ X , there is a sequence txnu8n“1 in X such
that Sxn`1 “ xn , n “ 1, 2, 3, ¨ ¨ ¨ . Then

Snxn`1 “ x1 ‰ 0 but Sn`1xn`1 “ Sx1 “ 0 .

Hence Mn is a proper closed subspace of Mn`1 . It follows that (1) to (3) hold, with
λn “ λ0 .

Suppose (b) is false. Then E contains a sequence tλnu of distinct eigenvalues of T .
Choose corresponding eigenvectors en , and let Mn be the (finite-dimensional, hence
closed) subspace of X spanned by te1, ¨ ¨ ¨ , enu . Since λn are distinct, te1, ¨ ¨ ¨ , enu is
a linearly independent set, so that Mn´1 is a proper subspace of Mn . This gives (1).
If x PMn , then

x “ α1e1 ` ¨ ¨ ¨αnen ,

which shows that Tx PMn and

pT ´ λnIqx “ α1pλ1 ´ λnqe1 ` ¨ ¨ ¨ ` αn´1pλn´1 ´ λnqen´1 PMn´1 .
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Thus (2) and (3) hold.
Once we have closed subspace Mn satisfying (1) to (3), Lemma B.27 gives us

vectors yn PMn , for n “ 2, 3, 4, ¨ ¨ ¨ , such that

}yn}X ď 2 and }yn ´ x}X ě 1 if x PMn´1 . p4q

If 2 ď m ă n , define

z “ Tym ´ pT ´ λnIqyn .

By (2) and (3), z PMn´1 . Hence (4) shows that

}Tyn ´ Tym}X “ }λnyn ´ z}X “ |λn|}yn ´ λ
´1
n z}X ě |λn| ą r .

The sequence tTynu8n“1 has therefore no convergent subsequences, although tynu8n“1 is
bounded, contradicting to the compactness of T . ˝

Remark B.31. Let H denote a Hilbert space. T P BpHq is said to be normal
if TT ˚ “ T ˚T . A much deeper result states that a normal operator T P BpHq is
compact if and only if it satisfies the following two conditions:

(a) σpT q has no limit point except possibly 0 .

(b) If λ ‰ 0 , then dimNpT ´ λIq ă 8 .

Theorem B.32 (The Fredholm Alternative). Suppose X is a Banach space, T P
BpXq , and T is compact.

(a) If λ ‰ 0 , then the four numbers

α “ dimNpT ´ λIq α˚ “ dimNpT ˚ ´ λIq

β “ dimX{RpT ´ λIq β˚ “ dimX{RpT ˚ ´ λIq

are equal and finite.

(b) If λ ‰ 0 and λ P σpT q , then λ is an eigenvalue of T and of T ˚ .

(c) σpT q is compact, at most countable, and has at most one limit point, namely, 0.
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Proof. SupposeM0 is a closed subspace of a locally convex space Y , and k is a positive
integer such that k ď dimY {M0 . Then there are vectors y1 , ¨ ¨ ¨ , yk in Y such that the
vector space Mi generated by M0 and y1, ¨ ¨ ¨ , yi contains Mi´1 as a proper subspace.
Each Mi is closed, and hence by Theorem B.8, there are continuous linear functionals
T1 , ¨ ¨ ¨ , Tk on Y such that Tiyi “ 1 but Tiy “ 0 for all y PMi´1 . These functionals
are linearly independent, so if Σ denotes the space of all continuous linear functionals
on Y that annihilate M0 , then

dimY {M0 ď dim Σ .

Let S “ T ´ λI . Apply this with Y “ X , M0 “ RpSq . Since RpSq is closed,
Σ “ RpSqK “ NpS˚q , so β ď α˚ . Next, take Y “ X 1 with its weak*-topology, and
M0 “ RpS˚q . A result from functional analysis states that RpS˚q is weak*-closed.
Since Σ consists of all weak*-continuous linear functional on X 1 that annihilate RpS˚q ,
Σ is isomorphic to KRpS˚q “ NpSq , hence β˚ ď α .

Next we show that α ď β , and the same proof can be used to show that α˚ ď β˚ ,
so the proof of (a) (and hence (b) and (c)) is complete. Assume the contrary that
α ą β . By (d) of Theorem B.22, α ă 8 . By Lemma B.26, there exists closed
subspaces E and F such that dimF “ β and

X “ NpSq ‘ E “ RpSq ‘ F .

Every x P X has unique representation x “ x1 ` x2 , with x1 P NpSq , x2 P E . Define
π : X Ñ NpSq by πx “ x1 . It is easy to see (by the closed graph theorem B.16) that
π is continuous.

Since we assume that dimNpSq ą dimF , there is a linear mapping φ of NpSq
onto F such that φx0 “ 0 for some x0 ‰ 0 . Define

Φx “ Tx` φπx @ x P X .

Then Φ P BpXq . Since dimRpφπq ă 8 , φπ is a compact operator, hence so is Φ .
Observe that Φ´ λI “ S ` φπ . If x P E , then πx “ 0 , so pΦ´ λIqx “ Sx ; hence

pΦ´ λIqpEq “ RpSq .

If x P NpSq , then πx “ x , pΦ´ λIqx “ φx ; hence

pΦ´ λIqpNpSqq “ φpNpSqq “ F .
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Therefore, RpΦ´ λIq “ RpSq ` F “ X . Moreover, λ is an eigenvalue of Φ (with x0

as a corresponding eigenvector), and since Φ is compact, Theorem B.30 states that
RpΦ´ λIq cannot be all of X . ˝

Corollary B.33. The residual spectrum of a compact operator T P BpXq contains
at most one point, namely 0 . Moreover, σpT q “ σppT q Y t0u .

Corollary B.34. Suppose that H is a Hilbert space, and T P BpHq is compact.
Then RpT ´ λIq “ NpT ˚ ´ λIqK for all λ ‰ 0 .

Remark B.35. If T P BpXq is compact, then the injectivity of T ´ λI implies the
invertibility of T ´ λI if λ ‰ 0 .

Remark B.36. A much deeper result states that the spectrum of a bounded operator
T P BpXq is also compact.

B.3.1 Symmetric operators on Hilbert Spaces

Let H be a Hilbert space, and T P BpHq . By Riesz representation theorem, given a
continuous linear functional y˚ P H1 , there exists y P H such that

xh, y˚yH “ ph, yqH @ h P H .

In particular, let h “ Tx , and suppose the representation of T ˚y˚ is z , then

px, zqH “ xx, T
˚y˚yH “ xTx, y

˚
yH “ pTx, yqH @ h P H .

The element z P H is denoted by T 1y . In this case, T 1 is also called the adjoint
operator of T (and T 1 can be thought as the representation of T ˚).

Definition B.37 (Symmetry). The operator T P BpHq is called symmetric if
T “ T 1 .

Lemma B.38. Suppose that T P BpHq be symmetric, and

m ” inf
}u}H“1

pTu, uqH , M ” sup
}u}H“1

pTu, uqH .

Then σpT q Ď rm,M s , and m,M P σpT q .
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Proof. Let λ ąM . Then L : HÑ H1 defined by

xLu, ϕyH “ pλu´ Tu, ϕqH @ ϕ P H

is bounded and coercive: the boundedness is trivial, and the coercivity follows from
that

xLu, uyH “ pλu´ Tu, uqH ě pλ´Mq}u}2H .

Therefore, by the Lax-Milgram theorem, L : H Ñ H1 is one-to-one and onto, so is
λI ´ T since λI ´ T is the representation of L . Therefore, λ R σpT q . Similarly,
λ R σpT q if λ ă m . So σpT q Ď rm,M s .

Let ru, vs “ pMu´ Tu, vqH . The proof of the Schwarz inequality (Proposition ??)
implies that

ˇ

ˇru, vs
ˇ

ˇ ď
ˇ

ˇru, us
ˇ

ˇ

1{2ˇ
ˇrv, vs

ˇ

ˇ

1{2
.

Taking the supremum over all v such that }v}H “ 1 , then

}Mu´ Tu}H ď CpMu´ Tu, uq
1{2
H @ u P H (B.1)

for some constant C .
Let tuku8k“1 be such that }uk}H “ 1 , and pTuk, ukqH Ñ M . Then (B.1) implies

}Muk´Tuk}H Ñ 0 as k Ñ 8 . If M R σpT q , MI ´T is invertible and has a bounded
inverse (by the bounded inverse theorem), so

uk “ pMI ´ T q´1
pMuk ´ Tukq Ñ 0 in H

which contradicts to }uk}H “ 1 for all k . Hence M P σpT q . Similarly, m P σpT q . ˝

Theorem B.39. Let H be a separable Hilbert space, and suppose that T P BpHq
is compact and symmetric. Then there exists a countable orthonormal basis of H
consisting of eigenvectors of T .

Proof. Let tλku8k“1 be the sequence of distinct eigenvalues of T , λk ‰ 0 . Set λ0 “ 0 ,
and Hk “ NpT ´ λkIq for k ě 0 . Then dimHk ă 8 if k ą 0 . Moreover, if xi P Hi

and xj P Hj , then

λipxi, xjqH “pTxi, xjqH “pxi, TxjqH “ λjpxi, xjqH ñ pxi, xjqH “ 0 if i ‰ j .

Therefore, the subspaces Hi and Hj are orthogonal.
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Let H̃ be the smallest subspace of H consisting of all these Hi , i “ 0, 1, ¨ ¨ ¨ . Then

H̃ “
!

m
ÿ

k“0

ckuk

ˇ

ˇ

ˇ
m P NY t0u , uk P Hk , ak P R

)

.

We note that T pH̃q Ď H̃ , and this further implies that T pH̃Kq Ď H̃K since

pTu, vqH “ pu, TvqH “ 0 @ u P H̃K , v P H̃ .

The operator T̃ ” T |H̃K , the restriction of T to H̃K , is also compact and symmetric.
In addition, σpT̃ q “ t0u , since any nonzero eigenvalue of T̃ would be an eigenvalue of
T as well. According to the previous lemma, pT̃ u, uqH “ 0 for all u P H̃K . But then if
u, v P H̃K ,

2pT̃ u, vqH “ pT̃ pu` vq, pu` vqqH ´ pT̃ u, uqH ´ pT̃ v, vqH “ 0

Hence T̃ “ 0 on H̃K . As a consequence, H̃K Ď NpT q Ď H̃ , so H̃K “ t0u . Thus H̃ is
dense in H .

An orthonormal basis of H then can be obtained by choosing an orthonormal basis
for each subspace Hk , k “ 0, 1, ¨ ¨ ¨ . Note that the separability of H implies that
H0 has a countable orthonormal basis, and these basis vectors are all eigenvectors
corresponding to λ0 “ 0 . ˝

B.4 The Peetre-Tartar Theorem

The following theorem due to Peetre and Tartar can be used to derive various Poincaré
type inequalities, and sometimes is useful to guarantee the existence of solutions to
certain PDEs.

Theorem B.40 (Peetre-Tartar). Let X, Y , Z be three Banach spaces, A P BpX, Y q

and K is a compact operator in BpX,Zq such that

C1}u}X ď }Au}Y ` }Ku}Z ď C2}u}X @u P X (B.2)

for some positive constants C1 and C2. Then

1. The dimension of KerpAq is finite, the mapping A is an isomorphism from
X{KerpAq on RpAq, and RpAq is a closed subspace of Y . We recall that RpAq
is the range of A.
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2. There exists a constant C0 such that if F is a Banach space and L1 P BpX,F q

which vanishes on KerpAq, then

}L1u}F ď C0}L1}BpX,F q}Au}Y @u P X . (B.3)

3. If G is a Banach space and L2 P BpX,Gq satisfies

L2u ‰ 0 @u P KerpAqzt0u , (B.4)

then
C3}u}X ď }Au}Y ` }L2u}G ď C4}u}X @u P X (B.5)

for some positive constants C3 and C4.

Proof. 1. Because of (B.2), we find that

C1}u}X ď }Ku}Z ď C2}u}X @u P KerpAq . (B.6)

Let tunu8n“1 be a bounded sequence in KerpAq Ď X. Since K is compact, there
exists a subsequence

 

unk
(8

k“1
such that

 

Kunk
(8

k“1
converges in Z. Using

(B.6) we find that
 

unk
(8

k“1
converges in X. In other words, the identity map

ι : KerpAq Ñ X is compact; thus (b) of Theorem B.22 implies that KerpAq is
finite dimensional.

Consider the quotient space M “ X{KerpAq which is a Banach space with
quotient norm

›

›rus
›

›

M
“ inf

uPrus
}u}X @ rus PM or u P X .

We remark that the infimum above is in fact minimum since KerpAq is finite
dimensional. In the following, we let ru denotes an element in X such that
}rus}M “ }ru}X . Equip RpAq with norm } ¨ }Y . Then pRpAq, } ¨ }Y q is a topological
vector space. Since A : M Ñ RpAq is bounded surjective, the open mapping
theorem (Theorem B.14) implies that A is an open mapping; thus

›

›rus
›

›

M
ď C}Arus}Y @ rus PM

which further implies that RpAq is closed. In fact, if
 

Aruns
(8

n“1
is a convergent

sequence in RpAq, then trunsu8n“1 is Cauchy in M ; thus trunsu8n“1 converges to
a limit rus PM and

 

Aruns
(8

n“1
converges to Arus in Y .
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Finally, the injectivity of A further suggests that

}A´1v}M ď C}AA´1v}M “ C}v}Y @ v P RpAq .

Therefore, A´1 P BpRpAq,Mq.

2. Since L1 vanishes on KerpAq, we find that

L1u “ L1ru “ L1A
´1Arus @u P X ;

thus for all u P X,

}L1u}F ď }L1}BpX,F q}A
´1Arus}X ď }L}BpX,F q}A

´1
}BpRpAq,Mq}Arus}Y

ď }L}BpX,F q}A
´1
}BpRpAq,Mq}Au}Y

which concludes (B.3) by letting C0 “ }A
´1}BpRpAq,Mq.

3. Since L2 P BpX,Gq, it suffices to show that there exists C ą 0 such that

}u}X ď C
“

}Au}Y ` }L2u}G
‰

@u P X .

Suppose the contrary that there exists tunu8n“1 such that }un}X “ 1 while
}Aun}Y ` }L2un}G ď

1

n
for all n P N. Since K P BpX,Zq is compact, there

exists a subsequence
 

unk
(8

k“1
such that

 

Kunk
(8

k“1
converges in Z. Moreover,

tAunu
8
n“1 converges to 0; thus using (B.2) we find that

 

unk
(8

k“1
is Cauchy in

X. Suppose that lim
kÑ8

unk “ u. Then by the continuity of A and L2, we must
have Au “ L2u “ 0; thus by condition (B.4) we conclude that u “ 0 which
contradicts to that
}u}X “ lim

kÑ8
}unk}X “ 1. ˝

Example B.41. Let Ω be a bounded domain, E1 “ H1pΩq, E2 “ E3 “ L2pΩq, A
be the gradient operator, and K be the identity map. The Rellich theorem implies
that the assumptions in the Peetre-Tartar theorem are valid.

1. The kernel of A is the collection of all constants; that is, KerpAq “ R. There-
fore, 1 of the Peetre-Tartar theorem suggests that the gradient operator is an
isomorphism from H1pΩq{R to L2pΩq. In other words, one has

}u}H1pΩq ď C}Du}L2pΩq @u P H1
pΩq{R

which is the Poincaré inequality.
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2. If F “ H1pΩq{R, and L1 is defined by

L1u “ u´
1

|Ω|

ż

Ω

udx ,

then 2 of the Peetre-Tartar theorem implies the Poincaré inequality (2.33).

3. Let G “ L2pBΩq and k P L8pBΩq. If k ‰ 0 on a portion of BΩ, and define L2 by

L2u “ ku @u P KerpAqzt0u ,

then the trace estimate implies that L2 P BpE1, Gq; thus the use of part 3 of
the Peetre-Tartar theorem leads to the Poincaré inequality (2.33).

Example B.42. Let Ω Ď R3 be a bounded smooth domain, E1 “ H1pΩ;R3q,
E2 “ E3 “ L2pΩ;R3q, A be the gradient operator, and K be the identity map. Recall
that

1. Let G “ L2pBΩq, and L2 be defined by

L2u “ u ¨N @u P E1 .

Then L2 clearly belongs to BpE1, Gq because of the trace estimate. Moreover,
since Ω is bounded and smooth, N : BΩ Ñ S1 is onto; thus

L2u ‰ 0 @u P KerpAqzt0u .

Therefore, 3 of the Peetre-Tartar theorem implies that

}u}H1pΩq ď C
“

}Du}L2pΩq ` }u ¨N}L2pBΩq

‰

@u P H1
pΩq

which, in particular, implies the Poincaré inequality.

2. As in 2, letting G “ L2pBΩ;R3q and L2 be defined by L2u “ u ˆN can be used
to conclude that

}u}H1pΩq ď C
“

}Du}L2pΩq ` }u ˆN}L2pBΩq

‰

@u P H1
pΩq

which further shows that the Poincaré inequality holds.



Appendix C

The Laplace and Poisson Equations

Definition C.1. On regions Ω Ď Rn, the Laplace operator ∆, also called the
Laplacian, is defined as

∆ “

n
ÿ

i“1

B
2

Bx2
i

.

Definition C.2. A C 2-function u is called a harmonic function if ∆u “ 0.

C.1 The Fundamental Solution

When Ω “ Rn, the Laplace operator has radial symmetry, and we may search for
harmonic functions on Rn which depend only upon the radial component. Letting

r “ |x| ,

we look for a harmonic function u satisfying

upxq “ vprq .

Since
Br

Bxi
“
xi
r
, by the chain rule,

Bu

Bxi
“
dv

dr

Br

Bxi
“ v1prq

xi
r
,
B

2u

Bx2
i

“
B

Bxi

”

v1prq
xi
r

ı

“ v2prq
x2
i

r2
` v1prq

”1

r
´
x2
i

r3

ı

.

Therefore,

∆u “
n
ÿ

i“1

B
2u

Bx2
i

“ v2prq `
n´ 1

r
v1prq .

301
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Hence ∆u “ 0 if and only if

v2 `
n´ 1

r
v1 “ 0 .

If we consider solutions away from r “ 0 and suppose that v1prq ‰ 0, then

“

log v1prq
‰1
“

n´ 1

r
.

This is a simple ordinary differential equation which we can directly integrate to find
that for r ą 0,

vprq “

$

&

%

b log r ` c pn “ 2q

b

rn´2
` c pn ě 3q ,

where b and c are constants. These radially symmetric functions, harmonic away
from the origin, provide us with the singular integral kernels on Rn and explicit
representations for the solutions to the Poisson equation ´∆u “ f , at least when the
forcing function f is “nice” enough.

Definition C.3. The function

Φpxq “

$

’

&

’

%

´
1

2π
log |x| pn “ 2q

1

pn´ 2qωn´1|x|n´2
pn ě 3q ,

defined for x P Rn , x ‰ 0 , is the fundamental solution of Laplace’s equation, where
ωn´1 denotes the surface area of the unit ball in Rn and is defined by

ωn´1 “
2πn{2

Γpn{2q
,

where Γ denotes the Gamma function.

Notation. We will use that notation F,i to denote BF
Bxi

, while F,ij denotes
B 2F

BxiBxj
and similarly for higher-order partial derivatives.

A direct computation shows that

Φ,i pxq “
´xi
ωn´1

|x|´n ,

Φ,ij pxq “
1

ωn´1

”

´|x|2δij ` nxixj

ı

|x|´n´2 ,
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and we have the following derivative estimates:

|Φ,i pxq| ď
1

ωn´1

|x|1´n , (C.1a)

|Φ,ij pxq| ď
n

ωn´1

|x|´n , (C.1b)

|DαΦpxq| ď Cpn, |α|q|x|2´n´|α| , (C.1c)

where Dα and |α| are the multi-index notation defined by the following

Definition C.4 (Multi-index). An n-dimensional multi-index is a vector α “

pα1, ¨ ¨ ¨ , αnq of non-negative integers. |α| is defined as the sum of αk and α! is defined
as the product of αk! , i.e.,

|α| “
n
ÿ

k“1

αk and α! “
n
ź

k“1

αk! .

The differential operator Dα
x is defined by

Dα
x “

B
α1

Bxα1
1

¨ ¨ ¨
B
αn

Bxαn
n

.

When the (spatial) variable is specified, we simply use Dα to denote Dα
x .

C.1.1 Uniform and Hölder continuous functions

For Ω Ď Rn open, a function u : Ω Ñ R is Lipschitz continuous if

|upxq ´ upyq| ď C|x´ y| @ x, y P Ω , (C.2)

where C is a constant that depends on Ω but not on the function u itself. The
inequality (C.2) provides a uniform modulus of continuity. The standard example of
functions which are Lipschitz continuous but not differentiable is given by upxq “ |x|.
It is interesting to refine this functional framework to be able to discern the regularity
of functions upxq “ |x|α for positive α ď 1. We wish to understand how “cuspy” the
graph of u is near the origin, for example. To do so, we replace the difference quotient
bound in (C.2) with the following inequality:

|upxq ´ upyq| ď C|x´ y|α @x, y P Ω . (C.3)

Functions which satisfy the inequality (C.3) are termed Hölder continuous with
exponent α.
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Definition C.5 (Continuous functions and compact support). For Ω Ď Rn, we let
C 0pΩq denote the collection of continuous functions on Ω, and we denote by C 0

c pΩq

the collection of those functions in C 0pΩq with compact support contained in Ω.

Definition C.6 (Bounded continuous functions). For Ω Ď Rn we set

C 0
psΩq :“

 

u : Ω Ñ R
ˇ

ˇu is bounded and continuous
(

,

with norm }u}C 0psΩq “ max
xPsΩ

|upxq|. For integers k ě 0, we let C kpsΩq denote the

collection of functions possessing partial derivatives to all orders up to k which are
bounded and continuous on sΩ. We use C k

locpΩq to denote the functions in C kp sBq for
all bounded balls sB contained in Ω.

Definition C.7 (Hölder continuous functions). For 0 ă α ď 1, we set

C 0,α
psΩq :“

 

u P C 0
psΩq

ˇ

ˇ}u}C 0psΩq ` rusC 0,αpsΩq ă 8
(

,

where
rusC 0,αpsΩq “ sup

x,yPΩ
x‰y

|upxq ´ upyq|

|x´ y|α
.

The norm of u in C 0,αpsΩq is }u}C 0,αpsΩq “ }u}C 0psΩq ` rusC 0,αpsΩq.

Theorem C.8. The space C 0,αpsΩq endowed with the norm } ¨ }C 0,αpsΩq is a Banach
space.

We leave the proof as an exercise for the reader.
We will denote C 0,α

c psΩq “ C 0,αpsΩq X C 0
c pΩq.

C.1.2 The Poisson equation ´∆u “ f in Rn

Our objective, here, is to produce explicit solutions to the Poisson equation ´∆u “ f

in Rn. We will show that convolution between the fundamental solution Φ and the
“forcing function” f is a solution to this problem.

Definition C.9. We set

upxq “

ż

Rn

Φpx´ yqfpyq dy (C.4)

whenever Φpx´ ¨qfp¨q P L1pRnq.
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Lemma C.10. Suppose that f is bounded and integrable with compact support. Then
if u is given by (C.4), u P C 1pRnq and for any x P Rn and i “ 1, ..., n,

u,i pxq “

ż

Rn

Φ,i px´ yqfpyq dy .

Proof. Since f is bounded with compact support, the integral

Iipxq ”

ż

Rn

Φ,i px´ yqfpyq dy

is well-defined and continuous (in x). It suffices to show that it is the derivative of

upxq ”

ż

Rn

Φpx´ yqfpyq dy .

Let ρ : p0,8q Ñ R be a smooth, monotone increasing function such that

ρpzq “

"

1 if z P p2,8q ,

0 if z P p0, 1q ,
and |ρ1| ď 2 ,

and define
uεpxq “

ż

Rn

ρ
´

|x´ y|

ε

¯

Φpx´ yqfpyq dy .

Note that since ρ is uniformly bounded and Φ P L1pRnq , by the dominated conver-
gence theorem, uε Ñ u uniformly as ε Ñ 0 on compact subsets. Furthermore, as
Dx

”

ρ
` |x´ y|

ε

˘

Φpx ´ yq
ı

fpyq is also integrable for ε ą 0, we may differentiate under
the integral to find that

uε,i pxq “

ż

Rn

B

Bxi

”

ρ
´

|x´ y|

ε

¯

Φpx´ yq
ı

fpyq dy

“

ż

Rn

xi ´ yi
ε|x´ y|

ρ1
´

|x´ y|

ε

¯

Φpx´ yqfpyq dy

`

ż

Rn

ρ
´

|x´ y|

ε

¯

Φ,i px´ yqfpyq dy .

Therefore,

|uε,i pxq ´ Iipxq| ď

ż

Rn

ˇ

ˇ

ˇ

xi ´ yi
ε|x´ y|

ρ1
´

|x´ y|

ε

¯ˇ

ˇ

ˇ

ˇ

ˇΦpx´ yq
ˇ

ˇ

ˇ

ˇfpyq
ˇ

ˇdy

`

ż

Rn

ˇ

ˇ

ˇ
1´ ρ

´

|x´ y|

ε

¯
ˇ

ˇ

ˇ

ˇ

ˇΦ,i px´ yq
ˇ

ˇ

ˇ

ˇfpyq
ˇ

ˇdy .

Note that |ρ| ď 1 and |ρ1| ď 2 . Moreover, since sptp1 ´ ρq Ď r0, 2s , it follows that
spt

`

1 ´ ρ
`

¨

ε

˘˘

Ď r0, 2εs . Similarly, since sptpρ1q Ď r1, 2s , we see that sptpρ1
`

¨

ε

˘˘

Ď
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rε, 2εs . As a consequence, for the case n ě 3 (the case n “ 2 is left as an exercise for
the reader) ,

|uε,i pxq ´ Iipxq|

ď
2

ε

ż

εă|x´y|ă2ε

}f}L8pΩq
ωn´1

|x´ y|´n`2dy `

ż

|x´y|ă2ε

}f}L8pΩq
pn´ 2qωn´1

|x´ y|1´ndy

ď
}f}L8pΩq
ωn´1

”2

ε

ż

|z|“1

ż 2ε

ε

rdrdSz `

ż

|z|“1

ż 2ε

0

drdSz

ı

“ }f}L8pΩq

”2

ε

ż 2ε

ε

rdr `

ż 2ε

0

dr
ı

Ñ 0 as εÑ 0 ;

hence uε,iÑ Ii uniformly as εÑ 0 .
Finally, by the uniform convergence of uε to u and uε,i to Ii as εÑ 0 , we conclude

that
upxq “ lim

εÑ0
uεpxq “ lim

εÑ0

”

uεpx0q `

ż x

x0

Buε
Bxi

dxi

ı

“ upx0q `

ż x

x0

Iidxi ;

thus u,i“ Ii . ˝

Remark C.11. Given that DΦ is integrable near the origin, it is possible to compute
the first partial derivatives of u by taking the limit of a sequence of difference quotients
of u. On the other hand, since D2Φ is not integrable near the origin, analysis of second
partial derivatives of u require some sort of limiting process, wherein the singular
behavior at |x| “ 0 is either excised or regularized.

For example, we might consider removing a small ball near the origin, and defining
an approximation to u as follows:

ũεpxq ”

ż

RnzBpx,εq

Φpx´ yqfpyq dy ,

which makes ũε a differentiable function. However, as the domain of integration also
depends upon x, differentiation of ũε becomes a bit complicated, requiring a change of
variables. To avoid this procedure, one alternative is the introduction of the cut-off
function ρ (introduced in the above proof), which has the similar affect of removing
the singular region, without any difficulties in differentiation.

Theorem C.12. Suppose that Ω Ď Rn, f P C 0,α
c psΩq with 0 ă α ď 1 , and suppose

that u is given by (C.4). Then u P C 2pRnq , and for any x P Rn, and i, j “ 1, ..., n,

u,ij pxq “

ż

Ω0

Φ,ij px´ yq
`

fpyq ´ fpxq
˘

dy ´ fpxq

ż

BΩ0

Φ,i px´ yqNj dSy , (C.5)
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where Ω0 is any bounded, smooth domain containing Ω . In particular,

´∆u “ f in Rn . (C.6)

Remark C.13. Before starting the proof of Lemma C.12, we explain why a formula
like (C.5) is well-defined. Note that as DαΦ is not integrable for |α| ě 2, Φ,ij px ´

¨qfp¨q R L1pRnq even if f P C8
c pRnq. Nevertheless, the integral

ż

Rn

Φ,ij px´ yq
`

fpyq ´

fpxq
˘

dy is well-defined for all x P Rn due to the Hölder continuity of f . In particular,
it is essential that second-derivatives of Φ are multiplying the difference rfpyq ´ fpxqs
– the Hölder continuity of f “cancels” the singular nature of D2Φ near the origin, at
least enough so that the integral converges.

The presence of the boundary integral on the right-hand side of (C.5) is necessary
in order to cancel the effect of the subtraction of fpxq from fpyq.

Proof of Theorem C.12. To see that (C.6) follows from (C.5), notice that ∆u “ u,ii

and that according to (C.5),

u,ii pxq “

ż

Ω0

Φ,ii px´ yq
`

fpyq ´ fpxq
˘

dy ´ fpxq

ż

BΩ0

Φ,i px´ yqNidSy .

Since Φ,ii px´yq “ 0 if x ‰ y , and Φ,ii px´¨q
`

fp¨q´fpxq
˘

P L1pRnq , the first integral
on the right-hand side vanishes. Thus

u,ii pxq “ ´fpxq

ż

BΩ0

Φ,i px´ yqNidSy . (C.7)

Choose R ą 0 sufficiently large (for example, R “ diampΩq` 1) so that Ω0ĂĂBpx,Rq,
and let A “ Bpx,Rq ´ Ω0. Since ∆Φpx´ ¨q “ 0 in A, the divergence theorem implies
that

0 “

ż

A

∆Φpx´ yq dx “

ż

BBpx,Rq

DΦpx´ yq ¨ npyq dSy `

ż

BΩ0

DΦpx´ yq ¨ npyq dSy ,

where n denotes the outward-pointing unit normal to BA . Since n “ ´N on BΩ0 ,
substitution into (C.7) shows that

u,ii pxq “ ´fpxq

ż

BBpx,Rq

Φ,i px´ yqNidSy

“ ´fpxq

ż

BBpx,Rq

´pxi ´ yiq

ωn´1

|x´ y|´nyi ´ xi
R

dSy

“ ´fpxq
1

ωn´1

ż

BBpx,Rq

R1´ndSy “ ´fpxq .
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Next, we establish (C.5). Following the proof of Lemma C.10, we define

viεpxq “

ż

Rn

ρ
´

|x´ y|

ε

¯

Φ,i px´ yqfpyq dy .

The derivative of this integrand has an L1pRnq dominating function, so the dominated
convergence theorem allows to differentiate under the integral. We thus find that

viε,j pxq “

ż

Ω0

”

B

Bxj
ρ
´

|x´ y|

ε

ı̄

Φ,i px´ yqfpyq dy`

ż

Ω0

ρ
´

|x´ y|

ε

¯

Φ,ij px´ yqfpyq dy

“

ż

Ω0

”

B

Bxj
ρ
´

|x´ y|

ε

¯ı

Φ,i px´ yq
`

fpyq ´ fpxq
˘

dy

´ fpxq

ż

Ω0

”

B

Byj
ρ
´

|x´ y|

ε

¯ı

Φ,i px´ yq dy

`

ż

Ω0

ρ
´

|x´ y|

ε

¯

Φ,ij px´ yq
`

fpyq ´ fpxq
˘

dy

` fpxq

ż

Ω0

ρ
´

|x´ y|

ε

¯

Φ,ij px´ yq dy .

We will show that viε,j converges to the right-hand side of (C.5) uniformly. Since

Φ,ij px´ yq “ ´
B

Byj
Φ,i px´ yq , integration by parts shows that

ż

Ω0

ρ
´

|x´ y|

ε

¯

Φ,ij px´ yq dy

“

ż

Ω0

”

B

Byj
ρ
´

|x´ y|

ε

¯ı

Φ,i px´ yq dy ´

ż

BΩ0

ρ
´

|x´ y|

ε

¯

Φ,i px´ yqNjdSy ,

and hence that

viε,j pxq “

ż

Ω0

”

B

Bxj
ρ
´

|x´ y|

ε

¯ı

Φ,i px´ yq
`

fpyq ´ fpxq
˘

dy

`

ż

Ω0

ρ
´

|x´ y|

ε

¯

Φ,ij px´ yq
`

fpyq ´ fpxq
˘

dy

´ fpxq

ż

BΩ0

ρ
´

|x´ y|

ε

¯

Φ,i px´ yqNjdSy .
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Following the proof of Lemma C.10, by the Hölder continuity of f ,
ˇ

ˇ

ˇ

ż

Ω0

”

B

Bxj
ρ
´

|x´ y|

ε

¯ı

Φ,i px´ yq
`

fpyq ´ fpxq
˘

dy
ˇ

ˇ

ˇ

ď

ż

Bpx,Rq

ˇ

ˇ

ˇ

B

Bxj
ρ
´

|x´ y|

ε

¯
ˇ

ˇ

ˇ

ˇ

ˇΦ,i px´ yq
ˇ

ˇ

ˇ

ˇfpyq ´ fpxq
ˇ

ˇdy

ď

ż

εă|x´y|ă2ε

ˇ

ˇ

ˇ

xi ´ yi
ε|x´ y|

ρ1
´

|x´ y|

ε

¯
ˇ

ˇ

ˇ

ˇ

ˇΦ,i px´ yq
ˇ

ˇ

ˇ

ˇfpyq ´ fpxq
ˇ

ˇdy

ď

ż

εă|x´y|ă2ε

2rf sC 0,αpΩq

εωn´1

|x´ y|1´n`αdy

“
2rf sC 0,αpΩq

εωn´1

ż

|z|“1

ż 2ε

ε

rαdrdSz Ñ 0 as εÑ 0 .

Here we note that since R can be chosen independent of x P Ω , the convergence above
is in fact uniform in x . Similarly, by (C.1b),

ż

Ω0

ˇ

ˇ

ˇ
1´ ρ

´

|x´ y|

ε

¯ˇ

ˇ

ˇ
Φ,ij px´ yq

`

fpyq ´ fpxq
˘

dy

ď
nrf sC 0,αpΩq

ωn´1

ż

|z|“1

ż 2ε

0

rα´1drdSz Ñ 0 as εÑ 0 ;

and again the convergence above is uniform in x P Ω . Consequently, viε,j converges to
the right-hand side of (C.5) uniformly as εÑ 0 .

It remains to show that viε,jÑ u,ij as εÑ 0. From Lemma C.10, viε Ñ u,i uniformly
as ε Ñ 0, so using the fundamental theorem of calculus (as in the proof of Lemma
C.10), we indeed see that u,ij must be equal to the right-hand side of (C.5). ˝

C.2 A Representation Formula

For a point y P Ω, the function Φpx ´ yq is harmonic if x ‰ y . Therefore, letting
vpxq “ Φpx´ yq in Green’s second identity (2.2),

ż

Ωk

Φpx´ yq∆upxq dx “

ż

BΩk

Φpx´ yq
Bu

BN
pxq dSx ´

ż

BΩk

upxq
BΦ

BN
px´ yq dSx

where Ωk “ ΩzBpy, 1
k
q . For k big enough, BΩk “ BΩY BBpy, 1

k
q . Therefore,

ż

BBpy, 1
k
q

upxq
BΦ

BN
px´ yq dSx“

ż

BΩ
Φpx´ yq

Bu

BN
pxq dSx`

ż

BBpy, 1
k
q

Φpx´ yq
Bu

BN
pxq dSx

´

ż

BΩ
upxq

BΦ

BN
px´ yq dSx ´

ż

ΩzBpy, 1
k
q

Φpx´ yq∆upxq dx ,



310 CHAPTER C. The Laplace/Poisson Equations

here we have to note that the unit normal on BBpy, 1
k
q points to the center y. For

x P BBpy, 1
k
q ,

Φpx´ yq “

$

’

’

&

’

’

%

1

2π
log k if n “ 2

kn´2

pn´ 2qωn´1

if n ě 3

,

BΦ

BN
px´ yq “ ∇Φpx´ yq ¨ kpy ´ xq “

kn´1

ωn´1

.

Therefore, as k Ñ 8 ,
ż

BBpy, 1
k
q

upxq
BΦ

BN
px´ yq dSx Ñ upyq and

ż

BBpy, 1
k
q

Φpx´ yq
Bu

BN
pxq dSx Ñ 0 .

Moreover,
ż

Ωk

Φpx´ yq∆upxq dxÑ

ż

Ω
Φpx´ yq∆upxq dx as k Ñ 8 . As a consequence,

u P C 2pΩq satisfies

upxq “

ż

BΩ
Φpy ´ xq

Bu

BN
pyq dSy ´

ż

BΩ
upyq

BΦ

BN
py ´ xq dSy ´

ż

Ω
Φpy ´ xq∆upyq dy . (C.8)

Remark C.14. The integral
ż

Ω

Φpx´ yqfpyq dy is called the Newtonian potential

with density f .

Given the formula (C.8) it is tempting to believe that the equation

´∆u “ f in Ω ,

u “ g on BΩ ,

Bu

BN
“ h on BΩ

has a solution

upxq “

ż

BΩ

Φpx´ yqhpyq dSy´

ż

BΩ

gpyq
BΦ

BN
py ´ xq dSy`

ż

Ω

Φpy ´ xqfpyq dy .

This is, in fact, not the case, and we shall examine this in great detail below.

C.3 Properties of Harmonic Functions

C.3.1 Mean-value property

Now we consider harmonic functions on an open set Ω Ď Rn .
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Theorem C.15. If u P C 2pΩq is harmonic, then

upxq “ ´

ż

BBpx,rq

upyq dSy “ ´

ż

Bpx,rq

upyq dy (C.9)

for each ball Bpx, rq Ď Ω .

Proof. We begin by proving the first equality in (C.9). By the divergence theorem,

0 “

ż

BBpx,rq

Bu

BN
pyq dSy “

ż

BBp0,1q

rn´1 B

Br
upx` rwq dSw

“ rn´1 B

Br

ż

BBp0,1q

upx` rwq dSw “ rn´1 B

Br

”

r1´n

ż

BBpx,rq

upyq dSy

ı

.

Therefore,

r1´n

ż

BBpx,rq

upyq dSy “ lim
rÑ0`

r1´n

ż

BBpx,rq

upyq dSy “ ωn´1upxq . (C.10)

The second equality in (C.9) is obtained by integrating (C.10) in r . ˝

Exercise: If u P C 2pΩq satisfying ∆u ě 0 (or ∆u ď 0), show that

upxq ď ´

ż

BBpx,rq

upyq dSy

´

or upxq ě ´

ż

BBpx,rq

upyq dSy

¯

,

upxq ď ´

ż

Bpx,rq

upyq dy
´

or upxq ě ´

ż

Bpx,rq

upyq dy
¯

.

A function u P C 2pΩq is called a sub-harmonic/super-harmonic function if ∆u ě 0/ď 0.

Theorem C.16 (Converse to mean-value property). If u P C 2pΩq satisfies (C.9) for
each Bpx, rq Ď Ω , then u is harmonic.

Proof. If ∆u ‰ 0, there exists some ball Bpx, rq Ď Ω on which ∆u ą 0 (or perhaps
∆u ă 0) inBpx, rq. But this would imply that 0 “ ´

ş

Bpx,rq
∆upyq dy ą 0, a contradiction.

˝

Theorem C.17. If u P L1
locpΩq satisfies the mean-value property (C.9) for each

Bpx, rq Ď Ω , then u P C8pΩq .



312 CHAPTER C. The Laplace/Poisson Equations

Proof. Let η be the standard mollifier defined in Definition 1.38, and let uε “ ηε ˙ u

in Ωε . Then

uεpxq “

ż

Ω

ηεpx´ yqupyq dy “
1

εn

ż

Bpx,εq

η
´x´ y

ε

¯

upyq dy

“
1

εn

ż ε

0

ż

BBp0,1q

ηp
rw

ε
qupx` rwqrn´1dSwdr

“
1

εn
ωn´1upxq

ż ε

0

ηp
rw

ε
qrn´1dr “ upxq .

Therefore, uε “ u in Ωε . ˝

Corollary C.18. A harmonic function is a C8-function.

Corollary C.19. The limit of a uniformly convergent sequence of harmonic func-
tions is harmonic.

C.3.2 Maximum principles

Theorem C.20 (Strong maximum principle). Suppose that u P C 2pΩq X C 0pΩq is
harmonic within a bounded domain Ω .

(1) Then max
Ω

u “ max
BΩ

u .

(2) Furthermore, if Ω is connected and there exists a point x0 P Ω such that
upx0q “ max

Ω
u , then u “ upx0q within Ω .

Proof. Let M “ max
Ω

u (the boundedness of Ω implies that such an M exists), and

A “ tx P Ω | upxq “Mu . The continuity of u implies that A is closed (relative to Ω).
If A is empty, then the maximum of u is attained on BΩ , so we may assume that A is
not empty.

Let x P A , and r ą 0 be such that Bpx, rq Ď Ω . According to (C.9)

M “ upxq “ ´

ż

Bpx,rq

upyq dy ďM .

Equality can only hold if upyq “ upxq for all y P Bpx, rq; thus, Bpx, rq Ď A, and hence
A is also open in Ω . It must be that A “ Ω since it is the only subset of Ω which is
both open and closed in Ω . ˝
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Remark C.21. In the statement of Theorem C.20, it suffices to assume that ∆u ě 0.

Exercise: Let u be sub-harmonic/super-harmonic in Ω . Then

(1) Then max
Ω

u “ max
BΩ

u/min
Ω
u “ min

BΩ
u .

(2) If Ω is connected and there exists a point x0 P Ω such that upx0q “ max
Ω

u/upx0q “

min
Ω
u , then u “ upx0q within Ω .

Corollary C.22 (Uniqueness). Let g P C 0pBΩq , f P C 0pΩq . Then there exists at
most one solution u P C 2pΩq X C 0pΩq to the boundary-value problem

´∆u “ f in Ω ,

u “ g on BΩ .

Corollary C.23 (Comparison). For u, v P C 2pΩq X C 0psΩq, if ∆u ě 0, ∆v “ 0 in
Ω, and u “ v on BΩ, then u ď v in Ω. (For this reason, we call u subharmonic.

C.3.3 The Harnack inequality

Theorem C.24. Let u be a non-negative harmonic function in Ω . Then for any
bounded sub-domain Ω1ĂĂΩ , there exists a constant C depending only on n , Ω1 and
Ω such that

max
Ω1

u ď C min
Ω1

u .

Proof. Let y P Ω , Bpy, 4Rq Ď Ω . Then for any two points x1 , x2 P Bpy,Rq , we have

upx1q “ ´

ż

Bpx1,Rq

upxq dx ď
1

|Bp0, Rq|

ż

Bpx1,2Rq

upxq dx ,

upx2q “ ´

ż

Bpx2,3Rq

upxq dx ě
1

|Bp0, 3Rq|

ż

Bpx1,2Rq

upxq dx .

Consequently, max
Bpy,Rq

u ď 3n min
Bpy,Rq

u . The general case follows from connecting any two

points in Ω1 by an arc Γ so that Γ Ď
m
Ť

k“1

Bpxk, 4Rq Ď Ω for some xk P Γ and R ą 0 .

The number m only depends on Ω1 and Ω , so the constant C depends only on n , Ω1

and Ω . ˝
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C.3.4 Local estimates

Theorem C.25. Assume u is harmonic in Ω and UĂĂΩ . Then for any multi-index
α we have

sup
xPU

|Dαupxq| ď
´n|α|

d

¯|α|

sup
xPΩ

|upxq| , (C.11)

where d “ distpU, BΩq .

Proof. Suppose that α “ ei “ p 0, ¨ ¨ ¨ , 0
looomooon

pi´ 1q zeros

, 1, 0, ¨ ¨ ¨ , 0q . Since Dαu is harmonic,

Dαupxq “
1

|Bpx, rq|

ż

Bpx,rq

Dαupyq dy “
1

|Bpx, rq|

ż

Bpx,rq

divpueiq dy

“
1

|Bpx, rq|

ż

BBpx,rq

upyqNipyq dSy ď
|BBpx, rq|

|Bpx, rq|
max

yPBpx,rq
|upyq| .

As a consequence, with Ur denoting the set
Ť

xPU

Bpx, rq ,

max
xPU

|Dαupxq| ď
n

r
max
xPUr

|upxq| .

The general result follows from applying the above inequality |α| times with r “
d

|α|
.

˝

Remark C.26. Inequality (C.11) is also called the gradient estimatefor harmonic
functions.

C.3.5 Regularity of weakly harmonic functions

Theorem C.27. For Ω Ď Rn, suppose that u P L1
locpΩq and satisfies

ż

Ω

upxq∆φpxq dx “ 0 @φ P C 2
c pΩq .

Then u is harmonic in Ω.

Proof. Without loss of generality, we may assume that u P L1pΩq.
Choose ε ą 0 sufficiently small so that φε :“ ηε˙ φ P C8

c pΩq, where ηε denotes the
standard mollifiers given in Definition 1.38. By assumption,

0 “

ż

Ω

upxq∆φεpxq dx “

ż

Ω

uεpxq∆φpxq dx . (C.12)
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Since uε is smooth, we can integrate by parts to find that
ż

Ω

∆uεpxqφpxq dx @φ P C 2
c pΩq .

Thus, ∆uε “ 0 in Ω, so uε is harmonic.
By Young’s inequality the sequence uε is uniformly bounded in L1pΩq:

}uε}L1pΩq ď }ηε}L1pΩq}u}L1pΩq “ }u}L1pΩq .

Since uε is harmonic,

uεpxq “
1

|Bp0, Rq|

ż

Bpx,Rq

uεpyq dy ,

which implies that

|uεpxq| ď
1

|Bp0, Rq|
}uε}L1pΩq .

The local gradient estimate (C.11) then provides the inequality

sup
xPU

|Dαupxq| ď C sup
Ω
|uε| ď C}u}L1pΩq .

We have therefore shown that Dαuε is bounded and equi-continuous on any
UĂĂΩ. By the Arzela-Ascoli Theorem, there exists some subsequence ε1 such that
uε
1

Ñ v P C 2pUq.
On the other hand, uε1 Ñ u in L1pUq so u “ v on U . By pushing BU closer to BΩ,

we see that u is smooth in Ω. Hence for all φ P C 2
c pΩq,

0 “

ż

Ω

upxq∆φpxq dx “

ż

Ω

∆upxqφpxq dx ,

so that u is harmonic. ˝

C.3.6 Liouville’s theorem

Theorem C.28. Suppose u : Rn Ñ R is harmonic and bounded. Then u is constant.

Proof. By gradient estimate (C.11), the derivatives Dαupxq have to vanish for all
x P Rn and multi-index α . In particular, this implies that u is constant along any
lines, so u is constant. ˝
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Corollary C.29. Let n ě 3 and f P C 0,αpRnq with compact support in Rn . Then
any bounded solution of

´∆u “ f in Rn

has the form

upxq “

ż

Rn

Φpx´ yqfpyq dy ` C

for some constant C .

C.3.7 Analyticity

Theorem C.30. Assume u is harmonic in Ω . Then u is analytic in Ω ; that is, for
each x0 P Ω ,

upxq “
ÿ

α

Dαupx0q

α!
px´ x0q

α

within some ball Bpx0, rq .

C.4 Green’s Functions

For fixed x P Ω , suppose that there is a harmonic function Φ̃xpyq such that ∆yΦ̃
xpyq “ 0

for all y P Ω and
Φ̃x
pyq “ Φpy ´ xq @ y P BΩ .

Then by Green’s second identity,
ż

Ω

Φ̃x
pyq∆upyq dy “

ż

BΩ

”

Φ̃x
pyq
Bu

BN
pyq ´ upyq

B Φ̃x

BN
pyq

ı

dSy . (C.13)

By (C.8) and (C.13), we obtain that if u P C 2pΩq X C 0pΩq , then

upxq “ ´

ż

BΩ

upyq
BG

BN
px´ yq dSy ´

ż

Ω

Gpx, yq∆upyq dy , (C.14)

where Gpx, yq “ Φpy´ xq ´ Φ̃xpyq. The function Gpx, yq is called the Green’s function
for the domain Ω.

Theorem C.31 (Symmetry of Green’s function). For all x , y P Ω , x ‰ y , we have

Gpx, yq “ Gpy, xq .
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Proof. Fix x, y P Ω , x ‰ y . Define vpzq “ Gpx, zq and wpzq “ Gpy, zq . The goal is
to show that vpyq “ wpxq .

Letting Ωε “ Ω´ pBpx, εq YBpy, εqq, and applying Green’s second identity (2.2),
we obtain that

ż

BBpx,εq

”

Bv

BN
w ´

Bw

BN
v
ı

dSz “

ż

BBpy,εq

”

Bw

BN
v ´

Bv

BN
w
ı

dS ,

where N denotes the inward-pointing unit normal on BBpx, εq Y BBpy, εq . Passing
ε Ñ 0 , the left-hand side converges to wpxq while the right-hand side converges to
vpyq . ˝

C.4.1 The case Ω “ Rn´1 ˆ R`
For x P Rn

` ” Rn´1 ˆ R` , let x̃ “ px1, ¨ ¨ ¨ , xn´1,´xnq . Then Φ̃xpyq “ Φpy ´ x̃q is
harmonic in Rn

` , and Φ̃xpyq “ Φpy ´ xq for all y P BRn
` . Therefore, the Green’s

function is given by
Gpx, yq “ Φpy ´ xq ´ Φpy ´ x̃q ,

the outward unit normal to BRn
` is N “ ´en “ p0, ..., 1q so

BG

BN
“ ´

BG

Byn
, and

BG

BN
px, yq

ˇ

ˇ

ˇ

yn“0
“
´1

ωn´1

2xn

|x´ y|n
,

and Green’s representation formula (C.14) suggests that the (bounded) solution to

∆u “ 0 in Rn
` , (C.15a)

u “ f on BRn
` (C.15b)

is

upxq “ ´

ż

BRn
`

fpyq
BG

BN
px, yq dSy “

2xn

ωn´1

ż

Rn´1

fpyq

|x´ y|n
dy p@ x P Rn

`q . (C.16)

With Kpx, yq “
2xn

ωn´1|x´ y|n
, the equation (C.16) can be written as

upxq “

ż

BRn
`

Kpx, yqfpyq dSy .

The function K is termed the Poisson kernel for Rn
` , and (C.16) is called the Poisson

integral formula.
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It remains to verify that (C.16) provides a solution u P C 2pRn
`q X C 0pRn

`q with
prescribed boundary condition.

Theorem C.32. Assume that f P C 0pBRn
`q X L

8pBRn
`q , and u is given by (C.16).

Then u P C 2pRn
`q X C 0pRn

`q satisfies (C.15a) and (C.15b).

Proof. Since Kpx, yq is smooth if x ‰ y , (C.16) indeed shows that u is smooth . In
particular, u P C 2pRn

`q .
Next, we note that the Poisson kernel is normalized; namely,

ż

BRn
`

Kpx, yq dSy “
2xn

ωn´1

ż

Rn´1

1

|x´ y|n
dy “ 1 @x P Rn

` . (C.17)

The identity (C.17) is an immediate consequence of (C.14) with u P C 2pRn
`qXC 0pRn

`q

taken to be upxq “ 1.
Let z P BRn

` . Since f P C 0pBRn
`q , given ε ą 0 , there exists δ ą 0 such that

|fpxq ´ fpzq| ă
ε

2
whenever |x´ z| ă 2δ .

Then if |x´ z| ă δ , x P Rn
` ,

|upxq ´ fpzq| “
ˇ

ˇ

ˇ

ż

BRn
`

Kpx, yq
`

fpyq ´ fpzq
˘

dSy

ˇ

ˇ

ˇ

ď

ż

BRn
`XBpz,2δq

Kpx, yq|fpyq ´ fpzq|dSy ` 2 max
BRn
`

|f |

ż

BRn
`zBpz,2δq

Kpx, yq dSy

ď
ε

2
` 2 max

BRn
`

|f |

ż

BRn
`zBpz,2δq

Kpx, yq dSy
loooooooooooooooooooomoooooooooooooooooooon

”I

.

If y P BRn
`zBpz, 2δq , |y ´ z| ą 2δ . So if |x´ z| ă δ1 ď δ ,

|y ´ z| ď |y ´ x| ` |x´ z| ď |y ´ x| `
1

2
|y ´ z|

which implies |y ´ x| ě 1
2
|y ´ z| . As a consequence,

I ď
2n`2

ωn´1

max
BRn
`

|f |

ż

BRn
`zBpz,2δq

xn

|y ´ z|n
dSy ď

Cxn

δ

for some constant C ă 8 . Choose δ1 even smaller so that 2Cδ1 ă εδ , then |upxq ´
fpzq| ă ε whenever |x´ z| ă δ1 . This proves u P C 0pΩq . ˝
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C.4.2 The case Ω “ Bp0, 1q or Ω “ Bp0, Rq

For x P Bp0, 1q , let x̃ “ x

|x|2
, and Φ̃xpyq “ Φp|x|py ´ x̃qq . Then Φ̃xpyq is harmonic in

Ω , i.e., ∆yΦ̃
xpyq “ 0 for all x, y P Ω . Moreover, Φ̃xpyq “ Φpy´xq for all y P BBp0, 1q .

Therefore, the Green’s function for the unit ball is

Gpx, yq “ Φpx´ yq ´ Φp|x|py ´ x̃qq .

Using (C.14), we find that the solution to

∆u “ 0 in Bp0, 1q ,

u “ f on BBp0, 1q

is

upxq “ ´

ż

BBp0,1q

fpyq
BG

BN
px, yq dSy “

1´ |x|2

ωn´1

ż

BBp0,1q

fpyq

|x´ y|n
dSy .

since
BG

BN
px, yq

ˇ

ˇ

ˇ

yPBBp0,1q
“
´1

ωn´1

1´ |x|2

|x´ y|n
.

By a change of variables, the solution to

∆u “ 0 in Bp0, Rq , (C.18a)

u “ f on BBp0, Rq , (C.18b)

is then

upxq “
R2 ´ |x|2

ωn´1R

ż

BBp0,Rq

fpyq

|x´ y|n
dSy . (C.19)

Similar to Theorem C.32, we have that

Theorem C.33. Assume that f P C 0pBBp0, Rqq , and u is given by (C.19). Then
u P C 2pBp0, Rqq X C 0pBp0, Rqq satisfies (C.18a) and (C.18b).

The function

K px, yq “
R2 ´ |x|2

ωn´1R

1

|x´ y|n

is the Poisson kernel for the ball Bp0, Rq .
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C.5 Perron’s Method and Solutions to the Poisson
Equation1

In this section, we prove the existence of solutions to

´∆u “ f in Ω , (C.20a)

u “ g on BΩ . (C.20b)

using Perron’s method under the assumption that f P C 0,αpΩq and g P C 0pBΩq .
First, we extend f to whole Rn with compact support so that the extension, still

denoted by f , belongs to C 0,αpRnq . Let ϕ “ Φ˙ f , and v “ u´ϕ . By Lemma C.12,
´∆ϕ “ f , v is harmonic. So, v solves

´∆v “ 0 in Ω , (C.21a)

v “ g ´ ϕ ” ψ on BΩ . (C.21b)

As long as we know how to solve the Dirichlet problem (C.21), we obtain a solution to
(C.20) by summing ϕ and the solution to (C.21). Therefore, we concentrate on how
(C.21) is solved.

First we generalize the notion of sub-harmonic function. Recall that a function
w P C 2pΩq is sub-harmonic if ∆w ě 0 in Ω , and

wpξq ď ´

ż

BBpξ,ρq

wpyq dSy ”Mwpξ, ρq . (C.22)

A function w P C 0pΩq is called sub-harmonic, if for each ξ P Ω , (C.22) holds for all
ρ ą 0 such that Bpξ, ρqĂĂΩ . Let σpΩq denote the space of all sub-harmonic functions
on Ω , and given ψ P C 0pBΩq , define

σψpΩq “
!

w P σpΩq X C 0
pΩq

ˇ

ˇ

ˇ
w ď ψ on BΩ

)

.

σψpΩq is non-empty since the constant function w ” c belongs to σψpΩq if c ď inf
xPBΩ

ψpxq .

For u P C 0pΩq and Bpξ, ρqĂĂΩ , we define uξ,ρ , the harmonic lifting of u, as the
function in C 0pΩq for which

∆xuξ,ρpxq “ 0 in Bpξ, ρq ,

uξ,ρpxq “ upxq in ΩzBpξ, ρq .

1The reader may skip this section on the first reading
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Claim: For u P σpΩq and Bpξ, ρqĂĂΩ , upxq ď uξ,ρpxq for all x P Ω , and uξ,ρ P σpΩq .

Proof. It suffices to show that

uξ,ρpxq ďMuξ,ρpx, rq @ r ą 0 such that Bpx, rqĂĂΩ . (C.23)

If Bpx, rq Ď Bpξ, ρq , since uξ,ρ is harmonic in Bpξ, ρq , (C.23) holds because of the
mean-value property for the harmonic functions. If Bpx, rq X Bpξ, ρq “ H , then
uξ,ρ “ u , so (C.23) holds because of (C.22). Other than these two cases, let w
be the harmonic function satisfying w “ uξ,ρ on BBpx, rq . On BBpx, rq X Bpξ, ρq ,
w “ uξ,ρ ě u , and on BBpx, rqzBpξ, ρq , w “ uξ,ρ “ u , w ě u on BBpx, rq , which by
the maximum principle implies that w ě u in Bpx, rq . Apply the maximum principle
once again to the domain Bpx, rq X Bpξ, ρq and Bpx, rqzBpξ, ρq , we conclude that
w ě uξ,ρ in Bpx, rq and hence (C.23) holds. ˝

Claim: Let u1, ¨ ¨ ¨ , uk P σψpΩq , and v “ maxtu1, ¨ ¨ ¨ , uku . Then v P σψpΩq .

Proof. Given ξ P Ω , for all sufficient small ρ such that Bpξ, ρqĂĂΩ ,

vpξq “ maxtu1pξq, ¨ ¨ ¨ , ukpξqu ď maxtMu1pξ, ρq, ¨ ¨ ¨ ,Mukpξ, ρqu ďMvpξ, ρq . ˝

Claim: For all given ψ P C 0pBΩq , the function wψpxq ” sup
wPσψpΩq

wpxq is well-defined

and is harmonic in Ω .

Proof. wψ defined above is well-defined due to the maximum principle for sub-harmonic
functions, and is clearly in σψpΩq since

sup
wPσψpΩq

´

ż

BBpξ,ρq

wpyq dSy ď ´

ż

BBpξ,ρq

sup
wPσψpΩq

wpyq dSy .

It suffices to show that wψ has the mean-value property. Suppose the contrary, then

wψpξq ă ´

ż

BBpξ,ρq

wψpyq dSy

for some ξ P Ω and some ρ such that Bpξ, ρqĂĂΩ . By the previous two claims, the func-
tion pwψqξ,ρ belongs to σψpΩq , and wψpξq ă pwψqξ,ρpξq . Then wψpξq ‰ sup

wPσψpΩq

wpξq .

˝
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If (C.21) has a solution, it has to be equal to wψ defined above since the solution
itself belongs to σψpΩq . In other words, wψ is the only candidate for the solution. In
order to make sure that wψ solves (C.21), we need to make sure that wψ satisfies the
boundary condition.

Definition C.34 (Barrier Property). A domain is said to have the barrier property
if for each η P BΩ , there exists a function, called a barrier function, Qη P σpΩqXCpΩq

for which
Qηpηq “ 0 , Qηpxq ă 0 for x P BΩ , x ‰ η .

The barrier property can be verified for a large class of domains Ω . For example,
if Ω is strictly convex in the sense that through each point η P BΩ there passes a
hyperplane πη having only η in common with Ω , then Ω has the barrier property.

As long as Ω has the barrier property, for each y P BΩ , there exists a sub-harmonic
function w P σψpΩq and wpyq “ ψpyq (for example, consider wpxq “ ψpyq ` Qypxq).
The only thing it remains to be proved is that wψ P C 0pΩq , or

lim
x PΩ
xÑη

wψpxq “ ψpηq .

Claim: If Ω has the barrier property, then for η P BΩ ,

lim inf
x PΩ
xÑη

wψpxq ě ψpηq .

Proof. For ε ą 0 and K ą 0 , the function vpxq “ ψpηq ´ ε ` KQηpxq belongs to
σpΩq X C 0pΩq , and satisfies

vpxq ď ψpηq ´ ε @x P BΩ , vpηq “ ψpηq ´ ε .

Since ψ P C 0pBΩq , there exists δ ą 0 such that |ψpxq´ψpηq| ă ε whenever |x´η| ă δ ,
x P BΩ ; thus vpxq ď ψpxq if |x´ η| ă δ . If |x´ η| ě δ , we can choose K large enough
so that vpxq ď ψpxq since Qη has negative upper bound on |x ´ η| ě δ . Therefore,
v P σψpΩq (if K is large enough). By the definition of wψ , vpxq ď wψpxq for all x P Ω ;

hence

ψpηq ´ ε “ lim inf
x PΩ
xÑη

vpxq ď lim inf
x PΩ
xÑη

wψpηq . (C.24)

We then conclude the claim since (C.24) holds for all ε ą 0 and all η P BΩ . ˝
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Claim: If Ω has the barrier property, then for η P BΩ ,

lim
x PΩ
xÑη

wψpxq “ ψpηq .

Proof. It suffices to show that

lim sup
x PΩ
xÑη

wψpxq ď ψpηq . (C.25)

This is done by considering ´w´ψpxq which is defined in Ω by

´w´ψpxq “ ´ sup
wPσ´ψpΩq

wpxq “ inf
´vPσ´ψpΩq

vpxq .

For all w P σψpΩq and ´v P σ´ψpΩq , w ď ψ ď v on BΩ , and w ´ v P σpΩq X C 0pΩq ;
therefore by the maximum principle for the sub-harmonic functions,

w ď v @x P Ω ñ wψpxq ď ´w´ψpxq @x P Ω .

By previous claim,

lim inf
x PΩ
xÑη

w´ψpxq ě ´ψpηq ñ lim sup
x PΩ
xÑη

wψpxq ď lim sup
x PΩ
xÑη

´w´ψpxq ď ψpηq . ˝

Theorem C.35. If the domain Ω has the barrier property, and f P C 0,αpΩq , then
there exists a unique solution u P C 2pΩq X C 0pΩq of the Dirichlet problem

´∆u “ f in Ω

u “ g on BΩ ,

for arbitrary continuous boundary value g .

C.6 Exercises

Problem C.1. Let Ω “ Bp0, 1
2
q Ď R2 denote the open ball of radius 1

2
centered at

the origin. For x “ px1, x2q P Ω , let

upx1, x2q “ x1x2

«

log

˜

log
1

a

x2
1 ` x

2
2

¸

´ log log 2

ff

.
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(a) Show that u P C 1psΩq ;

(b) Show that ∆u P CpΩq , but that u R C 2pΩq .

Problem C.2. Let u P C 2
locpDq X CpDq be a solution to the problem

´∆u “ 1 in D ” p´1, 1q ˆ p´1, 1q Ď R2 ,

u “ 0 on BD .

Show that u cannot belong to C 2pDq .

Problem C.3. Find a solution to the Dirichlet problem ∆u “ 0 in the square
 

px, yq P R2
ˇ

ˇ ´ 1 ď x ď 1 ,´1 ď y ď 1
(

satisfying the boundary conditions

upx, yq “ cos
´3π

2
x
¯

, on y “ ˘1 , ´1 ď x ď 1 ,

upx, yq “ cos
´3π

2
y
¯

, on x “ ˘1 , ´1 ď y ď 1 .

Problem C.4. Let u , v be smooth harmonic functions, such that

uptxq ” taupxq , vptxq “ tbvpxq

for all x P Rn , t ą 0 , with constants a ‰ b . Use Green’s identity to show that
ż

BBp0,1q

uvdS “ 0 .

Problem C.5. Let u be a harmonic function in the unit ball B1 ” Bpx0, 1q Ď Rn .
Prove the following gradient estimate:

|∇upx0q| ď n
”

sup
xPB1

upxq ´ upx0q

ı

Hint: Note that all the derivatives B xiu are harmonic in B1 , so that by the mean
value and divergence theorems,

Bu

Bxi
px0q “

1

|B1|

ż

B1

Bu

Bxi
pxq dx “

1

|B1|

ż

BB1

uNidS ,

where Ni is the i-th component of the unit normal N to BB1 . Obviously, for x P BB1 ,
we have Npxq “ x´ x0 .
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Problem C.6. Show that there are no functions u P C 2
locpR2

`q X ClocpR2
`q satisfying

the properties

u ě 0 , ∆u “ 0 in R2
` ” tx “ px1, x2q P R2

| x2 ą 0u , upx1, 0q “ x2
1 .

Hint: Suppose there exists such a function u . For arbitrary R ą 0 , compare u with
the solution v P C 2

locpR2
`q X CpR2

`q to the problem

∆v “ 0 in R2
` , vpx1, 0q “ ζpx1qx

2
1 ,

where
ζ P C8

c p´2R, 2Rq , 0 ď ζ ď 1 , and ζ ” 1 on r´R,Rs .

Problem C.7. Let upx1, x2q P C 2pΩq , where Ω ”
 

x “ px1, x2q P R2
ˇ

ˇ x1 ą 0 , x2 ą

0
(

, such that
∆u “ 0 in Ω , u “ 0 on BΩ .

In addition, let |upxq| ď c1 ` c2|x| in Ω with some constants c1 and c2 . Show that
u ” 0 in Ω .
Hint: Extend the domain where u is defined to R2 and use the gradient estimates to
show that u is in fact a linear function.

Problem C.8. Let upxq “ upx1, x2q be a bounded solution of the Laplace equation

∆u “ 0 in R2
`

with boundary condition

upx1, 0q “ gpx1q “
|x1|

1` x2
1

.

Show that the gradient ∇u is unbounded on R2
` .

Problem C.9. Find the Green function for the domain Ω “
 

x P Rn
ˇ

ˇ |x|2 ă 1 , xn ą

0
(

and the corresponding Green’s representation formula for the solution of the
Dirichlet problem

∆u “ 0 in Ω ,

u “ f on BΩ .



Appendix D

Lp-Estimates for Solutions of Elliptic
Equations

D.1 The Riesz Potential

Let µ P p0, 1s, and Ω Ď Rn be bounded. We define the operator Vµ on L1pΩq by the
Riesz potential

pVµfqpxq “

ż

Ω

|x´ y|npµ´1qfpyqdy .

Note that µ “
2

n
corresponds to the case of Newtonian potential (introduced in

Chapter C).
The first observation is that when f ” 1 , then

Vµ1 “

ż

Ω

|x´ y|npµ´1qdy ď

ż

Bpx,Rq

|x´ y|npµ´1qdy ď
ωn´1R

nµ

nµ
, (D.1)

where R is chosen so that |Ω| “ |Bpx,Rq| “
ωn´1

n
Rn .

Theorem D.1. The operator Vµ maps LppΩq continuously into LqpΩq for any q ,
1 ď q ď 8 satisfying

0 ď δ “ δpp, qq “
1

p
´

1

q
ă µ .

Furthermore, for any f P LppΩq ,

}Vµf}LqpΩq ď C}f}LppΩq ,

where C depends only on µ , δ and |Ω| .

326
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Proof. Let r´1 “ 1 ´ δ and hpx ´ yq “ |x ´ y|npµ´1q . Then hpx ´ ¨q P LrpΩq and by
the same type of estimates as (D.1),

}h}LrpΩq ď Cpµ, δ, |Ω|q .

By writing hpx´ yq|fpyq| “ hpx´ yq
r
qhpx´ yqrp1´

1
p
q
|fpyq|

p
q |fpyq|pδ , we find that

|Vµfpxq| ď
”

ż

Ω

hrpx´ yq|fpyq|pdy
ı

1
q
”

ż

Ω

hrpx´ yqdy
ı1´ 1

p
”

ż

Ω

|fpyq|pdy
ıδ

;

hence
}Vµf}LqpΩq ď Cpµ, δ, |Ω|q}f}LppΩq . ˝

D.2 Marcinkiewicz Interpolation Theorem

Definition D.2. Let f be a measurable function on a domain Ω in Rn . The
distribution function µ “ µf of f is defined by

µf ptq “
ˇ

ˇ

 

x P Ω
ˇ

ˇ |fpxq| ą t
(
ˇ

ˇ .

Some properties of the distribution function:

1. µf is non-decreasing in r0,8q .

2. µf is right continuous; that is, lim
tÑt`0

fptq “ fpt0q for all t0 P r0,8q .

3. (Layer cake representation) If u P LppΩq , then

}f}LppΩq “

$

’

&

’

%

”

p

ż 8

0

tp´1µf ptqdt
ı

1
p if p P r1,8q ,

inf
 

t P r0,8q
ˇ

ˇµf ptq “ 0
(

if p “ 8 .

(D.2)

4. (Chebyshev’s inequality) For any p ą 0 and f P LppΩq ,

tpµf ptq ď

ż

t|f |ątu

|fpxq|pdx ď }f}pLppΩq . (D.3)

Definition D.3. The space weak-LppΩq consists of measurable functions f such
that

µf ptq ď Ct´p

for some constant C (depending on f).
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Theorem D.4. Let T be a linear mapping from LqpΩq X LrpΩq into itself, 1 ď q ă

r ă 8 and suppose that there are constants M1 and M2 such that

µTf ptq ď
´M1}f}LqpΩq

t

¯q

, µTf ptq ď
´M2}f}LrpΩq

t

¯r

(D.4)

for all f P LqpΩq X LrpΩq and t ą 0 . Then T extends as a bounded linear mapping
from LppΩq into itself for any p in between q and r , and

}Tf}LppΩq ď CMα
1 M

1´α
2 }f}LppΩq (D.5)

for all f P LqpΩq X LrpΩq , where

1

p
“
α

q
`

1´ α

r

and C depends only on p , q and r.

Remark D.5. Condition (D.4) is the same as saying that T : LqpΩq Ñ weak-LqpΩq
and T : LrpΩq Ñ weak-LrpΩq are bounded.

Proof. For f P LqpΩqXLrpΩq and any s ą 0 , we write f “ gs`hs , where gs “ fχt|f |ąsu

and hs “ fχt|f |ďsu . Then |Tf | ď |Tf1| ` |Tf2| , and hence

µTf ptq ď µTf1pt{2q ` µTf2pt{2q ď
´2M1}gs}LqpΩq

t

¯q

`

´2M2}hs}LrpΩq
t

¯r

.

By (D.2) with s “ t{A (for some A to be determined later) ,

}Tf}pLppΩq ď pp2M1q
q

ż 8

0

tp´1´q
”

ż

t|f |ąt{Au

|fpxq|qdx
ı

dt

` pp2M2q
r

ż 8

0

tp´1´r
”

ż

t|f |ďt{Au

|fpxq|rdx
ı

dt

“ pp2M1q
qAp´q

ż 8

0

sp´1´q
”

ż

t|f |ąsu

|fpxq|qdx
ı

ds

` pp2M2q
rAp´r

ż 8

0

sp´1´r
”

ż

t|f |ďsu

|fpxq|rdx
ı

ds .

Now, by the Fubini Theorem,
ż 8

0
sp´1´q

”

ż

t|f |ąsu
|fpxq|qdx

ı

ds“

ż

Ω

”

ż |fpxq|

0
sp´1´qds

ı

|fpxq|qdx“
1

p´ q
}f}pLppΩq
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and similarly we have
ż 8

0

sp´1´q
”

ż

t|f |ďsu

|fpxq|rdx
ı

ds “
1

r ´ p
}f}pLppΩq . Therefore, for

all A ą 0 ,

}Tf}pLppΩq ď
” p

p´ q
p2M1q

qAp´q `
p

r ´ p
p2M2q

rAp´r
ı

}f}pLppΩq .

Minimizing the bracket on the right-hand side, we find that the minimum of the
right-hand side is attained when A “ 2M

q
r´q

1 M
r
r´q

2 which implies the desired inequality.
˝

D.3 Calderon-Zygmund Inequality

Theorem D.6. Let f P LppΩq , 1 ă p ă 8 , and let w be the Newtonian potential
with density f defined in Remark C.14. Then w P W 2,ppΩq , ´∆w “ f a.e., and

}D2w}LppΩq ď C}f}LppΩq , (D.6)

where C depends only on n and p . Furthermore, if p “ 2 , we have

}D2w}L2pRnq “ }f}L2pΩq . (D.7)

Proof. We first note that (D.6) and Theorem D.1 implies w P W 2,ppΩq .

1. We prove first the case that p “ 2 . Suppose that f P C8
c pRnq , then w P C8pRnq

and ´∆w “ f . Therefore, if sptpfq Ď Bp0, Rq ,
ż

Bp0,Rq

|∆wpxq|2dx “

ż

Bp0,Rq

|fpxq|2dx .

On the other hand, integrating by parts implies that
ż

Bp0,Rq

|D2wpxq|2dx “
n
ÿ

i,j“1

ż

Bp0,Rq

|wxixjpxq|
2dx

“ ´

n
ÿ

i“1

ż

Bp0,Rq

wxipxq∆wxipxqdx`

ż

BBp0,Rq

wxipxqwxixjpxqNjdS

“

ż

Bp0,Rq

|∆wpxq|2dx`

ż

BBp0,Rq

wxipxqwxixjpxqNjdS ,

where in the last equality we use the fact that ∆w “ 0 on BBp0, Rq to avoid
having another boundary integral. By (C.1a) and (C.1b), |∇w| “ OpR1´nq and
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|D2w| “ OpR´nq ; hence the boundary integral on the right-hand side approaches
zero as RÑ 8 . So (D.7) is established for the case f P C8

c pRnq .

Now suppose that f P L2pΩq . Choose fk P C8
c pΩq Ď C8

c pRnq such that fk Ñ f

in L2pΩq as k Ñ 8 . Then wk “ Φ ˚ fk P H
1pΩq and }wk ´ w`}H1pΩq ď C}fk ´

f`}L2pΩq because of Theorem D.1. Moreover, }D2pwk´w`q}L2pRnq “ }fk´f`}L2pΩq

because of (D.7). Therefore, wk is a Cauchy sequence in H2pΩq hence converges
in H2pΩq . Again by Theorem D.1 }wk´w}H1pΩq Ñ 0 as k Ñ 8, so the H2-limit
must be w as well; thus

}D2w}L2pΩq ď C}f}L2pΩq . (D.8)

Since wk Ñ w in H2pΩq , lim
kÑ8

x∆wk, ϕy “ x∆w,ϕy thus ´∆w “ f a.e.

Finally, we explain why equality in (D.7) still holds if f P L2pΩq . First, by
(D.7) D2wk is a Cauchy sequence in L2pRnq , so it converges to some element
u P L2pRnq . The restriction of u to Ω is D2w sine wk Ñ w in H2pΩq . It is
unclear if the limit is still the Hessian of w outside Ω . Nevertheless, for all
bounded V ĄĄΩ ,

wpxq “

ż

Ω

Φpx´ yqfpyq “

ż

V

Φpx´ yqfpyqdy .

if we extend f to be zero outside Ω . By doing so, we know that wk Ñ w in
H2pV q , thus u “ D2w in V . Since V is arbitrary, u “ D2w in Rn , and (D.7)
follows.

2. For fixed i and j , we define the linear operator T : L2pΩq Ñ L2pΩq by Tf “ wxixj .
Then (D.7) and the Chebyshev inequality (D.3) imply

µTf ptq ď
´}f}L2pΩq

t

¯2

@ t ą 0 , f P L2
pΩq .

We next show that

µTf ptq ď
C}f}L1pΩq

t
@ t ą 0 , f P L1

pΩq , (D.9)

then (D.6) (for the case that 1 ď p ď 2) follows from the Marcinkiewicz
interpolation theorem.
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Extend f to be zero outside Ω , and for fixed t ą 0 choose a cube K0 Ě Ω such
that

ż

K0

|fpxq|dx ď t|K0| .

Subdivide K0 into 2n congruent subcubes with disjoint interiors. Those subcubes

K satisfying
ż

K

|f |dx ď t|K| are subdivided again and the process is repeated

indefinitely. Let P denote the collection of subcubes K that satisfy
ż

K

|fpxq| ą

t|K| , and for each K P P let rK denote the subcube whose subdivision gives K .
Then for each K P P ,

t ă
1

|K|

ż

K

|fpxq|dx ď
2n

| rK|

ż

K

|fpxq|dx ď
2n

| rK|

ż

K̃

|fpxq|dx ď2nt , (D.10)

and by Lebesgue differentiation theorem |f | ď t a.e. on G ” K0 ´
Ť

KPP
K . The

function f then can be expressed as the sum of two functions g and b (that
stand for good and bad parts of f), where g and b are defined by

gpxq “

$

&

%

fpxq if x P G ,
1

|K|

ż

K

|fpxq|dx if x P K for some K P P ,

and b “ f ´ g . It is then easy to see that |g| ď 2nt a.e., b “ 0 if x P G , and
ż

K

bdx “ 0 .

3. To prove (D.9), we note that

µTf ptq ď µTgpt{2q ` µTbpt{2q , (D.11)

so we concentrate on the upper bounds of the right-hand side. Clearly g P L2pΩq ,
so by |g| ď 2nt a.e.,

µTgpt{2q ď
4}g}2L2pΩq

t2
ď

4 ¨ 2nt

t2

ż

Ω

|gpxq|dx ď
2n`2

t

ż

Ω

|fpxq|dx .

Let bK “ bχK . For each K P P , there exists bm P C8
c pKq converging to bK in

L2pΩq and satisfying
ż

K

bmdx “ 0. Then if x R K , we have

Tbmpxq “

ż

K

Φxixjpx´ yqbmpyqdy

“

ż

K

”

Φxixjpx´ yq ´ Φxixjpx´ ȳq
ı

bmpyqdy ,



332 CHAPTER D. Lp-Estimates for Solutions of Elliptic Equations

where ȳ denotes the center of K . By the mean value theorem,

|Φxixjpx´ yq ´ Φxixjpx´ ȳq|

“ |py ´ ȳq ¨∇Φxixjpx´ ŷq| ď C|y ´ ȳ|distpx,Kq´1´n;

hence by letting δ “ diampKq ,

|Tbmpxq| ď Cδdistpx,Kq´1´n

ż

K

|bmpyq|dy .

Since distpx,Kq ě c|x´ ȳ| for all x R Bpȳ, δq for some fixed constant c ą 0 ,
ż

K0´Bpȳ,δq

|Tbmpxq|dx

ď Cδ

ż

RnzBpȳ,δq

|x´ ȳ|´1´ndx

ż

K

|bmpyq|dy ď C

ż

K

|bmpxq|dx .

Passing m to infinity we conclude that
ż

K0´BpȳK ,δKq

|TbKpxq|dx ď C

ż

K

|bKpxq|dx .

Therefore, if F ˚ “
Ť

KPP BpȳK , δKq and G
˚ “ K0 ´ F

˚ ,
ż

G˚
|Tbpxq|dx “

ż

G˚

ˇ

ˇ

ˇ
T

ÿ

KPP
bKpxq

ˇ

ˇ

ˇ
dx ď

ÿ

KPP

ż

G˚
|TbKpxq|dx

ď C
ÿ

KPP

ż

K

|bKpxq|dx ď C

ż

Ω

|bpxq|dx ď C

ż

Ω

|fpxq|dx .

By the Chebyshev inequality (D.3),

ˇ

ˇ

 

x P G˚
ˇ

ˇ |Tbpxq| ą t{2
(ˇ

ˇ ď
C}f}L1pΩq

t
.

Moreover, by (D.10),

|BpȳK , δKq| “
ωn´1

n
δn
K “

ωn´1

n
2nn

n
2

´ δK
2
?

n

¯n

“
ωn´1

n
2nn

n
2 |K| ď

ωn´12nn
n
2

nt

ż

K

|fpxq|dx ;

thus |F ˚| ď
C}f}L1pΩq

t
. As a consequence, µTgpt{2q ď

C}f}L1pΩq

t
thus (D.9)

follows from (D.11).
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4. By Marcinkiewicz interpolation theorem,

}Tf}LppΩq ď Cpn, pq}f}LppΩq @ f P LppΩq , p P p1, 2s .

Inequality (D.6) can be extended to the case p ą 2 by duality: suppose that
f, g P C8

c pΩq , then
ż

Ω

Tfpxqgpxqdx “

ż

Ω

wpxqgxixjpxqdx “

ż

Ω

ż

Ω

Φpx´ yqfpyqgxixjpxqdydx

“

ż

Ω

ż

Ω

Φpx´ yqfpyqgxixjpxqdxdy “

ż

Ω

fpxqTgpxqdx ;

hence by denoting p1 “
p

p´ 1
ă 2 ,

ˇ

ˇ

ˇ

ż

Ω

Tfpxqgpxqdx
ˇ

ˇ

ˇ
ď }f}LppΩq}Tg}Lp1 pΩq ď C}f}LppΩq}g}Lp1 pΩq .

The above inequality holds for all g P C8
c pΩq , and by the density argument, it

holds for all g P Lp1pΩq , so for all f P C8
c pΩq ,

}Tf}LppΩq ď C}f}LppΩq . (D.12)

The argument leads to (D.8) then implies that the equality above holds

for all f P LppΩq . ˝
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