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CHAPTER 1

Introduction

This course concerns boundary value problems for second order elliptic equations given on domains in Euclidean space. More specifically, we will discuss the variational formulations of such problems, which is essential material for anyone interested in studying analysis or partial differential equations.

My intention is to move quickly through preliminary material and get to the heart of the course — a discussion of the variational formulation of elliptic boundary value problems and a presentation of basic existence, uniqueness and regularity results for them — as soon as possible.

This is the second draft of the notes for this course, and they were written in some haste. No doubt there are many errors and inconsistencies. I ask for your patience, and that you bring any errors you find to my attention. I am also open to any suggestions you may have for their improvement.

I made extensive use of the following texts while preparing these notes, and suggest them as references.

(1) “Partial Differential Equations” by Lawrence Evans.
(3) “Sobolev Spaces” by Robert Adams and John Fournier.

I also highly recommend the following texts which cover material beyond the scope of the course, but may be of some use to you.

(1) “Non-homogeneous boundary value problems” by J.L. Lions and E. Magenes discusses boundary value problems for higher order elliptic operators.
(2) Gerald Folland’s “Partial Differential Equations” contains good introductions to layer potentials and pseudodifferential calculus.
(3) Pierre Grisvard’s “Elliptic Problems in Nonsmooth Domains” first gives an excellent (but fast-paced) review of the material presented here and then goes on to discuss boundary value problems under somewhat weaker regularity assumptions than we make.
Much of the material in the preliminaries — with Sections 2.3 and 2.10 notable exceptions — can be found in “Real Analysis: Modern Techniques and Their Application” by Gerald Folland.
CHAPTER 2

Preliminaries

In this chapter, we review a number of basic definitions and results which will be used throughout these notes. I do not suggest that you read through this material in its entirety at the beginning of the course. Rather, I recommend that you consult this section as needed. Many of the results discussed here were originally developed in order to analyze partial differential equations and without this context, it is difficult to appreciate the utility of much of this material.

Throughout this chapter and these notes, all normed linear spaces are vector spaces over the field of real numbers. Small modifications must be made if normed linear spaces over the complex numbers are considered instead.

2.1. Three Basic Theorems in Functional Analysis

You should already be familiar with the following three basic theorems regarding Banach and normed linear spaces. If not, I suggest you refer to [7] or [3].

**Theorem 1 (Open mapping theorem).** Suppose that $T : X \to Y$ is a continuous linear mapping between Banach spaces. Then $T$ is surjective if and only if it is an open mapping (that is, if it takes open sets in $X$ to open sets in $Y$).

**Theorem 2 (Uniform boundedness principle).** Suppose that $X$ is a Banach space, and that $Y$ is a normed linear space. Suppose also that $F$ is a collection of bounded linear operators $X \to Y$. If for each $x \in X$,

$$
\sup_{T \in F} \|Tx\| < \infty \quad (1)
$$

then

$$
\sup_{T \in F} \|T\| < \infty. \quad (2)
$$

**Theorem 3 (Hahn-Banach theorem).** Suppose that $Y$ is a subspace of a normed linear space $X$, and that $T : Y \to \mathbb{R}$ is a bounded linear functional. Then there is a bounded linear functional $\tilde{T} : X \to \mathbb{R}$ which extends $T$ (i.e., $\tilde{T}(y) = T(y)$ for all $y \in Y$) and whose norm is equal to that of $T$.

These three basic theorems have a large number of useful consequences. For instance, the following results are immediate consequences of the open mapping theorem

**Theorem 4 (Bounded inverse theorem).** Suppose that $X$ and $Y$ are Banach spaces. The inverse of a bijective bounded linear mapping $T : X \to Y$ is bounded.
Theorem 5 (Closed graph theorem). Suppose that $X$ and $Y$ are Banach spaces, and that $T : X \rightarrow Y$ is a linear operator. Then $T$ is bounded if and only if the graph of $T$

$$\{(x, y) \in X \times Y : Tx = y\} \quad (3)$$

is closed.

Suppose that $Y$ is a subspace of the Banach space $X$. We denote by $X/Y$ the vector space of cosets of $Y$. That is, $X/Y$ consists of the equivalence classes of the relation

$$x_1 \sim x_2 \text{ if and only if } x_1 - x_2 \in Y. \quad (4)$$

We will denote the equivalence class to which the element $x$ belongs by $x + Y$. Note that if $Y$ is closed, then $X/Y$ is a Banach space when endowed with the norm

$$\|x + Y\| = \inf_{y \in Y} \|x - y\|. \quad (5)$$

If $Y$ is not closed, then (5) is no longer a norm (it is instead a seminorm). The following is another consequence of the open mapping theorem.

Theorem 6. Suppose that $X$ and $Y$ are Banach spaces, and that $T : X \rightarrow Y$ is a continuous linear operator. If $\text{im}(T)$ is closed, then $\text{im}(T)$ is isomorphic to $X/\text{ker}(T)$.

Proof. We define $\tilde{T} : X/\text{ker}(T) \rightarrow \text{im}(T)$ via the formula

$$\tilde{T}(x + \text{ker}(T)) = T(x). \quad (6)$$

We observe that $\text{ker}(T)$ is closed since $T$ is continuous, and that $T$ is bijective and continuous. Since $\text{im}(Y)$ is a closed subset of the Banach space $Y$, it is a Banach space and we apply the open mapping theorem in order to conclude that $\tilde{T}$ is an isomorphism. □

Note that if $T : X \rightarrow Y$ is a continuous linear mapping and $\text{im}(T)$ is not closed, then $\text{im}(T)$ is not a Banach space and hence cannot be isomorphic to $X/\text{ker}(T)$, which is a Banach space since $\text{ker}(T)$ is closed if and only if $T$ is continuous.

2.2. Compact Operators

Suppose that $X$ is a topological space, and that $V$ is a subset of $X$. Then $V$ is compact if every covering of it by open sets admits a finite subcover. When $X$ is a Banach space, there are a number of other useful ways to characterize compact sets:

Theorem 7. Suppose that $X$ is a Banach space, and that $V$ is a subset of $X$. Then the following are equivalent:

1. The set $V$ is compact (i.e., every covering of $V$ by open sets admits a finite subcovering).

2. Every sequence contained in $V$ has a convergent subsequence whose limit is in $V$. 


(3) The set $V$ is closed and for every $\epsilon > 0$ there exists a finite collection of points $x_1, \ldots, x_n \in V$ such that

$$V \subset \bigcup_{i=1}^{n} B_\epsilon(x_i).$$

We say that a set $V$ of a Banach space $X$ is totally bounded if for every $\epsilon > 0$ there exists a finite collection of points $x_1, \ldots, x_n \in V$ such that

$$V \subset \bigcup_{i=1}^{n} B_\epsilon(x_i)$$

so that the third criterion for compactness in Theorem 7 can be summarized by saying that $V$ is compact if and only if it is closed and totally bounded.

The following result, due to F. Riesz, will be used frequently in the remainder of this section.

**Theorem 8 (Riesz’ lemma).** Suppose that $X$ is a Banach space, that $Y$ is a closed proper subspace of $X$, and that $0 < \alpha < 1$ is a real number. Then there exists $x \in X \setminus Y$ such that

$$\|x\| = 1$$

and

$$\inf_{y \in Y} \|x - y\| \geq \alpha.$$
Since \( r/(r + \epsilon) \) increases to 1 as \( \epsilon \to 0 \), we can ensure the conclusion of the theorem holds by choosing \( \epsilon \) sufficiently small. \( \square \)

It follows immediately from Riesz' lemma that if \( Y \) is an infinite-dimensional subspace of a Banach space \( X \), then there exists a sequence \( \{y_j\} \) in \( Y \) such that

\[
\|y_i - y_j\| \geq \frac{1}{2}
\]

for all positive integers \( i \) and \( j \) such that \( i \neq j \). Sequences of this type are often used as a substitute for orthonormal bases in Hilbert spaces, as in the proof of the following theorem.

**Theorem 9.** The Banach space \( X \) is finite-dimensional if and only if the closed unit ball in \( X \) is compact.

**Proof.** If \( X \) is finite-dimensional, it is isomorphic to \( \mathbb{R}^n \) for some positive integer \( n \). In this case, the closed unit ball of \( X \) is identified with a closed, bounded subset of \( \mathbb{R}^n \), and so it is compact.

Suppose now that \( X \) is infinite-dimensional and that its closed unit ball is compact. We apply Riesz' lemma in order to construct a sequence \( \{x_j\} \) such that

\[
\|x_j\| = 1
\]

for all \( j = 1, 2, \ldots \) and

\[
\|x_i - x_j\| \geq \frac{1}{2}
\]

whenever \( i \) and \( j \) are positive integers such that \( i \neq j \). Since \( \{x_j\} \) is contained in the closed unit ball of \( X \), which we have assumed to be compact, it has a convergent subsequence. But this conclusion is contradicted by (19), which implies that no subsequence of \( \{x_n\} \) can be Cauchy. We conclude that \( X \) is finite-dimensional. \( \square \)

We say that an operator \( K : X \to Y \) between Banach spaces is compact if \( \text{im}(K) \) is compact. It follows from Theorem 7 that \( K \) is compact if and only if whenever \( \{x_n\} \) is a bounded sequence in \( X \), \( \{K(x_n)\} \) has a convergent subsequence.

**Exercise 1.** Suppose that \( X \) and \( Y \) are Banach spaces, and that \( K : X \to Y \) is compact. Show that \( K \) is bounded.

We denote by \( T^* \) the adjoint of \( T \), which is the bounded linear operator \( Y^* \to X^* \) defined via the requirement that

\[
\langle Tx, \varphi \rangle = \langle x, T^* \varphi \rangle
\]

for all \( x \in X \) and \( \varphi \in Y^* \). By

\[
\langle x, \varphi \rangle,
\]

where \( \varphi \in X^* \) and \( x \in X \), we mean the value obtained by evaluating the linear functional \( \varphi \) at the point \( x \) — that is, \( \varphi(x) \). We omit the proof of the following theorem, which can be found in many functional analysis textbooks.

**Theorem 10.** Suppose that \( X \) and \( Y \) are Banach spaces, and that \( K : X \to Y \) is a compact operator. Then the adjoint \( K^* : Y^* \to X^* \) is also compact.
2.2. COMPACT OPERATORS

We now use Riesz’s lemma to establish a basic result concerning the spectrum point
\[ \sigma_p(K) = \{ \lambda : \ker(\lambda I - K) \neq 0 \} \] (22)
of a compact operator \( K : X \to Y \) between Banach spaces. The spectrum of \( K \) is
\[ \sigma(K) = \{ \lambda : \lambda I - K \text{ is not invertible} \} . \] (23)
We will later see that \( \sigma(K) \setminus \{0\} = \sigma_p(K) \setminus \{0\} \) (this depends on the compactness of \( K \), though, and is not true for general linear operators).

**Theorem 11.** Suppose that \( X \) and \( Y \) are Banach spaces, and that \( K : X \to Y \) is a compact operator. Then the spectrum \( \sigma(K) \) of \( K \) is either finite or a sequence which converges to 0. Moreover, for each \( \lambda \in \sigma(K) \), kernel of \( \lambda I - K \) is finite-dimensional and the image of \( \lambda I - K \) is closed.

**Proof.** Suppose that \( \{\lambda_n\} \) is a sequence of distinct real numbers in \( \sigma_p(K) \setminus \{0\} \). Then there exist \( x_1, x_2, \ldots \) such that
\[ Kx_n = \lambda_n x_n . \] (24)
For each \( n \), we let \( S_n \) be the subspace spanned by \( x_1, \ldots, x_n \). It is easy to see that the vectors \( x_1, \ldots, x_n \) must be linearly independent (since the \( \lambda_n \) are distinct). It follows that \( S_n \) is properly contained in \( S_{n+1} \) for all \( n \). Moreover, each of these subspaces is finite-dimensional and hence closed. It follows from these two observations that we can apply Riesz’ Lemma to construct a sequence \( \{y_n\} \) such that \( y_n \in S_n, \|y_n\| = 1 \), and
\[ \inf_{z \in S_{n-1}} \|y_n - z\| \geq \frac{1}{2} . \] (25)
Then for any \( m < n \) we have:
\[ \|\lambda_n^{-1}Ky_n - \lambda_m^{-1}Ky_m\| = \|\lambda_n^{-1}(Ky_n - \lambda_ny_n) - \lambda_m^{-1}Ky_m + y_n\| \geq \frac{1}{2} . \] (26)
This follows from (25) since \( Ky_m \) and \( Ky_n - \lambda_ny_n \) are elements of \( S_{n-1} \). To see that \( Ky_n - \lambda_ny_n \in S_{n-1} \), we write
\[ y_n = \sum_{j=1}^{n} \alpha_j x_j . \] (27)
It follows easily that
\[ Ky_n = \sum_{j=1}^{n} \alpha_j \lambda_j x_j , \] (28)
from which we conclude that
\[ Ky_n - \lambda_ny_n = \sum_{j=1}^{n} (\alpha_j \lambda_j - \alpha_j \lambda_n) x_j = \sum_{j=1}^{n-1} (\alpha_j \lambda_j - \alpha_j \lambda_n) x_j . \] (29)
Now it follows from (26) that
\[ \frac{1}{2} \leq |\lambda_n^{-1} - \lambda_m^{-1}| \|K(y_n)\| + |\lambda_m^{-1}| \|K(y_n) - K(y_m)\| \] (30)
for all positive integers \(m < n\). We may assume, without loss of generality, that the sequence \(K(y_n)\) is convergent by the compactness of \(K\). If \(\{\lambda_n\}\) converges to any \(\lambda \neq 0\), then we have a contradiction.

We now suppose that for some \(\lambda \in \sigma(K)\), the kernel of \(\lambda I - K\) is infinite-dimensional and we will derive a contradiction. The kernel of any bounded linear mapping is closed, so we apply Riesz’ lemma in order to obtain \(z_1, z_2, \ldots\) such that

\[
\|z_j\| = 1
\]  

(31)

for all positive integers \(j\),

\[
\|z_i - z_j\| \geq \frac{1}{2}
\]  

(32)

for all pairs of positive integers \(i, j\) such that \(i \neq j\), and

\[
\lambda_j z_j = K(z_j)
\]  

(33)

for all positive integers \(j\). We observe that

\[
\|K(z_j) - K(z_i)\| = |\lambda| \|z_i - z_j\| \geq \frac{\|\lambda\|}{2}.
\]  

(34)

But (34) implies that no subsequence of \(\{K(z_j)\}\) is Cauchy, which contradicts the assumption that \(K\) is compact.

We suppose that \(y\) is the limit of a sequence in the image of \(\lambda I - K\). That is, we suppose that there exists a sequence \(\{x_n\}\) such that

\[
\lim_{n \to \infty} (\lambda x_n - K x_n) = y.
\]  

(35)

Since \(K\) is compact, by passing to a sequence we can assume that \(K x_n\) is convergent. It is clear, then, from (35) that the sequence \(x_n\) converges to some \(x \in X\). The continuity of the operator \(\lambda I - K\) implies that

\[
y = \lim_{n \to \infty} (\lambda I - K) x_n = (\lambda I - K) \left( \lim_{n \to \infty} x_n \right) = (\lambda I - K) x,
\]  

(36)

from which we conclude that the image of \(T\) is closed. \(\square\)

Suppose that \(X\) and \(Y\) are Banach spaces. It is easy to see that the set of compact operators \(X \to Y\) is a closed subspace of the set of linear operators \(X \to Y\). In particular, if \(\{K_n\}\) is a sequence of compact operators which converges to \(K\) in operator norm, then \(K\) is compact. Moreover, every operator of finite rank is compact, so that any operator which is the limit of finite rank operators is compact. We say that the Banach space \(Y\) has the approximation property if the converse is true — that is, if every compact operator is the limit of a sequence of finite rank operators.

Not every Banach space has the approximation property \([4]\); however, the following theorem gives a useful sufficient condition for a Banach space have the approximation property. Before we state it, we require a further definition. A sequence \(\{x_n\}\) in a Banach space \(X\) is a Schauder basis for \(X\) if for every \(x \in X\) there exist real numbers \(\alpha_1, \alpha_2, \ldots\) such that

\[
\lim_{n \to \infty} \left\| \sum_{j=1}^{n} \alpha_j x_j - x \right\| = 0.
\]  

(37)
Theorem 12. Suppose that $X$ and $Y$ are Banach spaces, and that $Y$ has a Schauder basis. Then every compact operator $X \to Y$ is the limit of a sequence of finite rank operators $X \to Y$.

Clearly, every separable Hilbert space has a Schauder basis, as does the space $L^p(\mathbb{R}^n)$ when $1 \leq p < \infty$, and also the space $C(X)$ of continuous functions on a compact metric space. On the other hand, the space $L^\infty(\mathbb{R}^n)$ does not admit a Schauder basis since it is not separable. Note, though, that not every separable Banach space has a Schauder basis (indeed, in [4], a separable Banach space which does not have a Schauder basis and does not have the approximation property is constructed).

Exercise 2. Suppose that $(\Omega, \mu)$ is a measure space, that $k(x,y)$ is an element of $L^2(\Omega \times \Omega)$, and that $T : L^2(\Omega) \to L^2(\Omega)$ is the linear operator defined via the formula

$$T[f](x) = \int_{\Omega} k(x,y) f(y) \, dy. \quad (38)$$

Show that $T$ is a compact operator. Operators of this type are called Hilbert-Schmidt operators and the function $k$ is referred to as the kernel of $T$.

### 2.3. Fredholm Operators

Suppose that $A$ is a real-valued $n \times n$ matrix, and that $A^*$ is its transpose. Then $\mathbb{R}^n$ is the orthogonal direct sum of the image of $A$ and the kernel of $A^*$, as well as the orthogonal direct sum of the image of $A^*$ and the kernel of $A$, and the dimension of $\text{im}(A)$ is equal to the dimension of $\text{im}(A^*)$. These elementary observations have a number of useful consequences. Among them, that the equation

$$Ax = b \quad (39)$$

is uniquely solvable for each $b \in \mathbb{R}^n$ if and only if

$$A^*z = 0 \quad (40)$$

admits only the trivial solution, which is the case if and only if the equation

$$Ax = 0 \quad (41)$$

admits only the trivial solution. In order words, the linear operator corresponding to the matrix $A$ is injective if and only if it is surjective.

In this section, we discuss a class of operators acting on infinite-dimensional vector spaces which have this rather useful property of square matrices. Before we give the principal definition, we review some of the basic properties of direct sum decompositions of Banach spaces.

### 2.3.1. Direct Sums and Complemented Subspaces

If $Y$ and $Z$ are Banach spaces, then the direct sum $Y \oplus Z$ is the Banach space obtained by endowing the vector space $Y \times Z$ with the norm

$$\|(y,z)\| = \|y\| + \|z\|. \quad (42)$$
We say that a subspace $Y$ of a Banach space $X$ is complemented in $X$ if there exists a subspace $Z$ of $X$ such that the addition map $A : Y \oplus Z \to X$ defined via the formula
\[ A(y, z) = y + z \]  \hspace{1cm} (43)
is an isomorphism (meaning that it is a continuous bijective linear mapping whose inverse is also continuous). If $Y$ is complemented in $X$, then $Y$ is necessarily closed since the composition of the inverse of $A$ with the projection
\[ P : Y \oplus Z \to Z \]  \hspace{1cm} (44)
defined via $P(y, z) = z$ is a continuous linear mapping whose kernel is $Y$ (the kernel of a linear mapping is closed if and only if the mapping is continuous).

Any closed subspace of a Hilbert space is complemented: if $M$ is a closed subspace of a Hilbert space $X$, then $X = M \oplus M^\perp$, where $M^\perp$ denotes the orthogonal complement of the space $X$. The same is not true of Banach spaces. In fact, if $X$ is a Banach space and every closed subspace of $X$ is complemented, then $X$ is isomorphic to a Hilbert space [12]. In general, it is difficult to determine whether or not a particular closed subspace $Y$ of a Banach space $X$ is complemented. However, as we will now show, subspaces of finite dimension and closed subspaces of finite codimension are complemented (the codimension of $Y$ in $X$ is the dimension of the quotient space $X/Y$).

Suppose that $X$ is a Banach space. A linear mapping $P : X \to X$ such that $P^2 = P$ is called a projection. The following theorem characterizes complemented subspaces as the kernels and images of continuous projections.

**Theorem 13.** Suppose that $X$ is a Banach space, and that $Y$ is a subspace of $X$. Then the following are equivalent:

1. The subspace $Y$ is complemented in $X$.
2. There is a continuous projection $P : X \to X$ such that $\ker(P) = Y$.
3. There is a continuous projection $P : X \to X$ such that $\text{im}(P) = Y$.

**Proof.** First, we show that (1) implies (2). To that end, we suppose that $Y$ is complemented in $X$ so that there exists a closed subspace $Z$ of $X$ such that the addition map $A : Y \oplus Z \to X$ defined via the formula
\[ A(y, z) = y + z \]  \hspace{1cm} (45)
is a linear isomorphism. We observe that the composition $P$ of $A^{-1} : X \to Y \oplus Z$ with the mapping $Y \oplus Z \to X$ which takes map $(y, z)$ to $z$ is a continuous projection $X \to X$ whose kernel is $Y$.

To see that (2) implies (3), we observe that if $P : X \to X$ is a continuous projection such that $\ker(P) = Y$, then $I - P$ is a continuous projection such that $\text{im}(P) = Y$.

We now conclude the proof by showing that (3) implies (1). We suppose that $Y$ is the image of a continuous projection $P : X \to X$, and that $Z$ is the kernel of $P$. We will show that the addition map $A : Y \oplus Z \to X$ defined by the formula
\[ A(y, z) = y + z \]  \hspace{1cm} (46)
is an isomorphism. The map $A$ is plainly continuous since
\[
\|y + z\| \leq \|y\| + \|z\|. \tag{47}
\]
It is surjective since
\[
x = Px + (I - P)x \tag{48}
\]
with $Px \in Y$ and $(I - P)x \in Z$ whenever $x \in X$. Suppose that
\[
y_1 + z_1 = y_2 + z_2 \tag{49}
\]
where $y_1, y_2 \in Y$ and $z_1, z_2 \in Z$. Since $Y$ is the image of $P$, there exist $x_1, x_2$ such that
\[
Px_1 = y_1 \tag{50}
\]
and
\[
Px_2 = y_2. \tag{51}
\]
We combine (49), (50) and (51) in order to conclude that
\[
P(x_1 - x_2) + (z_1 - z_2) = 0. \tag{52}
\]
By applying $P$ to both sides of (52) and make use of the facts that $P^2 = P$ and $Z = \ker(P)$ we obtain
\[
P(x_1 - x_2) = 0, \tag{53}
\]
from which we conclude that $y_1 = y_2$. It follows from this and (49) that $z_1 = z_2$. We conclude that $A$ is also injective. We now apply the open mapping theorem in order to see that the bijective continuous linear mapping $A$ is an isomorphism. \hfill \Box

**Theorem 14.** Suppose that $Y$ is a finite-dimensional subspace of the Banach space $X$. Then there exists a closed subspace $Z$ such that $X = Y \oplus Z$.

**Proof.** We let $\{v_1, v_2, \ldots, v_n\}$ be a basis for the subspace $Y$. For each $j = 1, \ldots, n$ we define the bounded linear function $\varphi_j : Y \to \mathbb{R}$ via the formula
\[
\varphi_j(v_i) = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{otherwise.}
\end{cases} \tag{54}
\]
Now we apply the Hahn-Banach theorem in order to extend each of the $\varphi_j$ to mappings $Y \to \mathbb{R}$. We also let
\[
Z = \bigcap_{j=1}^{n} \ker(\varphi_j), \tag{55}
\]
and define the mapping $P : X \to X$ via
\[
P(x) = \sum_{j=1}^{n} \varphi_j(x)v_j. \tag{56}
\]
We observe that $P$ is a continuous projection whose image is $Y$. It follows from Theorem 13 that $Y$ is complemented. \hfill \Box

**Theorem 15.** Suppose that $X$ is a Banach space, and that $Y$ is a closed subspace of $X$ of finite codimension $n$. Then there exists an $n$-dimensional subspace $Z$ of $X$ such that $X = Y \oplus Z$. 
2.3. Fredholm Operators

Proof. We let \( \{v_1, \ldots, v_n\} \) be a basis for the space \( X/Y \). For each \( j = 1, \ldots, n \), we choose an element \( w_j \) of \( X \) which is in the equivalence class \( v_j \), and we denote by \( Z \) the subspace of \( X \) spanned by \( w_1, \ldots, w_n \). The kernel of the canonical projection \( \varphi : X \to X/Y \) is \( Y \), which is a closed subspace, so \( \varphi \) is continuous. As is the restriction \( \tilde{\varphi} : Z \to X/Y \) of \( \varphi \) to the finite dimensional (and hence closed) subspace \( Z \) of \( Y \). Moreover, \( \tilde{\varphi} \) is clearly bijective. It follows from the open mapping theorem that \( \tilde{\varphi}^{-1} : X/Y \to Z \) is continuous. We observe that the composition \( P = \tilde{\varphi}^{-1} \circ \psi \) is a continuous projection \( X \to X \) whose kernel is \( Y \). We conclude from this observation and Theorem 13 that \( Y \) is complemented in \( X \). □

Note that the requirement that \( Y \) be closed in Theorem 15 is essential since there are subspaces of finite codimension which are not closed, and hence cannot be complemented. Indeed, the kernel of any discontinuous linear functional \( T : X \to \mathbb{R} \) is a subspace of \( X \) of codimension 1 which is not closed. There is no need for such a requirement in Theorem 14 since all finite-dimensional subspaces are necessarily closed. We now show that if a subspace of finite codimension is the image of a continuous linear operator, then it must be closed.

Theorem 16. Suppose that \( X \) and \( Y \) are Banach spaces, and that \( T : X \to Y \) is a continuous linear mapping. If \( \text{im}(T) \) is of finite codimension in \( Y \), then it is closed (and hence complemented).

Proof. Without loss of generality, we assume that \( T \) is injective (if not, then we may replace \( T \) with the injective mapping \( X/\ker(T) \to Y \) it induces). We choose a basis \( \{v_1, \ldots, v_n\} \) for the space \( Y/\text{im}(T) \) and for each \( j = 1, \ldots, n \), we choose a representative \( w_i \) in \( Y \) of the equivalence class \( v_i \). We denote by \( Z \) the subspace of \( Y \) spanned by \( w_1, \ldots, w_n \). Since \( Z \) is finite-dimensional (and hence closed), \( Z \) is a Banach space. Now we define the mapping \( A : X \oplus Z \to Y \) by the formula

\[
A(x, z) = Tx + z.
\]

Since

\[
\|Tx + z\| \leq \|Tx\| + \|z\| \leq \|T\| \|x\| + \|z\| \leq (1 + \|T\|) (\|x\| + \|z\|),
\]

\( A \) is bounded. Suppose that \( y \in Y \). Then there exist \( \alpha_1, \ldots, \alpha_n \) such that

\[
\sum_{j=1}^{n} \alpha_j v_j
\]

is the equivalence class in \( Y/\text{im}(T) \) containing \( y \). Since \( w_j \) is an element of the equivalence class containing \( v_j \), we have

\[
y = \sum_{j=1}^{n} \alpha_j w_j + \sum_{j=1}^{n} \alpha_j u_j + u
\]

where \( u_1, \ldots, u_n \) and \( u \) are contained in \( \text{im}(T) \). We conclude that \( A \) is surjective. Now suppose that

\[
T(x_1 - x_2) + z_1 - z_2 = 0.
\]

The restriction of the canonical mapping \( Y \to Y/\text{im}(Z) \) to \( Z \) is clearly injective, and by applying that mapping to (61) we see that \( z_1 = z_2 \). It follows from this fact and (61) that

\[
T(x_1 - x_2) = 0.
\]

(62)
Since $T$ is injective, (62) implies that $x_1 = x_2$. We conclude that $A$ is injective as well as surjective and continuous. We now apply the open mapping theorem in order to conclude that it is an isomorphism. Consequently, $A$ carries closed subsets of $X \oplus Z$ to closed subsets of $Z$. The image of the closed subset $X \times \{0\}$ of $X \oplus Z$ under $A$ is $\text{im}(T)$. We conclude that $\text{im}(T)$ is closed.

### 2.3.2. Annihilators and Preannihilators.

If $M$ is a subset of a Banach space $X$, then the annihilator $M^\perp$ of $M$ is the closed subspace of $X^*$ defined via

$$M^\perp = \{ f \in X^* : f(x) = 0 \text{ for all } x \in M \}. \quad (63)$$

Similarly, if $N$ is a subset of $X^*$, then the preannihilator $N_\perp$ of $N$ is the closed subspace of $X$ defined as follows:

$$N_\perp = \{ x \in X : f(x) = 0 \text{ for all } f \in N \}. \quad (64)$$

If $A$ is an $n \times m$ matrix, then the kernel of $A$ is the orthogonal complement of the image of $A^*$ and the kernel of $A^*$ is the orthogonal complement of the image of $A$. The following theorem generalizes these observations to the case of bounded linear mapping between Banach spaces.

**Theorem 17.** Suppose that $T : X \to Y$ is a continuous linear map between Banach spaces, and that $T^* : Y^* \to X^*$ is its adjoint. Then

1. $\text{im}(T)^\perp = \ker(T^*)$
2. $\overline{\text{im}(T)} = (\ker(T^*))_\perp$
3. $\ker(T) = (\ker(T^*))_\perp$
4. $\overline{\text{im}(T^*)} \subset \ker(T)^\perp$

From Theorem 13, we see that if the image of $T$ is closed, then the image of $T$ is the preannihilator of the kernel of the adjoint $T^*$. This gives us a solvability criterion for the equation

$$Tx = y. \quad (65)$$

In particular, if the image of $T$ is closed, then (65) admits a solution if and only if

$$\phi(y) = 0 \quad (66)$$

for all $\phi \in \ker(T^*)$.

### 2.3.3. Fredholm Operators.

Suppose that $X$ and $Y$ are Banach spaces. We say that a continuous linear mapping $T : X \to Y$ is a Fredholm operator if the kernel of $T$ is of finite dimension and the image of $T$ is of finite codimension. The index of a Fredholm operator $T$ is defined to be

$$\text{ind}(T) = \dim(\ker(T)) - \dim(Y/\text{im}(T)). \quad (67)$$

Fredholm operators of index 0 will play a particularly important role in what follows. They have many of the convenient properties possessed by linear mappings $\mathbb{R}^n \to \mathbb{R}^n$. For instance, a Fredholm operator of index 0 $T : X \to Y$ is surjective if and only if it is injective.
We will now provide an alternative definition of Fredholm operator, which might be more familiar to the reader.

**Theorem 18.** Suppose that $X$ and $Y$ are Banach spaces, that $T : X \to Y$ is a continuous linear mapping, and that $T^* : Y^* \to X^*$ is its adjoint. Suppose further that $\text{im}(T)$ is closed. Then the dual space of $Y/\text{im}(T)$ is isomorphic to $\ker(T^*)$.

**Proof.** We observe that if $\varphi : Y \to \mathbb{R}$ is in $\ker(T^*)$ then
\[ \langle Tx, \varphi \rangle = \langle x, T^*(\varphi) \rangle = 0 \] for all $x \in X$ — that is, $\varphi(\text{im}(T)) = 0$. It follows that the map $\tilde{\varphi} : (Y/\text{im}(T)) \to \mathbb{R}$ defined via
\[ \tilde{\varphi}(y + \text{im}(T)) = \varphi(y) \]
is a well-defined linear functional in the dual of $Y/\text{im}(T)$. We denote by $\Lambda$ the map which takes $\varphi \in \ker(T^*)$ to the linear functional $\tilde{\varphi}$ defined via (69). Since $\varphi(\text{im}(T)) = 0$,
\[ \|\tilde{\varphi}\| = \sup_{\|y+\text{im}(T)\|=1} |\tilde{\varphi}(y)| \leq \sup_{\|y\|=1} |\varphi(y)| = \|\varphi\|, \]
from which we see that $\Lambda$ is a bounded mapping. We also observe that $\Lambda$ is bijective; indeed, its inverse is the map taking
\[ \psi : Y/\text{im}(T) \to \mathbb{R} \]
to the map $\tilde{\psi} : Y \to \mathbb{R}$ defined via
\[ \tilde{\psi}(y) = \psi(y + \text{im}(T)). \]
Since $\text{im}(T)$ is closed, $Y/\text{im}(T)$ is a Banach space and its dual space is a Banach space. Consequently, the open mapping theorem applies and we invoke it in order to conclude that $\Lambda$ is an isomorphism. \qed

**Theorem 19.** Suppose that $X$ and $Y$ are Banach spaces, that $T : X \to Y$ is a continuous linear mapping, and that $T^* : Y^* \to X^*$ is its adjoint. Then $T$ is Fredholm if and only if its image is closed and both $\ker(T)$ and $\ker(T^*)$ are of finite dimension. Moreover, if $T$ is Fredholm then
\[ \text{ind}(T) = \dim(\ker(T)) - \dim(\ker(T^*)). \]

**Proof.** We suppose first that $T$ is a Fredholm operator. Then the kernel of $T$ is finite-dimensional by definition and the image of $T$ is closed since it is of finite codimension in $Y$ (see Theorem 16). According to Theorem 18, that $\text{im}(T)$ is closed implies that $(Y/\text{im}(T))^*$ is isomorphic to $\ker(T^*)$. We conclude that
\[ \dim(\ker(T^*)) = \dim((Y/\text{im}(T))^*). \]
But $Y/\text{im}(T)$ is finite-dimensional, so
\[ \dim(Y/\text{im}(T)) = \dim((Y/\text{im}(T))^*). \]
We combine (74) and (75) in order to obtain
\[ \dim(\ker(T^*)) = \dim(Y/\text{im}(T)) < \infty, \]
which suffices to establish (73) and the assertion that $\ker(T^*)$ is finite-dimensional.
Now we suppose that \( \ker(T) \), \( \ker(T^*) \) are finite-dimensional and that \( \operatorname{im}(T) \) is closed. By Theorem 18,
\[
(Y/\operatorname{im}(T))^* \sim \ker(T^*).
\] (77)
We see from (77) that the codimension of \( \operatorname{im}(T) \) is equal to the (finite) dimension of \( \ker(T^*) \). Since we have assumed that the dimension of the kernel of \( T \) is finite, we that \( T \) is Fredholm. \( \square \)

**Exercise 3.** Suppose that \( X \) is a Hilbert space, that \( \{ \phi_j \}_{j=1}^\infty \) is an orthonormal basis for \( X \), and that \( T \) is the linear mapping \( X \to X \) defined via the formula
\[
T[\phi_i] = \phi_{i+1} \quad \text{for all } i = 1, 2, \ldots.
\] (78)
Suppose also that \( k \) is a positive integer. What is the kernel of \( T^k \)? What is the cokernel of \( T^k \)? What is the index of \( T^k \)?

**Theorem 20.** Suppose that \( X \) is a Banach spaces, and that \( T : X \to X \) is compact. Then \( I + T \) is a Fredholm operator.

**Proof.** From Theorem 11, we see that the kernel of \( I + T \) is finite-dimensional, and that its image is closed. The adjoint of \( I + T \) is
\[
I + T^*,
\] (79)
where \( T^* : Y^* \to X^* \) is the adjoint of \( T \). Since \( T^* \) is also compact (by Theorem 10), we see from Theorem 11 that the kernel of \( I + T^* \) is finite-dimensional. We now apply Theorem 19 in order to conclude that \( T \) is Fredholm. \( \square \)

We conclude from Theorems 14, 15 and 16 that a Fredholm operator induces the direct sum decompositions
\[
X = \ker(T) \oplus X'
\] (80)
and
\[
Y = \operatorname{im}(T) \oplus Y',
\] (81)
where \( \ker(T) \) is a finite-dimensional subspace of \( X \) and \( Y' \) is a finite-dimensional subspace of \( Y \). This direct sum decomposition is crucial in the proof of the next theorem, which characterizes Fredholm operators as those which are invertible “modulo compact operators.”

**Theorem 21.** An operator \( T : X \to Y \) between Banach spaces is Fredholm if and only if there exist a bounded linear operator \( S : Y \to X \) and a pair of compact operators \( K_1 : Y \to Y \), \( K_2 : X \to X \) such that
\[
ST = I - K_1
\] (82)
and
\[
TS = I - K_2.
\] (83)

**Proof.** We first suppose that there exist a bounded linear operator \( S : Y \to X \) and compact operators \( K_1 : Y \to Y \), \( K_2 : X \to X \) such that (82) and (83) hold. By Theorem 19, \( I - K_1 \) and \( I - K_2 \) are Fredholm, so \( \dim(\ker(I - K_1)) \) and \( \dim(Y/\operatorname{im}(TS)) \) are
finite-dimensional. We observe that
\[ \ker(T) \subset \ker(ST) = \ker(I - K_1) \] (84)
and that
\[ Y/\text{im}(T) \subset Y/\text{im}(TS) \] (85)
since \( \text{im}(TS) \subset \text{im}(T) \). We conclude that \( \ker(T) \) and \( Y/\text{im}(T) \) are finite-dimensional so that \( T \) is Fredholm.

Now we suppose that \( T \) is Fredholm. Then there exists a closed subspace \( X' \) of \( X \) such that
\[ X = X' \oplus \ker(T) \] (86)
and a finite dimensional subspace \( Y' \) of \( Y \) such that
\[ Y = Y' \oplus \text{im}(T). \] (87)
The restriction of \( T \) to \( X' \) is a continuous bijective linear mapping \( X' \to \text{im}(T) \). We let \( \tilde{S} : \text{im}(T) \to X' \) denote the inverse of this mapping, which is continuous by the open mapping theorem. We extend \( \tilde{S} \) to a bounded linear mapping \( S : Y \to X \) such that \( S(Y') = 0 \) by linearity. If we let \( P \) be the projection \( X \to \ker(T) \) and let \( Q \) be the projection \( Y \to Y' \), then
\[ ST = ST(P + I - P) = \tilde{S}T(I - P) = I - P \] (88)
and
\[ TS = TS(Q + I - Q) = T\tilde{S}(I - Q) = I - Q. \] (89)
The projections \( P \) and \( Q \) are compact since \( \ker(T) \) and \( Y' \) are finite dimensional. \( \square \)

In fact, it is clear from the proof of Theorem 21 that a continuous linear mapping \( T : X \to Y \) is Fredholm if and only if there exists a continuous linear mapping \( S : X \to Y \) and finite rank operators \( K_1 : X \to X \) and \( K_2 : Y \to Y \) such that
\[ ST = I - K_1 \] (90)
and
\[ TS = I - K_2. \] (91)
We call any bounded linear operator \( S \) for which there exists compact operators \( K_1 \) and \( K_2 \) such that (82) and (83) holds a parametrix for \( T \). We note that that the relationship is symmetric: if \( S \) is a parametrix for \( T \) then \( S \) is Fredholm and \( T \) is a parametrix of \( S \). Moreover, it is clear from the proof of Theorem 21 that
\[ \text{ind}(T) = -\text{ind}(S) \] (92)
whenever \( S \) is a parametrix for the operator \( T \). This observation leads immediately to the following result.

**Theorem 22.** Suppose that \( X \) and \( Y \) are Banach spaces, that \( T : X \to Y \) is Fredholm, and that \( K : X \to Y \) is compact. Then \( T + K \) is Fredholm and \( \text{ind}(T + K) = \text{ind}(T) \).

**Proof.** Let \( S \) be a parametrix for the operator \( T \) so that
\[ ST = I - K_1 \] (93)
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and

\[ TS = I - K_2 \]  \tag{94} \]

with \( K_1 \) and \( K_2 \) compact operators. We observe that

\[ S (T + K) = I - K_1 + SK \]  \tag{95} \]

and

\[(T + K) S = I - K_2 + KS.\]  \tag{96} \]

Since \( K_1 - KS \) and \( K_2 - SK \) are compact operators, we conclude from (95) and (96) that \( T + K \) is Fredholm and \( S \) is a parametrix for \( T + K \). It follows that

\[ \text{ind}(S) = -\text{ind}(T + K), \]  \tag{97} \]

but we also have

\[ \text{ind}(S) = -\text{ind}(T) \]  \tag{98} \]

since \( S \) is a parametrix for \( T \). We conclude from (97) and (98) that

\[ \text{ind}(T) = -\text{ind}(S) = \text{ind}(T + K). \]  \tag{99} \]

□

Any isomorphism \( B : X \to Y \) between Banach spaces is Fredholm of index 0. Consequently, it follows from Theorem 22 that any operator of the form

\[ B + K \]  \tag{100} \]

where \( K : X \to Y \) is compact is Fredholm of index 0. In fact, all Fredholm operators of index 0 are of this form:

**Theorem 23.** Suppose that \( X \) and \( Y \) are Banach spaces, and that \( T : X \to Y \) is a bounded linear operator. Then \( T \) is a Fredholm operator of index 0 if and only if there exist an isomorphism \( B : X \to Y \) and a finite rank operator \( F : X \to Y \) such that \( T = B + F \).

**Proof.** We have already seen that an operator of the form \( B + K \) with \( K \) compact is Fredholm of index 0. So we suppose that \( T : X \to Y \) is a Fredholm operator of index 0. Then there exists a closed subspace \( X' \) of \( X \) such that

\[ X = X' \oplus \ker(T) \]  \tag{101} \]

and a finite dimensional subspace \( Y' \) of \( Y \) such that

\[ Y = Y' \oplus \text{im}(T). \]  \tag{102} \]

Moreover, since \( T \) is of index 0 the dimensions of \( \ker(T) \) and \( Y' \) are equal. We denote by \( S \) an isomorphism \( \ker(T) \to Y' \). Suppose that \( x \in X \). We define \( B : X \to Y \) via the formula

\[ B(x) = T(x') + S(z), \]  \tag{103} \]

where

\[ x = x' + z \]  \tag{104} \]

is the unique decomposition of \( x \) into \( x' \in X' \) and \( z \in \ker(T) \). It is easy to verify that \( B \) is an isomorphism, and that \( S \) extends to a finite rank linear operator \( X \to Y \). □
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We can now very easily establish the following:

**Theorem 24.** If $K : X \to X$ is a compact linear mapping between Banach spaces, then

$$\sigma_p(K) \setminus \{0\} = \sigma(K) \setminus \{0\}.$$  

**Proof.** It is obvious that $\sigma_p(K) \subset \sigma(K)$. Now suppose that $\lambda \in \sigma(K) \setminus \{0\}$ but $\lambda \notin \sigma_p(K) \setminus \{0\}$. That is, suppose that $\lambda I - K$ is injective but not surjective. Since $\lambda I - K$ is Fredholm of index 0 and $\dim \ker(\lambda I - K) = 0$, the codimension of the image of $\lambda I - K$ must be 0. But that implies that $\lambda I - K$ is surjective, and hence an isomorphism, which contradicts our assumption that $\lambda \in \sigma(K)$. \hfill $\square$

We now turn to the solvability of the linear equation

$$Tx = y \quad (105)$$

when $T : X \to Y$ is a Fredholm operator of index 0. We have already observed that $T$ is injective if and only if it is surjective. By combining this observation with the open mapping theorem we obtain the following well-known theorem:

**Theorem 25 (Fredholm Alternative).** Suppose that $X$ and $Y$ are Banach spaces, and that $T : X \to Y$ is a Fredholm operator of index 0. Then either the equation

$$Tx = y \quad (106)$$

is uniquely solvable for all $y \in Y$ or the corresponding homogeneous equation

$$Tx = 0 \quad (107)$$

admits nontrivial solutions. In the former case, the inverse of the operator $T$ is bounded.

Since the image of $T$ is closed, the preannihilator of the kernel of $T^*$ coincides with the image of $T$. This together with the fact that $\ker(T^*)$ is finite-dimensional when $T$ is Fredholm gives us:

**Theorem 26.** Suppose that $X$ and $Y$ are Banach spaces, and that $T : X \to Y$ is a Fredholm operator. Suppose also that

$$\varphi_1, \ldots, \varphi_n \quad (108)$$

is a basis for $\ker(T^*)$, and that

$$x_1, \ldots, x_m \quad (109)$$

is a basis for $\ker(T)$. Then

$$Tx = y \quad (110)$$

admits a solution if and only if

$$\langle y, \varphi_j \rangle = 0 \text{ for all } j = 1, \ldots, n. \quad (111)$$

In the event that $Tx = y$ does admit a solution $x_0$, then any solution is of the form

$$x_0 + \sum_{j=1}^{m} a_j x_j. \quad (112)$$
2.4. The Lax-Milgram Theorem

Suppose that $X$ is a reflexive Banach space, and that $X^*$ is its dual. We say that a bounded linear mapping $L : X \to X^*$ is coercive if there exists $\lambda > 0$ such that
\[ |L[x](x)| \geq \lambda \|x\|^2 \] \hfill (113)
for all $x \in X$.

**Theorem 27 (Lax-Milgram).** Suppose that $X$ is a reflexive Banach space, that $X^*$ is its dual space, and that $L : X \to X^*$ is a bounded linear map. If $L$ is coercive, then it is an isomorphism (that is, it is invertible, and its inverse is also continuous).

**Proof.** We use $\langle f, x \rangle$ to denote the duality pairing of $X^*$ with $X$ — in particular the value of the linear function $L[x]$ at the point $y \in X$ is $\langle L[x], y \rangle$. We observe that (113) implies
\[ \lambda \|x\|^2 \leq |\langle L[x], x \rangle| \leq \|L[x]\| \|x\| \] \hfill (114)
for all $x \in X$. Dividing both sides of (114) by $\|x\|$ yields
\[ \lambda \|x\| \leq \|L[x]\|. \] \hfill (115)

The identity (115) implies that $L$ is injective. It also implies that the range of $L$ is closed. To see that, we suppose that $L[x_n] \to y$. Then $\{L[x_n]\}$ is a Cauchy sequence and we see from (115) that $\{x_n\}$ is Cauchy as well. We denote by $z$ the limit of $\{x_n\}$. The continuity of $L$ gives us $L[x] = \lim_n L[x_n] = y$, from which we conclude that $L$ has closed range. So $L$ is a continuous bijective mapping from $X$ to $\text{im}(L)$. Since $\text{im}(L)$ is a closed subset of $X^*$, it is a Banach space and we may apply the open mapping theorem. By doing so, we see that $L : X \to \text{im}(L)$ is an isomorphism.

We suppose now that $\text{im}(L) \neq X^*$. Then there exists $f \in X^* \setminus \text{im}(L)$. By the Hahn-Banach theorem, there exists $\phi$ in $(X^*)^*$ such that
\[ \langle \phi, f \rangle = 1 \] \hfill (116)
and
\[ \phi|_{\text{im}(L)} = 0. \] \hfill (117)

Since $X$ is reflexive, we may identify $\phi \in (X^*)^* = X$ with an element $u \in X$ such that
\[ f(u) = 1 \] \hfill (118)
and
\[ \langle L[x], u \rangle = 0 \] \hfill (119)
for all $x \in X$. We combine (116) and (117) with the assumption that $L$ is coercive in order to conclude that
\[ \lambda \|u\|^2 \leq \langle L[u], u \rangle = 0, \] \hfill (120)
from which we see that $u = 0$. However, this contradicts (118). We conclude that $\text{im}(L) = V^*$.
Clearly, we can identify the continuous linear mapping $L : X \to X^*$ with the bilinear form $B : X \times X \to \mathbb{R}$ defined via

$$B [x, y] = L [x] (y).$$

We say that the bilinear form $B$ is bounded if there exists $C > 0$ such that

$$|B [x, y]| \leq C \|x\| \|y\|$$

for all $x, y \in X$. Obviously, $B$ is bounded if and only if $L$ is bounded. We say that $B$ is coercive if

$$|B [x, x]| \geq \lambda \|x\|^2$$

for all $x \in X$. The Lax-Milgram theorem can be rephrased as follows.

**Theorem 28.** If $X$ is a reflexive Banach space $B$ is a bounded, coercive bilinear form $X \times X \to \mathbb{R}$, then for each $f \in X^*$, there exists a unique $u$ such that

$$B [u, v] = f(v)$$

for all $v \in X$.

Since Hilbert spaces are reflexive and inner products are coercive bilinear forms, the Lax-Milgram theorem implies the Riesz representation theorem.

**Theorem 29 (Riesz representation theorem).** Suppose that $X$ is a Hilbert space, and that $f : X \to \mathbb{R}$ is a bounded linear functional on $X$. Then there exists a unique $u \in X$ such that

$$\|u\| = \|f\|$$

and

$$f(x) = (u, x)$$

for all $x \in X$.

A slight modification of the argument we used to establish the Lax-Milgram theorem gives us the following theorem.

**Theorem 30.** Suppose that $X$ is a reflexive Banach space, and that $T : X \to X^*$ is a bounded linear mapping. Suppose also that there exists $\lambda > 0$ such that

$$\|Lx\| \geq \lambda \|x\|$$

for all $x \in X$

and that

$$\sup_{x \in X} |\langle Lx, y \rangle| > 0$$

for all $y \in X \setminus \{0\}$.

Then $L$ is an isomorphism.

### 2.5. Weak Convergence and the Banach-Alaoglu Theorem

Suppose that $X$ is a Banach space, and that $X^*$ is its dual space. Until now, we have considered only the strong topology on $X^*$ and only the norm topology on $X$. There are, however, other topologies on these spaces which are of use to us.

We say that a sequence $\{x_n\}$ in $X$ converges to $x$ weakly provided

$$\phi(x_n) \to \phi(x)$$

for all $\phi \in X^*$. The Banach-Alaoglu theorem states that the weak topology on $X^*$ is metrizable.
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for all \( \phi \in X^* \). We use the notation \( x_n \rightarrow x \) to indicate that the sequence \( \{x_n\} \) converges weakly to \( x \).

We say that \( \{\phi_n\} \subset X^* \) converges to \( \phi \subset X^* \) in the weak-* topology provided

\[ \phi_n(x) \rightarrow \phi(x) \quad \text{for all } x \in X. \]  

(129)

The original version of the Banach-Alaoglu theorem is

**Theorem 31 (Banach-Alaoglu I).** If \( X \) is a Banach space, then the closed unit ball of \( X^* \) is compact in the weak-* topology.

The weak-* topology on the unit ball of \( X^* \) is metrizable when \( X \) is separable (although the weak-* topology on the whole space \( X^* \) is metrizable if and only if \( X^* \) is finite-dimensional).

In that case, we have the following version of the Banach-Alaoglu theorem:

**Theorem 32 (Banach-Alaoglu II).** If \( X \) is a separable Banach space, then the closed unit ball of \( X^* \) is sequentially compact in the weak-* topology.

When \( X \) is reflexive, the weak-* topology on \((X^*)^*\) coincides with the weak topology on \( X \). In this case, we have the following version of the Banach-Alaoglu theorem. Note that we are not making the assumption that \( X \) is separable.

**Theorem 33 (Banach-Alaoglu III).** Suppose that \( X \) is a reflexive Banach space. Then the closed unit ball of \( X \) is sequentially compact in the weak topology.

The following particular form of the preceding theorem is the one we will use most often:

**Theorem 34 (Banach-Alaoglu IV).** Suppose that \( \Omega \) is an open subset of \( \mathbb{R}^n \), and that \( 1 < p < \infty \) is a real number. Then any bounded sequence in \( L^p(\Omega) \) has a weakly convergent subsequence.

2.6. Galerkin Discretization and a Second Proof of the Lax-Milgram theorem

Suppose that \( X \) is a Banach space, that \( X_1 \subset X_2 \subset X_3 \subset \cdots \) is a sequence of finite-dimensional subspaces of \( X \), and that for each positive integer \( j \), \( P_j : X \rightarrow X_j \) is a projection operator. We say that the subspaces \( \{X_j\} \) together with the projection operators \( \{P_j\} \) form a projective approximation scheme for \( X \) if

\[ \lim_{n \rightarrow \infty} \|P_j x - x\|_X = 0 \]  

for all \( x \in X \) and

\[ P_n P_m = P_n \]  

whenever \( n \leq m \) are positive integers. We note that by the uniform boundedness principle, (130) implies that there exists a constant \( C \) such that

\[ \|P_j\| \leq C \]  

(132)

for all positive integers \( j \). We also observe that (130) means that the union of the subspaces \( X_j \) must be dense in \( X \); that is,

\[ \bigcup_{j=1}^{\infty} X_j = X. \]  

(133)
In particular, the existence of a projective approximation scheme for $X$ implies that $X$ is separable.

In the event that $X$ is a Hilbert space and $\{\varphi_j\}$ is an orthonormal basis for $X$, a projective approximation scheme for $X$ can be obtained by letting

$$S_j = \text{span}\{\varphi_1, \ldots, \varphi_j\},$$

and taking $P_j$ to be the orthogonal projection operator

$$P_j[f] = \sum_{i=1}^{j} \langle f, \varphi_i \rangle \varphi_i.$$  \hspace{1cm} (135)

Suppose now that $X$ and $Y$ are reflexive Banach spaces, and that $A : X \to Y$ is a bounded linear mapping. Suppose also that $\{X_j, P_j\}$ is a projective approximation scheme for $X$, and that $\{Y_j, Q_j\}$ is a projective approximation scheme for $Y$ such that $\dim(Y_j) = \dim(X_j)$ for each $j = 1, 2, \ldots$. For each positive integer $n$, we let $A_n = Q_n A|_{X_n}$. By a slight abuse of terminology, we call each of the equations

$$A_n x_n = Q_n y \quad (x_n \in X_n)$$

(136)

a Galerkin discretization of

$$Ax = y.$$  \hspace{1cm} (137)

We will shortly given conditions which guarantee that for for all sufficiently large $n$ the equation (136) admits a solution $x_n$, and that the sequence $\{x_n\}$ converges to the solution $x$ of (137). We observe first, though, that Equation (136) is equivalent to a linear system of equations. To see this, we let $\varphi_1, \ldots, \varphi_m$ be a basis for $X_n$ and $\psi_1, \ldots, \psi_m$ be a basis for $Y_n$. Then we can represent $x_n$ as

$$x_n = \sum_{j=1}^{m} a_j \varphi_j,$$  \hspace{1cm} (138)

$Q_n y$ as

$$Q_n y = \sum_{i=1}^{m} b_i \psi_i,$$  \hspace{1cm} (139)

and, for each $j = 1, \ldots, k$, we represent $Q_n A \varphi_j$ as

$$Q_n A \varphi_j = \sum_{i=1}^{m} c_{ij} \psi_i.$$  \hspace{1cm} (140)

Then (136) is equivalent to requiring that

$$\sum_{j=1}^{m} c_{ij} a_j = b_i \quad \text{for all} \quad i = 1, \ldots, m.$$  \hspace{1cm} (141)

In the event that $X$ and $Y$ are Hilbert spaces, $\{\varphi_j\}$ is an orthonormal basis for $X$, $\{\psi_j\}$ is an orthonormal basis for $Y$, and $P_j$ and $Q_j$ are the corresponding orthogonal projection operators then

$$c_{ij} = \langle A \varphi_j, \psi_i \rangle,$$  \hspace{1cm} (142)
and
\[ b_i = \langle y, \psi_i \rangle. \tag{143} \]

**Theorem 35.** Suppose that \( X \) and \( Y \) are reflexive Banach spaces, that \( A : X \to Y \) is a bounded linear operator, that \( \{ X_j, P_j \} \) is a projective approximation scheme for \( X \), that \( \{ Y_j, Q_j \} \) is a projective approximation scheme for \( Y \) such that \( \dim(Y_j) = \dim(X_j) \) for all \( j = 1, 2, \ldots \), and that for each positive integer \( n \), \( A_n \) is the operator \( X_n \to Y_n \) defined via \( A_n = Q_n A |_{X_n} \). Suppose also that there exist a positive integer \( N \) and a positive real number \( \gamma \) such that for all \( n \geq N \) and all \( x_n \in X_n \)
\[ \| A_n x_n \|_Y \geq \gamma \| x_n \|_X. \tag{144} \]

Then for each \( y \in Y \), there exists a unique solution \( x \) of the equation \( Ax = y \), and for each \( n \geq N \) the equation
\[ A_n x_n = Q_n y \tag{145} \]
admits a unique solution \( x_n \). Moreover, the sequence \( \{ x_n \} \) converges to \( x \); in fact, if \( c \) is a constant such that \( \| Q_n \| \leq c \) and \( \| P_n \| \leq c \) for all positive integers \( n \), then
\[ \| x_n - x \|_X \leq \left( 1 + \frac{c}{\gamma} \| A \| \right) \inf_{v \in X} \| x - v \|_X. \tag{146} \]

**Proof.** We fix \( y \in Y \) and let \( c \) be a constant such that \( \| Q_n \| \leq c \) and \( \| P_n \| \leq c \) for all positive integers \( n \). Condition (144) implies that each \( A_n, n \geq N \), is an isomorphism. In particular, the equation
\[ A_n x_n = Q_n y \tag{147} \]
has a unique solution \( x_n \) for all \( n \geq N \), and
\[ \| x_n \| \leq \frac{1}{\gamma} \| Q_n y \|_Y \leq c \| y \| \tag{148} \]
for all \( n \geq N \). By the Banach-Alaoglu theorem, there exists a subsequence of \( \{ x_n \} \) which converges weakly to some element \( x \) of \( X \). Without loss of generality, we pass to this subsequence. It is not hard to establish that \( Q_n y = Q_n A x_n \) converges weakly to \( Ax \). On the other hand, \( Q_n y \) converges strongly (and weakly) to \( y \), so by the uniqueness of weak limits we must have \( Ax = y \).

Now we observe that for any \( v \in X_n \),
\[ \| x_n - x \|_X \leq \| x_n - v \|_X + \| v - x \|_X \]
\[ \leq \frac{1}{\gamma} \| Q_n A (x_n - v) \|_Y + \| v - x \|_X \]
\[ = \frac{1}{\gamma} \| Q_n A (x - v) \|_Y + \| v - x \|_X \]
\[ \leq \left( 1 + \frac{1}{\gamma} \| Q_n \| \| A \| \right) \| v - x \|_X \]
\[ \leq \left( 1 + \frac{c}{\gamma} \| A \| \right) \| v - x \|_X. \tag{149} \]
This suffices to establish (146). Note that
\[ Q_nAx_n = Q_nAx \] (150)
since \( Au = y \) implies \( Q_nAx = Q_ny \) and \( Q_nAx_n = A_nx_n = Q_ny_n \) by construction.

We now need only establish that \( x \) is the unique solution of \( Ax = y \). To that end, we suppose that \( \tilde{x} \) is such that \( A\tilde{x} = y \) and let \( w = x - \tilde{x} \). Then \( Aw = 0 \). It is easy to verify that
\[ A_nP_nx \to Ax \] (151)
for any \( x \in X \). Using this, we obtain
\[ \|P_nw\| \leq \frac{1}{\lambda} \|A_nP_nw\| \to \|Aw\| = 0. \] (152)
From this we conclude that \( P_nw \to 0 \) as \( n \to \infty \), so \( w = 0 \). \( \square \)

As is often the case, perturbing the operator \( A \) by a compact operator does not fundamentally change the situation. Indeed:

**Theorem 36.** Suppose that the hypotheses of Theorem 35 are satisfied. Suppose, in addition, that \( B : X \to Y \) is compact operator, and that \( \ker(A + B) = \{0\} \). Suppose also that for each positive integer \( n \), \( A_n = Q_nA|_{X_n} \) and \( B_n = Q_nB|_{X_n} \). Then for any \( y \in Y \), there exists a unique solution \( x \) to the equation
\[ Ax + Bx = y. \] (153)
Moreover, for all \( n \) which are sufficiently large the equation
\[ Q_n(A_n + B_n)x_n = Q_ny \] (154)
has a unique solution \( x_n \in X_n \) and there exists a constant \( C \) such that
\[ \|x - x_n\|_X \leq C \inf_{v \in X_n} \|x - v\|. \] (155)

**Proof.** We will show that \( A + B \) satisfies condition (144). That is, there exists \( \lambda \) such that
\[ \|(A_n + B_n)x_n\|_Y \geq \lambda \|x_n\|_X. \] (156)
for all \( x_n \in X_n \). Suppose this is not the case. Then there exists a sequence \( \{x_j\} \) with \( x_j \in X_n \) such that \( \|x_j\| = 1 \) and
\[ \|Q_{n_j}(A + B)x_j\|_Y \to 0 \quad \text{as} \quad j \to \infty. \] (157)
By the Banach-Alaoglu theorem, we may assume without loss of generality that \( x_j \) converges weakly to some \( x \in X \). Then \( Q_{n_j}(A + B)x_j \) converges weakly to \( (A + B)x \). It follows from this and (157) that \( (A + B)x = 0 \). Since the kernel of \( A + B \) is \( \{0\} \), we must have \( x = 0 \). But \( B \) is compact, so \( Bx_j \to 0 \) (some subsequence of \( \{Bx_j\} \) is convergent, and it must converge to \( x = 0 \)). It follows that
\[ \|x_j\|_X \leq \|Q_{n_j}Ax_j\|_Y \]
\[ \leq \|Q_{n_j}(A + B)x_j\|_Y + \frac{1}{\gamma} \|Q_{n_j}Bx_j\|_Y \to 0 \quad \text{as} \quad j \to \infty, \] (158)
but this contradicts the fact that \( \|x_j\| = 1 \) for all \( j = 1, 2, \ldots \). \( \square \)
The preceding theorem can be easily applied to coercive operators. Suppose that $X$ is a reflexive Hilbert space, and that $L$ is a linear mapping $X \to X^*$. We say that $L$ is coercive provided there exists a constant $\lambda > 0$ such that
\[ \langle Lx, x \rangle \geq \lambda \langle x, x \rangle \]
for all $x \in X$. We now let $\{X_j, P_j\}$ be a projective approximation scheme. Moreover, for each $j = 1, 2, \ldots$, we set $X_j^* = P_j^* X_j$. Then $\{X_j^*, P_j\}$ is a projective approximation scheme for $X^*$. Moreover, since
\[ \langle Lx, x \rangle \geq \lambda \langle x, x \rangle = \lambda \|x\|^2 \]
for all $x \in X$, we have
\[ \lambda \|x_n\|^2 \leq |\langle x_n, Lx_n \rangle| = |\langle P_n x_n, Lx_n \rangle| = |\langle x_n, P_n^* Lx_n \rangle| \leq \|P_n^* Lx_n\| \|x_n\| \]
for all $x_n \in X_n$. In particular, condition (144) of Theorem 35 is satisfied. If follows that for each $y \in X^*$, there exists a unique solution to the equation $Lx = y$, and that the approximations of $x$ formed via Galerkin discretization converge. The open mapping theorem now implies that $L$ has a continuous inverse.

Note that the existence of a projective approximation scheme for $X$ implies that $X$ is separable, so that the Lax-Milgram theorem applies in greater generality that the result just obtained. However we have just established that coercive operators $X \to X^*$ are susceptible to a particularly simply case of Galerkin discretization provided $X$ is separable, a stronger conclusion than that of the Lax-Milgram theorem.

2.7. Classical Function Spaces

In this section, we define several classical spaces of continuous functions, smooth functions and Hölder continuous functions and review several important results relating to them.

2.7.1. Spaces of Continuous Functions. Suppose that $\Omega$ is an open subset of $\mathbb{R}^n$. We denote by $C(\Omega)$ the vector space of all continuous functions $f : \Omega \to \mathbb{R}$, by $C_b(\Omega)$ the subspace of $C(\Omega)$ consisting of continuous functions $f : \Omega \to \mathbb{R}$ which are bounded, by $C(\overline{\Omega})$ the subspace of $C_b(\Omega)$ of functions which are uniformly continuous in addition to being bounded, and by $C_c(\Omega)$ the subspace of $C(\overline{\Omega})$ of all continuous functions $\Omega \to \mathbb{R}$ with compact support contained in $\Omega$. The notation $C(\overline{\Omega})$ is used for the space of bounded, uniformly continuous functions $\Omega \to \mathbb{R}$ because any such function admits a unique continuous extension to the closure $\overline{\Omega}$ of $\Omega$.

Exercise 4. Show that any continuous function on a compact subset of $\mathbb{R}^n$ is uniformly continuous.

Exercise 5. Suppose that $\Omega = \mathbb{R}^n$. Show that $C(\overline{\Omega})$ is not the same space as $C(\mathbb{R}^n)$, which means that the notation $C(\overline{\Omega})$ is misleading when $\Omega$ is not bounded.

The vector space $C_b(\Omega)$ is a Banach space when endowed with the uniform norm
\[ \|f\| = \sup_{x \in \Omega} |f(x)|, \]
as is the vector space $C(\Omega)$. Neither $C(\Omega)$ nor $C_c(\Omega)$ are Banach spaces with respect to (162), although if $K_1 \subset K_2 \subset \ldots$ is an increasing sequence of compact sets such that $\Omega = \bigcup K_j$, then they are Fréchet spaces with respect to the family of seminorms

$$
\|f\|_i = \sup_{x \in K_i} |f(x)|, \quad i = 1, 2, \ldots.
$$

We will not make use of this last observation, but a further discussion can be found in, for instance, [14].

**Exercise 6.** Suppose that $\Omega$ is an open set in $\mathbb{R}^n$. Show that any uniformly continuous function $f : \Omega \to \mathbb{R}$ is bounded. Give an example to show that if $\Omega$ is not bounded, then there exist uniformly continuous functions $\Omega \to \mathbb{R}$ which are not bounded.

Suppose that $\Omega$ is a bounded open subset of $\mathbb{R}^n$. The following theorem, a proof of which can be found in [7] (for instance), characterizes the compact subsets of $C(\overline{\Omega})$. We say that a subset $\Phi$ of $C(\overline{\Omega})$ is equicontinuous if for all $\epsilon > 0$ there exists $\delta > 0$ such that

$$
|f(x) - f(y)| < \epsilon
$$

for all $x$ and $y$ in $\overline{\Omega}$ such that

$$
|x - y| < \delta.
$$

Similarly, we say that $\Phi$ is uniformly bounded if there exists a $M > 0$ such that

$$
\|f\| < M
$$

for all $f \in \Phi$.

**Theorem 37 (Arzelà-Ascoli).** Suppose that $\Omega$ is a bounded open subset of $\mathbb{R}^n$, and that $\Phi$ is a subset of $C(\overline{\Omega})$. Then $\Phi$ is compact if and only if it is equicontinuous, closed and uniformly bounded.

The following well-known theorem is also of some interest to us.

**Theorem 38 (Stone-Weierstrauss).** Suppose that $\Omega$ is a bounded open subset of $\mathbb{R}^n$. Then a subalgebra $\Phi$ of $C(\overline{\Omega})$ which contains 1 is dense if and only if it separates points. That is, if for any $x$ and $y$ in $\Omega$, there exists $f \in \Phi$ such that $f(x) \neq f(y)$.

### 2.7.2. Multi-index notation for partial derivatives.

We now introduce notation which, *inter alia*, simplifies expressions involving partial derivatives. We call an n-tuple $\alpha = (\alpha_1, \ldots, \alpha_n)$ of nonnegative integers a multi-index. The absolute value of $\alpha = (\alpha_1, \ldots, \alpha_n)$ is

$$
|\alpha| = \alpha_1 + \alpha_2 + \cdots + \alpha_n,
$$

we define the factorial of a multi-index $\alpha$ via

$$
\alpha! = \alpha_1! \alpha_2! \cdots \alpha_n!,
$$

and for $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ we define

$$
x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_n^{\alpha_n}.
$$

Moreover, for each multi-index $\alpha$, we denote by $D^\alpha$ the partial differential operator which acts on sufficiently smooth functions $u$ defined on an open set $\Omega \subset \mathbb{R}^n$ via the formula

$$
D^\alpha u = \left( \frac{\partial \varphi}{\partial x_1} \right)^{\alpha_1} \left( \frac{\partial \varphi}{\partial x_2} \right)^{\alpha_2} \cdots \left( \frac{\partial \varphi}{\partial x_n} \right)^{\alpha_n} u.
$$
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We will sometimes also use the alternative notation \( D_i u \) to refer to the derivative of \( u \) with respect to the \( i^{th} \) coordinate; that is,

\[
D_i u = \frac{\partial u}{\partial x_i}.
\]  

(171)

Using multi-index notation, the Taylor expansion of a function \( u \) about a point \( x \) becomes

\[
u(y) = \sum_{|\alpha| = 0}^{k} \frac{\alpha!}{j!} D^\alpha u(x)(y-x)^\alpha + O\left(|y-x|^{k+1}\right)
\]

and the product rule is

\[
D^\alpha (uv) = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} D^{\alpha-\beta}(u)D^\beta(v),
\]

(173)

where \( \alpha \leq \beta \) if and only \( \alpha_i \leq \beta_i \) for all \( i = 1, \ldots, n \) and

\[
\binom{\alpha}{\beta} = \frac{\alpha!}{\beta! (\alpha - \beta)!}.
\]

(174)

We will sometimes use \( Du \) to refer to the gradient of the function \( u \); that is,

\[
Du(x) = \begin{pmatrix}
D_1 u(x) \\
D_2 u(x) \\
\vdots \\
D_n u(x)
\end{pmatrix}.
\]

(175)

2.7.3. Spaces of Smooth Functions. Suppose that \( \Omega \) is an open set in \( \mathbb{R}^n \). We denote by \( C^k(\Omega) \) the vector space of functions \( \Omega \to \mathbb{R} \) whose derivatives through order \( k \) are continuous, by \( C^k_b(\Omega) \) the subspace of \( C^k(\Omega) \) consisting of functions whose derivatives through order \( k \) are continuous and bounded, by \( C^k(\overline{\Omega}) \) the subspace of \( C^k(\Omega) \) consisting of \( k \)-times differentiable functions whose derivatives through order \( k \) are bounded and uniformly continuous on \( \Omega \), and by \( C^k_c(\Omega) \) the subspace of \( C^k(\overline{\Omega}) \) consisting of \( k \)-times differentiable functions with compact support contained in \( \Omega \). The vector spaces \( C^k_b(\Omega) \) and \( C^k(\overline{\Omega}) \) are Banach spaces with respect to the norm

\[
\|f\| = \sum_{|\beta| \leq k} \sup_{x \in \Omega} |D^\beta f(x)|.
\]

(176)

By \( C^\infty(\Omega) \) we mean the vector space of functions infinitely differentiable functions \( \Omega \to \mathbb{R} \). We denote by \( C^\infty_b(\Omega) \) the subspace of \( C^\infty(\Omega) \) consisting of infinitely differentiable functions \( \Omega \to \mathbb{R} \) whose derivatives of all orders are bounded, and by \( C^\infty_c(\Omega) \) the space of infinitely differentiable functions with compact support contained in \( \Omega \). All of these spaces are Fréchet spaces with respect to appropriately chosen families of seminorms (see, for instance, [14]); however, we will not make use of this fact.

**Exercise 7.** Suppose that \( \Omega \) is an open convex set in \( \mathbb{R}^n \). Show that the norm (176) and

\[
\|f\|_0 = \sup_{x \in \Omega} |f(x)| + \sum_{|\beta| = k} \sup_{x \in \Omega} |D^\beta(x)|
\]

(177)
are equivalent norms for $C^k(\Omega)$ (Hint: use some form of Taylor’s theorem).

### 2.7.4. Hölder Spaces

Suppose that $\Omega$ is an open set in $\mathbb{R}^n$. For $k$ a nonnegative integer and $0 < \alpha \leq 1$ a real number we denote by $C^{k,\alpha}(\Omega)$ the subspace of $C^k(\Omega)$ consisting of functions whose derivatives of order $k$ satisfy a Hölder condition of exponent $\alpha$; that is, there exists a constant $C$ such that

$$|D^\beta f(x) - D^\beta f(y)| \leq C |x - y|^{\alpha}$$

for all $x, y \in \Omega$ and all multi-indices $|\beta| = k$. When endowed with the norm

$$\|f\| = \|f\|_{C^m(\Omega)} + \sup_{|\beta| = k} \sup_{x, y \in \Omega, x \neq y} \frac{|D^\beta f(x) - D^\beta f(y)|}{|x - y|^{\alpha}},$$

$C^{k,\alpha}(\Omega)$ is a Banach space.

**Exercise 8.** Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$. Show that for any positive integer $k$ and any real numbers $0 < \lambda < \alpha \leq 1$,

$$C^{k,\alpha}(\Omega) \subset C^{k,\lambda}(\Omega) \subset C^k(\Omega).$$

Note carefully the assumption that $\Omega$ is bounded.

Suppose that $\Omega$ is an open set in $\mathbb{R}^n$, $k$ is a nonnegative integer and $0 < \alpha \leq 1$ is a real number. We denote by $C^{k,\alpha}(\Omega)$ the subspace of $C^k(\Omega)$ consisting of functions whose restrictions to each bounded open subset $\Omega' \subset \subset \Omega$ is contained in $C^{k,\alpha}(\Omega')$. By $\Omega' \subset \subset \Omega$ we mean that $\Omega'$ is compactly supported in $\Omega$; that is, there exists a compact set $K$ such that $\overline{\Omega'} \subset K \subset \Omega$.

For the sake of convenience, we set

$$C^{k,0}(\Omega) = C^k(\Omega)$$

and

$$C^{k,0}(\Omega) = C^k(\Omega)$$

for all nonnegative integers $k$.

Suppose that $k \geq 0$ is an integer, that $0 \leq \alpha \leq 1$ is a real number, and that $\Omega$ is an open subset of $\mathbb{R}^n$. Suppose also that $\psi : \Omega \to \Omega'$, and that $\psi_1, \ldots, \psi_m$ are mappings $\Omega \to \mathbb{R}$ such that

$$\psi(x_1, \ldots, x_n) = \left( \begin{array}{c} \psi_1(x_1, \ldots, x_n) \\ \vdots \\ \psi_m(x_1, \ldots, x_n) \end{array} \right)$$

for all $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$. Then we say that $\psi$ is a $C^{k,\alpha}$ mapping if each of the mappings $\psi_j$ is an element of $C^{k,\alpha}(\Omega)$. Obviously, the $C^{0,1}$ mappings $\Omega \to \mathbb{R}^m$ are the Lipschitz continuous functions $\Omega \to \mathbb{R}^m$; that is, $f : \Omega \to \mathbb{R}^m$ is a $C^{0,1}$ mapping if and only if there exists $C > 0$ such that

$$\|f(x) - f(y)\| \leq C\|x - y\|$$

for all $x, y \in \Omega$. 


Exercise 9. Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$, that $k$ is a positive integer, and that $0 < \alpha \leq 1$ is a real number. Show that $C^{k,\alpha}(\overline{\Omega})$ is compactly embedded in $C^k(\overline{\Omega})$. Hint: use the Arzelà-Ascoli theorem.

Exercise 10. Why do we only consider Hölder exponents which are less than or equal to 1?

2.7.5. Lipschitz continuous functions. The space $C^{0,1}(\Omega)$, whose elements are known as Lipschitz continuous functions, will play an important role in this course. They are sufficiently smooth to take the place of differentiable functions much of the time, but they offer more flexibility in modeling physical problems than differentiable functions (this is particularly important when it comes to modeling the domains in which boundary value problems are given — the boundary of a square can be described using Lipschitz functions but not with differentiable functions).

Suppose that $f : [a, b] \subset \mathbb{R} \to \mathbb{R}$ is a Lipschitz continuous function. It is easy to verify that $f$ is absolutely continuous; that is, for all $\epsilon > 0$ there exists $\delta > 0$ such that

$$
\sum_{j=1}^{n} |f(b_j) - f(a_j)| \leq \epsilon
$$

(185)

whenever $(a_1, b_1), \ldots, (a_n, b_n)$ is a finite collection of disjoint open intervals in $[a, b]$ such that

$$
\sum_{j=1}^{n} (b_j - a_j) \leq \delta.
$$

(186)

Absolutely continuous functions are characterized by the following theorem, which is a standard result in measure theory (for a proof, see, for instance, Chapter 3 of [7]).

Theorem 39. A function $f : [a, b] \to \mathbb{R}$ is absolutely continuous if and only if the derivative $f'$ exists almost everywhere in $[a, b]$, the derivative $f'$ is integrable, and for every $x \in [a, b]$

$$
f(x) = f(a) + \int_{a}^{x} f'(y) \, dy.
$$

(187)

That the usual integration by parts formula

$$
f(b)g(b) - f(a)g(a) = \int_{a}^{b} f'(x)g(x) \, dx + \int_{a}^{b} f(x)g'(x) \, dx
$$

(188)

holds when $f$ and $g$ are absolutely continuous functions is also a standard result in measure theory (see, for instance, Theorem 3.36 in Chapter 3 of [7]).

We conclude that a Lipschitz continuous function $f : [a, b] \to \mathbb{R}$ is differentiable almost everywhere, and that the integration by parts formula (188) holds for such functions. Also, from (187), we see that the derivative of $f$ must be bounded almost everywhere.

Rademacher’s theorem, which we state below, extends Theorem 39 to higher dimensions. A proof can be found in [15].

Theorem 40 (Rademacher). Suppose that $\Omega$ is an open set in $\mathbb{R}^n$, and that $f : \Omega \to \mathbb{R}^m$ is Lipschitz continuous with Lipschitz constant $C$. That is, suppose that

$$
\|f(x) - f(y)\| \leq C\|x - y\|
$$

(189)
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for all \( x, y \in \Omega \). Then \( f \) is differentiable almost everywhere in \( \Omega \) and the operator norm of \( f'(x) \) is bounded by \( C \) for almost all \( x \in \Omega \).

It is important to understand that Theorem 40 asserts the almost everywhere existence of the “total derivative” of \( f \). That is, if \( f : \Omega \to \mathbb{R}^m \) is a Lipschitz mapping, then for almost all \( x \in \Omega \) there exists a linear mapping \( T : \mathbb{R}^n \to \mathbb{R}^m \) such that

\[
\lim_{h \to 0} \frac{\|f(x+h) - f(x) - Th\|}{\|h\|} = 0. \tag{190}
\]

Many of the standard results of multivariable calculus require only the pointwise existence of total derivatives, and hence apply to Lipschitz continuous functions without significant modification. The multivariable chain rule and product rule are examples:

**Theorem 41.** Suppose that \( \Omega \) is an open subset of \( \mathbb{R}^n \), that \( \Omega' \) is an open subset of \( \mathbb{R}^m \), and that \( \Omega'' \) is an open subset of \( \mathbb{R}^k \). Suppose also that \( f : \Omega \to \Omega' \) and that \( g : \Omega' \to \Omega'' \). If \( g \) is differentiable at \( x \) and \( f \) is differentiable at \( g(x) \), then the composition \( f \circ g \) is differentiable at \( x \) and \( (f \circ g)'(x) = f'(g(x))g'(x) \).

**Theorem 42.** Suppose that \( \Omega \) is an open subset of \( \mathbb{R}^n \), and that \( f, g : \Omega \to \mathbb{R}^m \) are differentiable at \( x \in \mathbb{R} \). Then

\[
(f \cdot g)'(x) = f'(x)g(x) + f(x)g'(x). \tag{191}
\]

It is somewhat more difficult to establish the following change of variables formula for Lipschitz mappings. A proof can be found in [6].

**Theorem 43.** Suppose that \( \Omega \) and is a open subset of \( \mathbb{R}^n \), and that \( \psi : \Omega \to \mathbb{R}^n \) is a bilipschitz mapping. Then

\[
\int_{\Omega} g(\psi(x)) |\det (\psi'(x))| \, dx = \int_{\psi(\Omega)} g(y) \, dy \tag{192}
\]

for all measurable \( g : \Omega \to \mathbb{R} \). In particular, the measure of \( \psi(\Omega) \) is

\[
\int_{\Omega} |\det (\psi'(x))| \, dx. \tag{193}
\]

The implicit function theorem is an example of a result in multivariable calculus which requires \( C^1 \) differentiability and does not extend to Lipschitz continuous functions.

2.8. Mollifiers, Cutoff Functions and Partitions of Unity

The function \( \eta : \mathbb{R}^n \to \mathbb{R} \) defined via

\[
\eta(x) = \begin{cases} 
\exp \left( -\frac{1}{1-|x|^2} \right) & \text{if } |x| \leq 1 \\
0 & \text{if } |x| > 1,
\end{cases} \tag{194}
\]

is an element of \( C_c^\infty (\mathbb{R}^n) \). For each \( \epsilon > 0 \), we define

\[
\eta_\epsilon(x) = (\alpha)^{-1} \epsilon^{-n} \eta(x/\epsilon), \tag{195}
\]
where
\[ \alpha = \int_{\mathbb{R}^n} \eta(x) \, dx, \] (196)
so that \( \eta \) is supported on the ball \( \{ x : |x| \leq \epsilon \} \) and
\[ \int \eta(x) \, dx = 1. \] (197)
We call \( \eta \) the standard mollifier on \( \mathbb{R}^n \). The sequence of functions
\[ \eta \ast u(x) = \int_{\mathbb{R}^n} \eta(x-y)u(y) \, dy \] (198)
obtained by convolving \( u \) with \( \eta \) is called mollification or regularization of \( f \). The following theorem, whose proof can be easily found in the literature (for example, in [7]), enumerates some of the key properties of mollifiers.

**Theorem 44.** Suppose that \( u \in L^1_{\text{loc}}(\mathbb{R}^n) \), and that \( \eta \) is the standard mollifier. Then:

1. For each \( h > 0 \), \( \eta \ast u \) is an element of \( C^\infty(\mathbb{R}^n) \).
2. If \( u \in L^p(\mathbb{R}^n) \), where \( 1 \leq p < \infty \), then \( \| \eta \ast u - u \|_p \to 0 \) as \( h \to 0 \).
3. If \( u \in C(\mathbb{R}^n) \), then \( \eta \ast u \) converges to \( u \) uniformly on compact subsets of \( \mathbb{R}^n \).
4. If \( u \) is compactly supported, and \( \Omega \) is an open set in \( \mathbb{R}^n \) such that \( 0 < h < \text{dist}(\text{supp}(u), \partial \Omega) \), then the support of \( \eta \ast u \) is contained in \( \Omega \).

**Exercise 11.** Suppose that \( \eta \) is the standard mollifier. Show that there exists a function \( u \in L^\infty(\mathbb{R}^n) \) such that \( \eta \ast u \) does not converge to \( u \) in \( L^\infty(\mathbb{R}^n) \) norm as \( h \to 0 \).

**Exercise 12.** Suppose that \( \Omega \) is a bounded open subset of \( \mathbb{R}^n \), and that \( f \) and \( g \) are continuous functions \( \Omega \to \mathbb{C} \) such that
\[ \int_{\Omega} f(x)\psi(x) \, dx = \int_{\Omega} g(x)\psi(x) \, dx \] (199)
whenever \( \psi \) is an infinitely differentiable function whose support is contained in \( \Omega \). Show that \( f(x) = g(x) \) for all \( x \in \Omega \).

We will typically work with functions which are only defined on an open subset \( \Omega \) of \( \mathbb{R}^n \). If \( u \in L^1_{\text{loc}}(\Omega) \), then the mollification
\[ \eta \ast u(x) = \int_{\Omega} \eta(y)(x-y)u(y) \, dy = \int_{\Omega} \eta(y)u(x-y) \, dy \] (200)
is defined for all \( x \in \Omega \) and \( h > 0 \) such that \( 0 < \text{dist}(x, \partial \Omega) < h \).

The following definition is useful when mollifying functions defined on subsets of \( \mathbb{R}^n \). If \( \Omega \) is an open subset of \( \mathbb{R}^n \) and \( \Omega' \) is an open subset of \( \Omega \), then we say that \( \Omega' \) is compactly embedded in \( \Omega \) and write \( \Omega' \subset \subset \Omega \) if there exists a compact set \( K \) such that \( \Omega' \subset K \subset \Omega \). If \( u \in L^1_{\text{loc}}(\Omega) \) and \( \Omega' \subset \subset \Omega \), then for sufficiently small \( h \), \( \eta \ast u \) is defined and so it is reasonable to speak of the limit of \( \eta \ast u \) as \( h \to 0 \).

**Theorem 45.** Suppose that \( \Omega \) is an open subset of \( \mathbb{R}^n \), that \( \Omega' \subset \subset \Omega \), and that \( \eta \) denotes the standard mollifier. Then:
(1) If \( u \in L^p_{\text{loc}}(\Omega) \) with \( 1 \leq p < \infty \), then \( \eta_h * u \to u \) in \( L^p(\Omega') \) and \( \eta_h * u \) converges to \( u \) almost everywhere in \( \Omega' \).

(2) If \( u \in C(\Omega) \), then \( \eta_h * u \) converges to \( u \) uniformly on \( \Omega' \).

We now use mollifiers to establish the existence of smooth cutoff functions; that is, functions which are exactly equal to 1 on a specified compact set and which decay smoothly to 0 outside of that set.

**Theorem 46.** Suppose that \( U \) is an open subset of \( \mathbb{R}^n \), and that \( V \subset \subset U \). Then there exists a nonnegative function \( \psi \in C_c^\infty(U) \) which is identically 1 on \( V \).

**Proof.** We denote the standard mollifier by \( \eta_\epsilon \), let \( W \) be an open set such that \( V \subset W \subset V \cup \partial W \), and choose \( \epsilon < \min\{\text{dist}(\partial U, \partial W), \text{dist}(\partial V, \partial W)\} \). We claim that the function \( \psi \) defined via the formula

\[
\psi(x) = \chi_W * \eta_\epsilon
\]

is the desired cutoff function. To see this, we observe that according Conclusion (1) of Theorem 44, \( f_\epsilon \in C^\infty(\mathbb{R}^n) \), and that conclusion (4) of the same theorem implies that the support of \( \psi \) is contained in \( U \). Moreover, for all \( x \in V \) the support of the function \( \eta_\epsilon(x - \cdot) \) is contained in \( W \), so that

\[
\psi(x) = \int_{\mathbb{R}^n} \eta_\epsilon(x - y) \chi_W(y) \, dy = \int_W \eta_\epsilon(x - y) \, dy = \int_{\mathbb{R}^n} \eta_\epsilon(x - y) \, dy = 1.
\]

It is the case that \( \psi(x) \geq 0 \) for all \( x \in \mathbb{R}^n \) since both \( \eta_\epsilon \) and \( \chi_W \) are nonnegative functions.

Suppose that \( A \) is an arbitrary subset of \( \mathbb{R}^n \), and that

\[
A \subset \bigcup_{\alpha \in \mathcal{O}} U_\alpha
\]

is an open covering of \( A \). We say that a sequence of \( C^\infty(\mathbb{R}^n) \) functions \( \psi_1, \psi_2, \ldots \) is a smooth partition of unity subordinate to the cover \( \mathcal{O} \) if

(1) each of the functions \( \psi_j \) is supported in one of the sets \( U_\alpha \);

(2) \( 0 \leq \psi_j(x) \leq 1 \) for all \( x \in A \) and \( j = 1, 2, \ldots \);

(3) there exists a neighborhood of each \( x \in A \) on which all but a finite number of the functions \( \psi_j \) vanish;

(4) \( \sum_{j=1}^\infty \psi_j(x) = 1 \) for all \( x \in A \).

We now establish the existence of smooth partitions of unity, starting with the special case in which the set \( A \) is compact.
Theorem 47. Suppose that $A$ is a compact subset of $\mathbb{R}^n$, and that

$$A \subset \bigcup_{\alpha \in \mathcal{O}} U_\alpha$$

is a covering of $A$ by open sets. Then there exist $C^\infty_c(\mathbb{R}^n)$ functions $\psi_1, \psi_2, \ldots, \psi_m$ such that

1. Each $\psi_j$ is supported in one of the open sets $U_\alpha$;
2. $0 \leq \psi_j(x) \leq 1$ for all $x \in \mathbb{R}^n$ and all $j = 1, 2, \ldots, m$;
3. for each $x \in A$, there exists an open neighborhood of $x$ in which $\sum_{j=1}^m \psi_j(x) = 1$.

Proof. We let

$$A \subset \bigcup_{j=1}^m U_j$$

be a covering of $A$ by open sets chosen from the collection $\{U_\alpha : \alpha \in \mathcal{O}\}$. Now we construct a collection of open sets $V_1, \ldots, V_m$ such that

$$A \subset \bigcup_{j=1}^m V_j$$

and

$$V_j \subset U_j$$

for each $j = 1, 2, \ldots, m$. To that end, for each $\epsilon > 0$ and $j = 1, \ldots, m$, we let $V_{j,\epsilon}$ be the open subset of $U_j$ defined via

$$V_{j,\epsilon} = \{ x \in U_j : \text{dist}(x, U_j) > \epsilon \}.$$ 

We claim that if $\epsilon > 0$ is sufficiently small, then

$$A \subset \bigcup_{j=1}^m V_{j,\epsilon}.$$ 

If not, then for each $n > 0$, there exists $x_n$ such that

$$x_n \in A \setminus \bigcup_{j=1}^m V_{j,1/n} = A \cap \bigcap_{j=1}^m V_{j,1/n}.$$ 

Since $A$ is compact, the sequence $\{x_n\}$ has a subsequence converging to a point $x \in A$. From (211) we see that

$$x \notin \bigcup_{j=1}^m V_{j,1/n}$$

for all $j = 1, \ldots, m$ and all positive integers $n$. We conclude from (212) that $x \in U_j^c$ for all $j = 1, \ldots, m$. But this is a contradiction since the $U_j$ cover $A$ and $x \in A$. We conclude that (210) holds.
According to Theorem 46, for each $j = 1, \ldots, m$, there exists a function $\varphi_j \in C_c^\infty(U_j)$ which is 1 on $V_j$. Then the functions $\psi_1, \ldots, \psi_m$ defined via the formula

$$
\psi_j(x) = \frac{\varphi_j(x)}{\sum_{i=1}^{m} \varphi_j(x)}
$$

have the desired properties.

Theorem 48. Suppose that $A$ is an arbitrary subset of $\mathbb{R}^n$, and that

$$
A \subset \bigcup_{\alpha \in \Theta} U_\alpha
$$

is a covering of $A$ by open sets. Then there exists a smooth partition of unity $\psi_1, \psi_2, \ldots$ subordinate to (214).

Proof. We first suppose that $A$ is open. Then

$$
A = \bigcup_{k=1}^{\infty} A_k,
$$

where the sets $A_k$ are defined by the formula

$$
A_k = \{ x \in A : |x| \leq k \text{ and } \text{dist}(x, \partial A) \geq 1/k \}.
$$

Note that if $A$ is not open, then (215) need not hold. For each $\alpha \in \Theta$ and each $k \geq 1$, we let

$$
V_{\alpha,k} = U_\alpha \cap \text{int} (A_{k+1} \setminus A_{k-2}),
$$

where we set $A_0 = A_{-1} = \emptyset$. Then, for each fixed $k \geq 1$,

$$
A_k \subset \bigcup_{\alpha \in \Theta} V_{\alpha,k}
$$

is an open covering of the compact set $A_k$. For each $k \geq 1$, we invoke Theorem 47 in order to obtain a smooth partition of unity

$$
\psi^k_1, \psi^k_2, \ldots, \psi^k_{m_k}
$$

subordinate to the covering (218). We define the function $\sigma : A \rightarrow \mathbb{R}$ via the formula

$$
\sigma(x) = \sum_{k=1}^{\infty} \sum_{j=1}^{m_k} \psi^k_j(x);
$$

note that only a finite number of terms are nonzero for each point $x$ and that $\sigma(x) > 0$ for all $x \in A$. For each pair $k = 1, 2, \ldots$ and $1 \leq j \leq m_k$, we define

$$
\varphi_{k,j}(x) = \frac{\psi^k_j(x)}{\sigma(x)}.
$$

The collection of functions $\{ \varphi_{k,j} \}$ is the desired smooth partition of unity.

Suppose now that $A$ is an arbitrary subset of $\mathbb{R}^n$. Then we construct a smooth partition of unity for the set $B$ defined via

$$
B = \bigcup_{\alpha \in \Theta} U_\alpha
$$
subordinate to the open covering

\[ B \subset \bigcup_{\alpha \in \mathcal{O}} U_{\alpha}. \]  

We conclude the proof by observing that the resulting smooth partition of unity for \( B \) subordinate to the covering (223) is also a smooth partition of unity for \( A \) subordinate to the covering (214).

\[ \square \]

Note carefully that Theorem 48 asserts that a finite partition of unity can be obtained when \( A \) is compact; however, Theorem 49, which applies in the general case, only asserts the existence of a countable partition of unity.

**Theorem 49.** Suppose that \( A \) is an arbitrary set in \( \mathbb{R}^n \), and that

\[ A \subset \bigcup_{j=1}^{\infty} U_j \]  

is a covering of \( A \) by open sets. Then there exists a smooth partition of unity \( \psi_1, \psi_2, \ldots \) subordinate to the covering (224) such that

\[ \text{supp}(\psi_j) \subset U_j. \]  

**Proof.** We let \( \varphi_1, \varphi_2, \ldots \) be a smooth partition of unity subordinate to the covering

\[ A \subset \bigcup_{j=1}^{\infty} U_j \]  

whose existence is ensured by Theorem 48. We define

\[ I_1 = \{ j \geq 1 : \text{supp}(\varphi_j) \subset U_1 \} \]  

and, for \( k > 1 \),

\[ I_k = \{ j \geq 1 : \text{supp}(\varphi_j) \subset U_k \text{ and } j \notin I_1 \cup I_2 \cup \cdots \cup I_{k-1} \}. \]

We then define a new partition of unity \( \{ \psi_j : j = 1, 2, \ldots \} \) via the formula

\[ \psi_j(x) = \sum_{i \in I_j} \varphi_i(x). \]  

\[ \square \]

**2.9. Domains with \( C^{k, \alpha} \) Boundary**

Suppose that \( \Omega \) is a bounded open set in \( \mathbb{R}^n \), that \( k \) is a nonnegative integer, and that \( 0 \leq \alpha \leq 1 \) is a real number. The domain \( \Omega \) is of class \( C^{k, \alpha} \) if \( \partial \Omega \) is locally the graph of a \( C^{k, \alpha} \) function. That is, if for each \( x \in \partial \Omega \) there exists an open set \( V \) containing \( x \) and a new orthogonal coordinate system \( y_1, \ldots, y_n \) such that

1. \( V \) is a hypercube in the new coordinate system; i.e., there exist \( a_1, \ldots, a_n \) such that

\[ V = \{(y_1, \ldots, y_n) : -a_i < y_i < a_i \text{ for all } i = 1, 2, \ldots, n\} \]  

(230)
2.9. DOMAINS WITH $C^{k,\alpha}$ BOUNDARY

(2) there exists a function $\psi$ in $C^{k,\alpha}(V')$, where $V'$ is defined via

$$V' = \{(y_1, \ldots, y_{n-1}) : -a_i < y_i < a_i \text{ for all } i = 1, 2, \ldots, n-1\},$$

such that

$$-a_n < \psi(y_1, \ldots, y_{n-1}) < a_n \quad \text{for all } (y_1, \ldots, y_{n-1}) \in V',$$

$$V \cap \Omega = \{(y_1, \ldots, y_n) : (y_1, \ldots, y_{n-1}) \in V' \text{ and } y_n < \psi(y_1, \ldots, y_{n-1})\},$$

and

$$V \cap \partial \Omega = \{(y_1, \ldots, y_n) : (y_1, \ldots, y_{n-1}) \in V' \text{ and } y_n = \psi(y_1, \ldots, y_{n-1})\}.$$  (234)

A bounded open set $\Omega$ in $\mathbb{R}^n$ is a $C^{k,\alpha}$ submanifold with boundary in $\mathbb{R}^n$ if each $x \in \partial \Omega$ there exist an open set $V$ containing $x$ and an injective mapping $\psi : V \rightarrow \mathbb{R}^n$ such that

1. $\psi$ is a $C^{k,\alpha}$ mapping;
2. $\psi^{-1} : \psi(V) \rightarrow V$ is a $C^{k,\alpha}$ mapping;
3. $\Omega \cap V = \{y \in V : \psi_n(y) < 0\}$, where $\psi_n$ denotes the $n^{th}$ component of $\psi(y) \in \mathbb{R}^n$;
4. $\partial \Omega \cap V = \{y \in V : \psi_n(y) = 0\}$, where $\psi_n$ denotes the $n^{th}$ component of $\psi(y) \in \mathbb{R}^n$.

It is easy to verify that a $C^{k,\alpha}$ domain in $\mathbb{R}^n$ is always a $C^{k,\alpha}$ submanifold with boundary in $\mathbb{R}^n$, but the converse is not always true. See, for instance, [9] for an example of a domain which is a $C^{0,1}$ submanifold but not a $C^{0,1}$ domain.

**Exercise 13.** Use the implicit function theorem to show that a $C^{1,0}$ submanifold with boundary in $\mathbb{R}^n$ is necessarily a $C^{1,0}$ domain.

There are two common geometric assumptions which are equivalent to requirements that $\Omega$ is a $C^{k,\alpha}$ domain of the appropriate type. The bounded open set $\Omega \subset \mathbb{R}^n$ has the segment property if for every $x \in \partial \Omega$ there exist a neighborhood $V$ of $x$, a new orthogonal coordinate system $(y_1, \ldots, y_n)$, and a real number $h > 0$ such that

1. $V$ is a hypercube in the new coordinate system; i.e., there exist $a_1, \ldots, a_n$ such that

$$V = \{(y_1, \ldots, y_n) : -a_i < y_i < a_i \text{ for all } i = 1, 2, \ldots, n\}$$

(235)

2. $y - t(0, 0, \ldots, 0, 1)$ is in $\Omega$ whenever $0 < t < h$ and $y \in \overline{\Omega} \cap V$.

Similarly, $\Omega$ has the cone property if for every $x \in \partial \Omega$ there exist a neighborhood $V$ of $x$, a new orthogonal coordinate system $(y_1, \ldots, y_n)$, and constants $h > 0$ and $0 < \theta \leq \pi/2$ such that

1. $V$ is a hypercube in the new coordinate system; i.e., there exist $a_1, \ldots, a_n$ such that

$$V = \{(y_1, \ldots, y_n) : -a_i < y_i < a_i \text{ for all } i = 1, 2, \ldots, n\}$$

(236)

2. $y - z$ is in $\Omega$ whenever $y \in \overline{\Omega} \cap V$ and $z$ is contained in the cone

$$C = \{(t_1, \ldots, t_{n-1}, t_n) : \cot(\theta) |(t_1, \ldots, t_{n-1})| < t_n < h\}.$$  (237)
Theorem 50. Suppose that \( \Omega \) is an open set in \( \mathbb{R}^n \). Then \( \Omega \) has the segment property if and only if its boundary is \( C^0 \).

Theorem 51. Suppose that \( \Omega \) is an open set in \( \mathbb{R}^n \). Then \( \Omega \) has the cone property if and only if its boundary is \( C^{0,1} \).


See [9] for a proof of Theorem 51. We will not make use of the following theorem, but it is a straightforward consequence of Theorem 51 that you might find useful.

Theorem 52. Suppose that \( \Omega \) is a bounded open convex set in \( \mathbb{R}^n \). Then \( \Omega \) is a \( C^{0,1} \) domain.

Suppose that \( \Omega \subset \mathbb{R}^n \) is either a \( C^{k,0} \) domain with \( k \geq 0 \) an integer or a \( C^{0,1} \) domain. Then we can define the outward-pointing normal derivative on the boundary \( \partial \Omega \) as follows. Given \( x \in \partial \Omega \), we let \( V \) be an open set containing \( x \) which has the properties (230) through (234). We let \( O \) be the \( n \times n \) orthogonal matrix and \( \xi \) the vector in \( \mathbb{R}^n \) such that
\[
\begin{bmatrix}
  x_1 \\
  \vdots  \\
  x_n \\
\end{bmatrix} = O \begin{bmatrix}
  y_1 \\
  \vdots  \\
  y_n \\
\end{bmatrix} + \xi.
\] (238)
The outward-pointing unit normal to the surface \( y_n = \psi(y_1, \ldots, y_{n-1}) \) at the point \((y_1, \ldots, y_{n-1}, \psi(y_1, \ldots, y_{n-1}))\) is
\[
\tilde{\nu}(y_1, \ldots, y_{n-1}) = \frac{1}{\sqrt{1 + |D\psi(y_1, \ldots, y_{n-1})|^2}} \begin{bmatrix}
  -D\psi(y_1, \ldots, y_{n-1}) \\
  1 \\
\end{bmatrix}.
\] (239)
We define the outward-pointing unit normal to \( \partial \Omega \) at the point \( x_1, \ldots, x_n \) to be
\[
O^*\tilde{\nu}(y_1, \ldots, y_{n-1}),
\] (240)
where \( x_1, \ldots, x_n \) and \( y_1, \ldots, y_n \) are related by (238).

We now define the surface integral
\[
\int_{\partial \Omega} f(x) \, dS(x) \tag{241}
\]
in the event that \( \Omega \) is either a \( C^{k,0} \) domain with \( k \geq 1 \) or a \( C^{0,1} \) domain. We let \( V_1, \ldots, V_m \) be an open covering of \( \partial \Omega \) each set of which has properties (230) through (234). We also let \( \varphi_1, \ldots, \varphi_m \) be a smooth partition of unity subordinate to this covering. Moreover, for each \( j = 1, \ldots, m \), we denote by \( y_1^{(j)}, \ldots, y_n^{(j)} \) the coordinate system associated with \( V_j \), by \( \psi_j \) the function associated with \( V_j \), and by \( a_1^{(j)}, \ldots, a_n^{(j)} \) the real numbers such that
\[
V_j = \left\{ y_1^{(j)}, \ldots, y_n^{(j)} : -a_1^{(j)} \leq y_1^{(j)} \leq a_1^{(j)}, \ldots, -a_n^{(j)} \leq y_n^{(j)} \leq a_n^{(j)} \right\}.
\] (242)
Also, for each $j = 1, \ldots, m$, we let $O_j$ and $\xi_j$ denote the orthogonal matrix and vector such that
\[
\begin{pmatrix}
  x_1 \\
  \vdots \\
  x_n
\end{pmatrix} = O_j \begin{pmatrix}
  y_1^{(j)} \\
  \vdots \\
  y_n^{(j)}
\end{pmatrix} + \xi_j,
\] (243)
and define $\tilde{f}_j$ via
\[
\tilde{f}_j \left( y_1^{(j)}, \ldots, y_n^{(j)} \right) = f(x_1, \ldots, x_n) \varphi_j(x_1, \ldots, x_n),
\] (244)
where $y_1^{(j)}, \ldots, y_n^{(j)}$ and $x_1, \ldots, x_n$ are related by (243). We say that $f : \partial \Omega \to \mathbb{C}$ is integrable if, for each $i = j, \ldots, m$, the function
\[
\tilde{f}_j \left( y_1^{(j)}, \ldots, y_{n-1}^{(j)}, \psi_j \left( y_1^{(j)}, \ldots, y_{n-1}^{(j)} \right) \right)
\] (245)
is integrable on the set
\[
V_j' = \left\{ y_1^{(j)}, \ldots, y_{n-1}^{(j)} : -a_1^{(j)} \leq y_1^{(j)} \leq a_1^{(j)}, \ldots, -a_{n-1}^{(j)} \leq y_{n-1}^{(j)} \leq a_{n-1}^{(j)} \right\}.
\] (246)
In this event, we define the surface integral via
\[
\int_{\partial \Omega} f(x) \, dS(x) = \sum_{j=1}^m \int_{V_j'} \tilde{f}_j \left( y_1^{(j)}, \ldots, y_{n-1}^{(j)}, \psi_j \left( y_1^{(j)}, \ldots, y_{n-1}^{(j)} \right) \right) \times \sqrt{1 + \left| D\psi_j \left( y_1^{(j)}, \ldots, y_{n-1}^{(j)} \right) \right|^2} \, dy_1^{(j)} dy_2^{(j)} \ldots dy_{n-1}^{(j)}.
\] (247)

It is tedious, but not difficult, to verify that this definition does not depend on the choice of the sets $V_1, \ldots, V_m$ or the partition of unity $\varphi_1, \ldots, \varphi_m$.

**Exercise 15.** Write down suitable definitions for the outward-pointing unit normal for $\partial \Omega$ and the surface integral
\[
\int_{\partial \Omega} f(x) \, dS
\] (248)
in the event that $\Omega$ is a $C^{k,0}$ submanifold with boundary in $\mathbb{R}^n$.

### 2.10. Integration by Parts

We will make extensive use of the following two theorems.

**Theorem 53.** Suppose that $\Omega$ is a bounded $C^{0,1}$ domain, and that $u \in C^1 \left( \overline{\Omega} \right)$. Then
\[
\int_{\Omega} D_i u(x) \, dx = \int_{\partial \Omega} u(x) \nu_i(x) \, dS(x),
\] (249)
where $\nu_i(x)$ denotes the $i^{th}$ component of the outward-pointing unit normal at the point $x \in \partial \Omega$. 
2.10. INTEGRATION BY PARTS

**Proof.** We give a very careful proof of this theorem to illustrate certain techniques which are often used to prove results regarding $C^{k,\alpha}$ domains. In the future, similar proofs will be dealt with in a more cursory fashion.

For each $x$ in $\partial \Omega$, let $V_x$ be an open set containing $x$ with the properties (230) through (234). For each $x$, let $U_x$ be an open set containing $x$ and compactly contained in $V_x$. Since $\partial \Omega$ is compact, we can choose a finite subcover $U_{x_1}, \ldots, U_{x_m}$ of $\partial \Omega$. For each $i = 1, \ldots, m$, we let $V_i = V_{x_i}$. Obviously, $V_1, \ldots, V_m$ also covers $\partial \Omega$. Now we let

$$V_0 = \Omega \setminus \{U_{x_1} \cup \ldots \cup U_{x_m}\}. \quad (250)$$

Then $V_0$ is an open set which is compactly contained in $\Omega$, and $V_0, V_1, \ldots, V_m$ is an open covering of $\Omega$. We now let $\varphi_0, \ldots, \varphi_m$ be a smooth partition of unity subordinate to the cover $V_0, \ldots, V_n$ of $\Omega$.

We observe that

$$\int_\Omega D_i u(x) \, dx = \int_\Omega D_i \left( u \sum_{j=0}^{n} \varphi_j \right)(x) \, dx = \sum_{j=0}^{n} \int_\Omega D_i (\varphi_j u)(x) \, dx. \quad (251)$$

Since $\varphi_0$ is supported in $V_0 \subset \Omega$ and $u$ is defined on all of $V_0$, we can extend $\varphi_0(x)u(x)$ to a function in $C^1(\mathbb{R}^n)$ by simply letting it be equal to 0 in the exterior of $V_0$. Now, we let

$$R = \{(x_1, x_2, \ldots, x_n) : -b_1 < x_1 < b_1, -b_2 < x_2 < b_2, \ldots, -b_n < x_n < b_n\} \quad (252)$$

be a large cube containing $V_0$ whose boundary does not intersect $V_0$. Clearly, it is the case that

$$\int_\Omega D_i (\varphi_0 u)(x) \, dx = \int_R D_i (\varphi_0 u)(x) \, dx$$

$$= \int_{-b_1}^{b_1} \int_{-b_2}^{b_2} \ldots \int_{-b_n}^{b_n} D_i (\varphi_0 u)(x_1, \ldots, x_n) \, dx_1 \, dx_2 \ldots \, dx_n. \quad (253)$$

By the fundamental theorem of calculus (see, for instance, Theorem 3.35 in [7]),

$$\int_{-b_i}^{b_i} D_i (\varphi_0 u)(x_1, \ldots, x_n) \, dx_i = \varphi_0(x_1, \ldots, b_i, \ldots, x_n) u(x_1, \ldots, b_i, \ldots, x_n)$$

$$- \varphi_0(x_1, \ldots, -b_i, \ldots, x_n) u(x_1, \ldots, -b_i, \ldots, x_n) \quad (254)$$

$$= 0 - 0 = 0.$$

It follows that from (253) and (254) that

$$\int_\Omega D_i (\varphi_0 u)(x) \, dx = 0. \quad (255)$$

We now fix $1 \leq j \leq n$ and recall how $V_j$ was constructed. In particular, there exist a coordinate system $y_1, \ldots, y_n$ and a function $\psi$ such that (230) through (234) hold. We let $O = (O_{ij})$ be an orthogonal matrix and $\xi$ be a vector in $\mathbb{R}^n$ such that

$$\begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} = O \begin{pmatrix} y_1 \\ \vdots \\ y_n \end{pmatrix} + \xi, \quad (256)$$
and define \( \tilde{u} \) via the formula
\[
\tilde{u}(y) = u \left( Oy + \xi \right) \varphi_j \left( Oy + \xi \right).
\] (257)

It follows that
\[
\frac{\partial}{\partial x_i} = \sum_{k=1}^{n} \frac{\partial y_k}{\partial x_i} \frac{\partial}{\partial y_k} = \sum_{k=1}^{n} O_{ki} \frac{\partial}{\partial y_k}.
\] (258)

We observe that the integral
\[
\int_{\Omega} D_1 \left( \varphi_j(x) u(x) \right) \, dx
\] (259)

is equal to
\[
\sum_{k=1}^{n} O_{ki} \int_{-a_1}^{a_1} \ldots \int_{-a_{n-1}}^{a_{n-1}} \int_{-a_n}^{\psi(y_1, \ldots, y_{n-1})} D_k \tilde{u}(y_1, \ldots, y_n) \, dy_1 dy_2 \ldots dy_n.
\] (260)

Note that the Jacobian determinant of an orthogonal transformation is 1. For \( k = 1, \ldots, n-1 \), it is the case that
\[
D_k \left( \int_{-a_n}^{\psi(y_1, \ldots, y_{n-1})} \tilde{u}(y) \, dy_n \right) = \int_{-a_n}^{\psi(y_1, \ldots, y_{n-1})} D_k \tilde{u}(y) \, dy_n
\] + \( D_k \psi(y_1, \ldots, y_{n-1}) \tilde{u}(y_1, \ldots, y_{n-1}, \psi(y_1, \ldots, y_{n-1})) \).
\] (261)

By integrating this expression first with respect to \( y_k \), then with respect to the rest of the coordinates \( y_1, \ldots, y_{n-1} \) and making use of the compact support of \( \tilde{u} \), we see that
\[
\int_{-a_1}^{a_1} \ldots \int_{-a_{n-1}}^{a_{n-1}} \int_{-a_n}^{\psi(y_1, \ldots, y_{n-1})} D_k \tilde{u}(y) \, dy_1 dy_2 \ldots dy_n
\] = \( -\int_{-a_1}^{a_1} \ldots \int_{-a_{n-1}}^{a_{n-1}} \tilde{u}(y_1, \ldots, y_{n-1}, \psi(y_1, \ldots, y_{n-1})) \, dy_1 dy_2 \ldots dy_n \) (262)

for \( k = 1, \ldots, n-1 \). On the other hand, it is readily apparent that
\[
\int_{-a_1}^{a_1} \ldots \int_{-a_{n-1}}^{a_{n-1}} \int_{-a_n}^{\psi(y_1, \ldots, y_{n-1})} D_n \tilde{u}(y_1, \ldots, y_n) \, dy_1 dy_2 \ldots dy_n
\] = \( \int_{-a_1}^{a_1} \ldots \int_{-a_{n-1}}^{a_{n-1}} \tilde{u}(y_1, \ldots, y_{n-1}, \psi(y_1, \ldots, y_{n-1})) \, dy_1 dy_2 \ldots dy_n \). (263)

Now, we let \( \bar{\nu} \) denote the outward pointing unit normal to the surface defined via \( y_n = \psi(y_1, \ldots, y_{n-1}) \); that is,
\[
\bar{\nu}(y_1, \ldots, y_{n-1}) = \frac{1}{\sqrt{1 + |D\psi(y_1, \ldots, y_{n-1})|^2}} \begin{pmatrix} -D\psi(y_1, \ldots, y_{n-1}) \\ 1 \end{pmatrix}
\] (264)
(here $D\psi$ refers to the gradient of $\psi$). From (260), (262) and (263), we see that (259) is equal to

$$
\int_{-a_n}^{a_n} \cdots \int_{-a_1}^{a_1} \tilde{u}(y_1, \ldots, \psi(y_1, \ldots, y_{n-1}))
$$

$$
\left(O^*\tilde{\nu}(y_1, \ldots, y_{n-1})\right)_i \sqrt{1 + |D\psi(y_1, \ldots, y_{n-1})|^2} dy_1 dy_2 \cdots dy_{n-1},
$$

where $(O^*\tilde{\nu})_i$ denotes the $i$th component of the vector $O^*\tilde{\nu}$. Since

$$
(O^*\tilde{\nu}(y_1, \ldots, y_{n-1}))_i = \nu_i(x_1, \ldots, x_n),
$$

(263) is simply the expression obtained directly from the definition of surface integral

$$
\int_{\partial\Omega} u(x)\varphi_j(x)\nu_i(x) \, dS(x).
$$

In particular,

$$
\int_{\Omega} D_i(u(x)\varphi_j(x)) \, dx = \int_{\partial\Omega} u(x)\varphi_j(x)\nu_i(x) \, dS(x).
$$

We sum (268) over $j = 1, \ldots, m$ to obtain the conclusion of the theorem. \hfill \Box

**Theorem 54. (Integration by parts)** Suppose that $\Omega$ is a bounded $C^{0,1}$ domain, and that $u, v \in C^1(\overline{\Omega})$. Then

$$
\int_{\Omega} D_i(u(x)v(x)) \, dx = -\int_{\Omega} u(x)D_i v(x) \, dx + \int_{\partial\Omega} u(x)v(x)\nu_i(x) \, dS(x),
$$

where $\nu_i(x)$ denotes the $i$th component of the outward-pointing unit normal at the point $x \in \partial\Omega$.

**Proof.** This follows immediately from the preceding theorem and the fact that $D_i(uv) = (D_i u) v + u (D_i v)$. \hfill \Box

Theorem 54 is a special case of the divergence theorem and we will, by a slight abuse of terminology, sometimes refer to it as the divergence theorem.
CHAPTER 3

Sobolev spaces

In this chapter, we discuss the elementary properties of Sobolev spaces, a family of function spaces which serve as the principle setting for the variational theory of elliptic partial differential equations.

3.1. Weak Derivatives

Suppose that Ω is an open set in \( \mathbb{R}^n \), and that \( \alpha = (\alpha_1, \ldots, \alpha_n) \) is an n-tuple. We say that \( v \in L^1_{\text{loc}}(\Omega) \) is the \( \alpha \)-th weak derivative of \( u \in L^1_{\text{loc}}(\Omega) \) if

\[
\int_{\Omega} u(x) D^\alpha \psi(x) \, dx = (-1)^{|\alpha|} \int_{\Omega} v(x) \psi(x) \, dx \tag{270}
\]

for all \( \psi \) in \( C^\infty_c(\Omega) \).

**Exercise 16.** What is the first weak derivative of the function \( f : \mathbb{R} \to \mathbb{R} \) defined via \( f(x) = |x| \)? Is \( f \) twice weakly differentiable?

**Exercise 17.** Show that if \( u \in C^k(\Omega) \) and \( |\alpha| \leq k \) is a multi-index, then \( u \) has weak derivatives of orders 0 through \( k \), and the \( \alpha \)-th weak derivative of \( u \) is the \( \alpha \)-th classical derivative of \( u \).

Since the notions of classical and weak differentiability coincide when \( u \) is classically differentiable, there is no harm in denoting the \( \alpha \)-th weak derivative of a function \( u \in L^1_{\text{loc}}(\Omega) \) by \( D^\alpha u \).

**Exercise 18.** Suppose that \( \Omega \) is an open subset of \( \mathbb{R}^n \), and that \( \alpha \) is a multi-index. Show that if \( u, v_1 \) and \( v_2 \) are elements of \( L^1_{\text{loc}}(\Omega) \) such that \( D^\alpha u = v_1 \) and \( D^\alpha u = v_2 \), then \( v_1 = v_2 \) almost everywhere.

**Exercise 19.** Suppose that \( \Omega \) is an open subset of \( \mathbb{R} \), and that \( u, v \) and \( w \) are \( L^1_{\text{loc}}(\Omega) \) functions such that the first weak derivative of both \( u \) and \( v \) is \( w \). Show that there exists a constant \( C > 0 \) such that \( u(x) - v(x) = C \) almost everywhere.

**Exercise 20.** What is the first weak derivative of the function \( f : \mathbb{R} \to \mathbb{R} \) defined via the formula \( f(x) = \sin(1/x) \)?

**Exercise 21.** Suppose that \( \Omega \) is an open subset of \( \mathbb{R}^n \), that \( \alpha, \beta \) and \( \gamma \) are multi-indices such that \( \alpha = \beta + \gamma \), and that \( u \in L^1_{\text{loc}}(\Omega) \) such that \( D^\alpha u, D^\beta \) and \( D^\gamma \) exist. Show that \( D^\alpha u = D^\beta D^\gamma u = D^\gamma D^\beta u \).

**Exercise 22.** Suppose that \( \Omega = (a, b) \) is an open interval in \( \mathbb{R} \). Show that \( f \in C^{0,1}(\Omega) \) if and only if \( f \) is weakly differentiable and its weak derivative is an element of \( L^\infty_{\text{loc}}(\Omega) \). You are free to make use the theorems of Section 2.7.
We will frequently rely on the following theorem that asserts that weak differentiation commutes with mollification. We note that if \( u \) is locally integrable and admits an \( \alpha^{th} \) weak \( \alpha \)th derivative, then both \( \eta_h * u \) and \( \eta_h * D^\alpha u \) are infinitely differentiable functions, and hence are pointwise defined.

**Theorem 55.** Suppose that \( \Omega \) is an open set in \( \mathbb{R}^n \), that \( u \) is an element of \( L^1_{\text{loc}}(\Omega) \) whose \( \alpha^{th} \) weak derivative exists. Then for all \( x \in \Omega \) and \( h > 0 \) such that \( B_h(x) \subset \Omega \),
\[
D^\alpha (\eta_h * u)(x) = \eta_h * (D^\alpha u)(x). \tag{271}
\]

**Proof.** Suppose that \( h > 0 \), and let \( \Omega' = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > h \} \). Then \( \eta_h * u \) is defined for all \( x \in \Omega' \); in fact, it is an element of \( C^\infty(\Omega') \). Moreover, for all \( x \in \Omega' \) we have
\[
D^\alpha (\eta_h * u)(x) = h^{-n} \int_{\Omega} D^\alpha_y \eta \left( \frac{x - y}{h} \right) u(y) \, dy
= h^{-n}(-1)^{|\alpha|} \int_{\Omega} \eta \left( \frac{x - y}{h} \right) u(y) \, dy
= h^{-n} \int_{\Omega} \eta \left( \frac{x - y}{h} \right) D^\alpha u(y) \, dy
= \eta_h * D^\alpha u(x),
\]
which establishes the theorem. \( \square \)

### 3.2. Sobolev Spaces

Suppose that \( \Omega \) is an open set in \( \mathbb{R}^n \), that \( k \geq 0 \) is an integer, and that \( 1 \leq p \leq \infty \) is a real number. The Sobolev space \( W^{k,p}(\Omega) \) consists of all \( L^1_{\text{loc}}(\Omega) \) functions \( u : \Omega \to \mathbb{R} \) such that for each multi-index \( \alpha \) with \( |\alpha| \leq k \), \( D^\alpha u \) exists in the weak sense and belongs to \( L^p(\Omega) \). For \( 1 \leq p < \infty \), the space \( W^{k,p}(\Omega) \) is a Banach space with respect to the norm
\[
\|u\|_{W^{k,p}(\Omega)} = \left( \sum_{|\alpha| = 0}^{k} \|D^\alpha u\|_{L^p(\Omega)}^p \right)^{1/p}, \tag{273}
\]
and \( W^{k,\infty}(\Omega) \) is a Banach space with respect to the norm
\[
\|u\|_{W^{k,\infty}(\Omega)} = \sup_{|\alpha| \leq k} \|D^\alpha u\|_{L^\infty(\Omega)}. \tag{274}
\]
The spaces \( W^{k,2}(\Omega) \) are of particular importance because they are Hilbert spaces with respect to the inner product
\[
(u, v) = \sum_{|\alpha| = 0}^{k} \int_{\Omega} D^\alpha u(x) \, D^\alpha v(x) \, dx. \tag{275}
\]
We will use the special notation \( H^{k}(\Omega) \) to refer to \( W^{k,2}(\Omega) \).
We observe that \( C^\infty_c(\Omega) \) is a subspace of \( W^{k,p}(\Omega) \), and we let \( W^{k,p}_0(\Omega) \) be the completion of \( C^\infty_c(\Omega) \) with respect to the \( W^{k,p}(\Omega) \) norm. Plainly, \( W^{k,p}_0(\Omega) \) is a closed subspace of \( W^{k,p}(\Omega) \) and hence is a Banach space. We also denote the space \( W^{k,2}_0(\Omega) \) by \( H^k_0(\Omega) \). We will often encounter the dual space of \( H^1_0(\Omega) \), which we denote by \( H^{-1}(\Omega) \). Note that \( H^{-1}(\Omega) \) need not coincide with \((H^1(\Omega))^*\).

For a function \( u \in W^{1,p}(\Omega) \), we use the notation \( Du \) to denote the gradient of \( u \); that is,
\[
Du(x) = \begin{pmatrix} D_1 u(x) \\ D_2 u(x) \\ \vdots \\ D_n u(x) \end{pmatrix}
\] (276)

Moreover, we define
\[
\|Du\|_p = \left(\left\|D_1 u(x)\right\|_p^p + \cdots + \left\|D_n u(x)\right\|_2^p\right)^{1/p}.
\] (277)

In a similar fashion, for \( u \in W^{2,p}(\Omega) \) we define \( D^2 u(x) \) to be the Hessian matrix whose \((i,j)\) entry is
\[
D_i D_j u(x)
\] (278)
and denote by \( \|D^2 u\|_p \) the sum
\[
\left(\sum_{i,j=1}^n \left\|D_i D_j u(x)\right\|_p^{p}\right)^{1/p}.
\] (279)

The following theorem shows that the product of a function in \( W^{k,p}(\Omega) \) with a smooth compactly supported function is an element of \( W^{k,p}(\Omega) \). We need this result to establish, in Theorem 58, that \( C^\infty(\Omega) \) functions are dense in \( W^{k,p}(\Omega) \).

**Theorem 56.** Suppose that \( \Omega \) is an open subset of \( \mathbb{R}^n \), that \( k \geq 0 \) is an integer and \( 1 \leq p \leq \infty \) is a real number, and that \( u \in W^{k,p}(\Omega) \), and that \( \psi \in C^\infty_c(\Omega) \). Then the product \( \psi u \) is an element of \( W^{k,p}(\Omega) \).

**Proof.** We prove the theorem by induction on \( k \). The result obviously holds when \( k = 0 \). We will show that if it holds for \( 0 \leq k < l \), then it holds when \( k = l \). Suppose that \( \varphi \in C^\infty_c(\Omega) \). Since \( \psi \varphi \) is an element of \( C^\infty_c(\Omega) \),
\[
\int_{\Omega} D^\alpha u(x) \psi(x) \varphi(x) \, dx = (-1)^{|\alpha|} \int_{\Omega} u(x) D^\alpha (\psi \varphi)(x) \, dx.
\] (280)

We insert the identity
\[
D^\alpha (\psi \varphi)(x) \, dx = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} D^{\alpha-\beta} \psi(x) D^\beta \varphi(x).
\] (281)
into (280) to obtain
\[
\int_{\Omega} D^\alpha u(x) \psi(x) \varphi(x) \, dx = (-1)^{|\alpha|} \int_{\Omega} u(x) \left( \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} D^{\alpha-\beta} \psi(x) D^\beta \varphi(x) \right) \, dx.
\] (282)
We rearrange (282) as
\[
\int_\Omega u(x)\psi(x)D^\alpha \varphi(x) \, dx = (-1)^{|\alpha|} \int_\Omega D^\alpha u(x)\psi(x)\varphi(x) \, dx - \\
\sum_{\beta<\alpha} \binom{\alpha}{\beta} \int_\Omega u(x)D^\alpha-\beta \psi(x)D^\beta \varphi(x) \, dx.
\] (283)
and apply the induction hypothesis to each of the terms in the sum on the right-hand side of (283) to obtain
\[
\int_\Omega u(x)\psi(x)D^\alpha \varphi(x) \, dx = (-1)^{|\alpha|} \int_\Omega D^\alpha u(x)\psi(x)\varphi(x) \, dx - \\
(-1)^{|\alpha|} \sum_{\beta<\alpha} (-1)^{|\beta|+|\alpha|} \binom{\alpha}{\beta} \int_\Omega D^\beta \left( u(x)D^{\alpha-\beta} \psi(x) \right) \varphi(x) \, dx.
\] (284)
We conclude that \( D^\alpha (\psi u) \) exists and equals
\[
D^\alpha u(x)\psi(x) - \sum_{\beta<\alpha} (-1)^{|\beta|+|\alpha|} \binom{\alpha}{\beta} D^\beta \left( u(x)D^{\alpha-\beta} \psi(x) \right).
\] (285)
By assumption \( D^\alpha u \in L^p(\Omega) \) and our induction hypothesis implies that each of the functions
\[
D^\beta \left( u(x)D^{\alpha-\beta} \psi(x) \right)
\] is an element of \( L^p(\Omega) \). Since the products of \( C^\infty_c(\Omega) \) functions with \( L^p(\Omega) \) functions are in \( L^p(\Omega) \), we conclude that \( D^\alpha (\psi u) \) is an element of \( L^p(\Omega) \). \( \square \)

For \( 1 \leq p \leq \infty \) a real number and \( k \geq 0 \) an integer, We denote by \( W^{k,p}_{\text{loc}}(\Omega) \) the vector space of functions whose restrictions to any open subset \( \Omega' \subset \subset \Omega \) are in \( W^{k,p}(\Omega') \). We say that a sequence \( \{u_n\} \subset W^{k,p}_{\text{loc}}(\Omega) \) converges to \( u \in W^{k,p}_{\text{loc}} \) if \( u_n \to u \) in \( W^{k,p}(\Omega') \) whenever \( \Omega' \subset \subset \Omega \). In light of this definition, the conclusion of Exercise 22 can be rephrased as saying that \( W^{k,\infty}_{\text{loc}}(\Omega) \) coincides with \( C^{0,1}(\Omega) \) when \( \Omega \) is an open set in \( \mathbb{R} \). Later, we will see that
\[
W^{1,\infty}_{\text{loc}}(\Omega) = C^{0,1}(\Omega)
\] (287)
for any open subset \( \Omega \) of \( \mathbb{R}^n \). Moreover, it follows from the standard embedding theorems for Sobolev spaces that
\[
W^{k,\infty}_{\text{loc}}(\Omega) = C^{k-1,1}(\Omega)
\] (288)
for all positive integers \( k \). It is not always the case that \( W^{k,\infty}(\Omega) \) coincides with \( C^{k-1,1}(\overline{\Omega}) \), although it does so under mild regularity assumptions on \( \Omega \). Not surprisingly, we will sometimes use the notation \( H^k_{\text{loc}}(\Omega) \) to refer to \( W^{k,2}_{\text{loc}}(\Omega) \).

3.3. Approximation by Smooth Functions

In this section, we will two key results (Theorems 58 and 62) on the approximation of elements of \( W^{k,p}(\Omega) \) by smooth functions. They are the mechanism by which we establish many of the basic properties of functions in Sobolev spaces — by first demonstrating that sufficiently smooth functions posses those properties and then appealing to the density of smooth functions in \( W^{k,p}(\Omega) \).
3.3. APPROXIMATION BY SMOOTH FUNCTIONS

**Theorem 57.** Suppose that $\Omega$ is an open set in $\mathbb{R}^n$, and that $\eta_h$ is the standard mollifier. Suppose also that $u \in W^{k,p}_{\text{loc}}(\Omega)$ with $1 \leq p < \infty$ a real number and $k \geq 0$ an integer. Then the sequence of functions $\eta_h * u$ converges to $u$ in $W^{k,p}_{\text{loc}}(\Omega)$.

**Proof.** Suppose that $\alpha$ is a multi-index such that $0 \leq |\alpha| \leq k$, and that $\Omega' \subset\subset \Omega$. According to Theorem 55, for all sufficiently small $h$ and all $x \in \Omega'$

$$D^\alpha (\eta_h * u) (x) = \eta_h * D^\alpha u(x).$$

By integrating both sides of (289) over $\Omega'$, we obtain

$$\int_{\Omega'} |D^\alpha (\eta_h * u - u) (x)|^p \, dx = \int_{\Omega'} |\eta_h * D^\alpha u(x) - D^\alpha u(x)|^p \, dx. \quad (290)$$

Now we invoke Theorem 45 to conclude that

$$\lim_{h \to 0} \int_{\Omega'} |\eta_h * D^\alpha u(x) - D^\alpha u(x)|^p \, dx = 0. \quad (291)$$

We combine (290) with (291) to obtain

$$\lim_{h \to 0} \|D^\alpha (\eta_h * u) - D^\alpha u\|_{L^p(\Omega')} = 0, \quad (292)$$

from which we conclude that $\eta_h * u$ converges in $W^{k,p}(\Omega')$ to $u$. □

If $u \in L^p(\Omega)$, then the sequence of $C^\infty(\Omega)$ functions obtained by mollifying the zero extension of $u$ converges to $u$ in $L^p(\Omega)$ norm. The same is not true for $W^{k,p}(\Omega)$ — as the following exercise shows — and we will need to use a somewhat more complicated construction to produce a sequence of smooth functions approximating an element of $W^{k,p}(\Omega)$.

**Exercise 23.** Suppose that $\Omega = (0,1)$, that $u : \Omega \to \mathbb{R}$ is the function defined via $u(x) = 1$, and that $\tilde{u} : \mathbb{R} \to \mathbb{R}$ is the zero extension of $u$. Show that $\eta_h * \tilde{u}$ does not converge to $u$ in $W^{1,1}(\Omega)$.

**Theorem 58 (Meyers-Serrin).** Suppose that $\Omega$ is an open set in $\mathbb{R}^n$, and that $1 \leq p < \infty$ is a real number. Then $C^\infty(\Omega) \cap W^{k,p}(\Omega)$ is dense in $W^{k,p}(\Omega)$.

**Proof.** We choose a sequence of open sets $\Omega_1 \subset\subset \Omega_2 \subset\subset \Omega_3 \subset\subset \Omega$ such that

$$\Omega = \bigcup_{k=1}^{\infty} \Omega_k \quad (293)$$

and we let $\{\psi_k : k = 1, 2, \ldots\}$ be a smooth partition of unity subordinate to the covering (293). That is, $\psi_1, \psi_2, \ldots$ is a sequence in $C_c^\infty(\mathbb{R}^n)$ with the following properties:

1. $\text{supp} (\psi_j) \subset \Omega_j$ for each $j = 1, 2, \ldots$;
2. $0 \leq \psi_j(x) \leq 1$ for all $x \in \mathbb{R}^n$ and $j = 1, 2, \ldots$;
3. for each $x \in \Omega$, there exists compact set $K$ containing $x$ on which only a finite number of the functions $\psi_1, \psi_2, \ldots$ are nonzero;
4. $\sum_{j=1}^{\infty} \psi_j(x) = 1$ for all $x \in \Omega$. 

If $u \in L^p(\Omega)$, then the sequence of $C^\infty(\Omega)$ functions obtained by mollifying the zero extension of $u$ converges to $u$ in $L^p(\Omega)$ norm. The same is not true for $W^{k,p}(\Omega)$ — as the following exercise shows — and we will need to use a somewhat more complicated construction to produce a sequence of smooth functions approximating an element of $W^{k,p}(\Omega)$.
We now suppose that \( u \in W^{k,p}(\Omega) \) and for each \( j = 1, 2, \ldots \) we define \( u_j \) by the formula
\[
u_j(x) = u(x)\psi_j(x).
\] (294)

We now let \( \epsilon > 0 \). By Theorem 56, \( u_j \) is an element of \( W^{k,p}(\Omega) \). Moreover, \( \Omega_j \) is compact contained in \( \Omega \). So we can apply Theorem 57 to see that
\[
limit_{h \to 0} \| \eta_h \ast u_j - u_j \|_{W^{k,p}(\Omega_j+1)} = 0.
\] (295)

Since \( u_j \) has compact support contained in \( \Omega_j \), for sufficiently small \( h \) the support of \( \eta_h \ast u_j \) is also contained in \( \Omega_j \). So, for each \( j \geq 1 \), there exists a real number \( h_j \) such that
\[
supp(\eta_{h_j} \ast u_j) \subset \Omega_j
\] (296)
and
\[
\| \eta_{h_j} \ast u_j - u_j \|_{W^{k,p}(\Omega_j)} < \frac{\epsilon}{2^j}.
\] (297)

Of course, since both \( u_h \) and \( \eta_{h_j} \ast u_j \) have support contained in \( \Omega_j \), we have
\[
\| \eta_{h_j} \ast u_j - u_j \|_{W^{k,p}(\Omega)} = \| \eta_{h_j} \ast u_j - u_j \|_{W^{k,p}(\Omega_j)} < \frac{\epsilon}{2^j}.
\] (298)

Since only a finite number of the functions \( u_1, u_2, \ldots \) are nonzero in each of the sets \( \Omega_j \), only a finite number of the functions \( \eta_{h_1} \ast u_1, \eta_{h_2} \ast u_2, \ldots \) are nonzero in each of the sets \( \Omega_{j+1} \) and
\[
v(x) = \sum_{j=1}^{\infty} \eta_{h_j} \ast u_j(x).
\] (299)

defines a \( C^\infty(\Omega) \) function. We combine (298) and (299) to arrive at
\[
\| v - u \|_{W^{k,p}(\Omega)} = \left\| \sum_{j=1}^{\infty} \eta_e \ast u_j - \sum_{j=1}^{\infty} u_j \right\|_{W^{k,p}(\Omega)} \leq \sum_{j=1}^{\infty} \| \eta_e \ast u_j - u_j \|_{W^{k,p}(\Omega)} \leq \sum_{j=1}^{\infty} \frac{\epsilon}{2^j} = \epsilon,
\]
from which the conclusion of the theorem follows.

The Meyers-Serrin theorem cannot be extended to the case \( p = \infty \). To see this, we let \( \Omega = \{ x \in \mathbb{R} : -1 < x < 1 \} \) and \( u(x) = |x| \). We observe that \( u'(x) = x/|x| \) for all \( x \neq 0 \), so \( u \in W^{1,\infty}(\Omega) \). But there is no \( C^1(\Omega) \) function \( \phi \) such that \( \| \phi' - u' \|_\infty < 1/4 \), so \( u \) cannot be the limit of a sequence of infinitely differentiable functions in \( W^{k,p}(\Omega) \). Note that in many books (e.g., [1]), \( W^{k,p}(\Omega) \) is defined for \( k = 1, 2, \ldots \) and \( 1 \leq p < \infty \) as the completion of \( C^\infty(\Omega) \) with respect to the norm
\[
\| \psi \|_{k,p} = \left( \sum_{|\alpha| \leq k} \| D^\alpha \psi \|_{L^p(\Omega)}^p \right)^{1/p},
\] (300)
and \( W^{k,\infty}(\Omega) \) is defined as the completion of \( C^\infty(\Omega) \) with respect to the norm
\[
\| \psi \|_{k,\infty} = \sup_{|\alpha| \leq k} \| D^\alpha \psi \|_{L^\infty(\Omega)}.
\] (301)

The preceding discussion shows that this definition differs from ours in the case \( p = \infty \) (see, for instance, Theorem 3.16 in [1]).
As an application Theorem 58, we now sharpen Theorem 56.

**Theorem 59.** Suppose that \(\Omega\) is an open set in \(\mathbb{R}^n\), and that \(1 \leq p < \infty\) and \(k \geq 1\). Suppose also that \(\psi \in C^{k-1,1}(\Omega)\). Then the mapping
\[
u(x) \rightarrow \psi(x)u(x)
\]
is a bounded linear mapping \(W^{k,p}(\Omega) \rightarrow W^{k,p}(\Omega)\).

**Proof.** We suppose that \(u \in C^\infty(\Omega) \cap W^{k,p}(\Omega)\), and that \(\alpha\) is a multi-index such that \(|\alpha| \leq k\). We apply the standard chain rule from multivariable calculus to conclude that
\[
D^\alpha(\psi u)(x) = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} D^{\alpha-\beta} \psi(x) D^\beta u(x)
\]
for almost all \(x \in \Omega\). We observe that since \(\psi \in C^{k-1,1}(\Omega)\), there exists a constant \(C > 0\) such that
\[
|D^\beta \psi(x)| \leq C
\]
for all \(|\beta| \leq k\) and almost all \(x \in \Omega\). We combine (303) with (304) to conclude that
\[
|D^\alpha(\psi u)(x)| \leq C \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} |D^\beta u(x)|
\]
for almost all \(x \in \Omega\). It clearly follows from (305) that \(D^\alpha(\psi u) \in L^p(\Omega)\), and that there exists a constant \(C'\) which depends on \(\alpha\) and \(\psi\) but not \(u\) such that
\[
\|D^\alpha(\psi u)(x)\|_p \leq C'\|u\|_{W^{k,p}(\Omega)}.
\]
We conclude that there exists \(C'' > 0\) such that
\[
\|\psi u\|_{W^{k,p}(\Omega)} \leq C''\|u\|_{W^{k,p}(\Omega)}
\]
for all \(u \in C^\infty(\Omega) \cap W^{k,p}(\Omega)\). It now follows from Theorem 58 that the mapping (302) extends to a bounded linear mapping \(W^{k,p}(\Omega) \rightarrow W^{k,p}(\Omega)\). Since convergence in \(L^p(\Omega)\) implies pointwise almost everywhere convergence, the mapping obtained by extension coincides with the mapping defined for \(u \in W^{k,p}(\Omega)\) via the formula
\[
u(x) \rightarrow \psi(x)u(x).
\]
\(\square\)

The following two theorems are established in much the same fashion as Theorem 59 — by applying the theorems of Section 2.7.5 and then appealing to Theorem 59.

**Theorem 60.** Suppose that \(\Omega\) is a subset of \(\mathbb{R}^n\), and that \(\Omega'\) is a subset of \(\mathbb{R}^m\). Suppose also that \(k \geq 1\) is an integer, that \(1 \leq p < \infty\) is a real number, and that \(\psi : \Omega \rightarrow \Omega'\) is a \(C^{k-1,1}\) mapping. Then the map
\[
u(x) \rightarrow u(\psi(x))
\]
is a bounded linear mapping \(W^{k,p}(\Omega') \rightarrow W^{k,p}(\Omega)\).

**Theorem 61.** Suppose that \(\Omega\) is a subset of \(\mathbb{R}^n\), and that \(\Omega'\) is a subset of \(\mathbb{R}^m\). Suppose also that \(k \geq 1\) is an integer, that \(1 \leq p < \infty\) is a real number, and that \(\psi : \Omega \rightarrow \Omega'\) is a bijective mapping such that \(\psi\) and \(\psi^{-1}\) are \(C^{k-1,1}\) mappings. Then there exists a constant \(C > 0\) such
that
\[ C^{-1} \| u \circ \psi \|_{W^{k,p}(\Omega')} \leq \| u \|_{W^{k,p}(\Omega')} \leq C \| u \circ \psi \|_{W^{k,p}(\Omega)} \] (310)
for all \( u \in W^{k,p}(\Omega') \). That is, the \( W^{k,p}(\Omega') \) norm of \( u(x) \) is equivalent to the \( W^{k,p}(\Omega) \) norm of the composition \( u(\psi(x)) \).

The space \( C^\infty(\overline{\Omega}) \) is always contained in \( W^{k,p}(\Omega) \) and in light of Theorem 58 it is natural to ask if \( C^\infty(\overline{\Omega}) \) is dense in \( W^{k,p}(\Omega) \). To see that this is not always the case, we let \( \Omega = \{ (x,y) \in \mathbb{R}^2 : 0 < |x| < 1 \text{ and } 0 < y < 1 \} \) and define the function \( f : \Omega \to \mathbb{R} \) via the formula
\[
 f(x) = \begin{cases} 
 1 & \text{if } x > 0 \\
 0 & \text{if } x < 0.
\end{cases}
\] (311)
Then \( f \in W^{1,p}(\Omega) \) for all integers \( p \geq 1 \), but there is plainly no sequence of functions in \( C^1(\overline{\Omega}) \) which converges to \( f \). However, as we now show, it is the case under mild regularity assumptions on the boundary of \( \Omega \).

**Theorem 62.** Suppose that \( \Omega \) is a bounded open set with continuous boundary. Suppose also that \( 1 \leq p < \infty \) is a real number and \( k \geq 0 \) is an integer. Then \( C^\infty(\overline{\Omega}) \) is dense in \( W^{k,p}(\Omega) \).

**Proof.** We let \( u \in W^{k,p}(\Omega) \). We observe that since the boundary of \( \partial \Omega \) is continuous, \( \Omega \) has the segment property (see Section 2.9). In particular, for each \( x \in \partial \Omega \), there exists an open ball \( U_x \) centered at \( x \) and a vector \( \gamma_x \in \mathbb{R}^n \) such that \( y + t\gamma_x \in \Omega \) for all \( y \in \overline{\Omega} \cap U_x \) and all \( 0 < t < 1 \). Then
\[
 \partial \Omega \subset \bigcup_{x \in \partial \Omega} 1/2U_x,
\] (312)
where \( 1/2U_x \) denotes the open ball centered at \( x \) whose radius is half that of the open ball \( U_x \), us an open covering of the compact set \( \partial \Omega \). Consequently, there exists a finite collection of the balls \( U_{x_1}, \ldots, U_{x_m} \) such that
\[
 \partial \Omega \subset \bigcup_{j=1}^{m} 1/2U_{x_j},
\] (313)
For each \( j = 1, \ldots, m \), we set \( U_j = U_{x_j} \) and \( V_j = 1/2U_{x_j} \cap \Omega \) and let \( \gamma_j \) denote the vector \( \gamma_{x_j} \). We also choose an open set \( V_0 \) such that \( V_0 \subset \subset \Omega \) and
\[
 \Omega \subset \bigcup_{j=0}^{m} V_j.
\] (314)
Next, we choose a smooth partition of unity \( \psi_0, \ldots, \psi_m \) subordinate to the covering
\[
 \Omega \subset V_0 \cup \bigcup_{j=1}^{m} 1/2U_j
\] (315)
so that
\[
 (1) \; \psi_0 \in C^\infty_c(V_0);
\]
\[
 (2) \; \psi_j \in C^\infty_c(1/2U_j) \text{ for each } j = 1, \ldots, m;
\]
(3) \(0 \leq \psi_j(x) \leq 1\) for all \(j = 0, 1, \ldots, m\) and \(x \in \mathbb{R}^n\);

(4) \(\sum_{j=0}^m \psi_j(x) = 1\) for all \(x \in \Omega\).

Moreover, for each \(j = 0, 1, \ldots, m\) we define \(u_j : V_j \to \mathbb{R}\) via the formula
\[
u_j(x) = \psi_j(x)u(x).
\] (316)

Note that the support of \(\psi_j\) is not necessarily contained in \(V_j = 1/2U_j \cap \Omega\).

We now fix \(\epsilon > 0\); we will construct a function \(w \in C^\infty(\overline{\Omega})\) such that
\[
\|u - w\|_{W_k,p(\Omega)} < \epsilon.
\] (317)

To that end, we define the function \(w_0 : V_0 \to \mathbb{R}\) via the formula
\[
w_0(x) = \eta_{h_0} * u_0(x),
\] (318)

where \(\eta_h\) denotes the standard mollifier and \(h_0\) is chosen so that
\[
\|w_0 - u_0\|_{W_k,p(V_0)} < \frac{\epsilon}{2}.
\] (319)

For each \(j = 1, \ldots, m\), all sufficiently small \(h > 0\) and all \(x \in \overline{V}_j\), we define \(u_{j,h} : \overline{V}_j \to \mathbb{R}\) by the formula
\[
u_{j,h}(x) = u_j(x + h\gamma_j)
\] (320)

and \(v_{j,h} \in C^\infty(\overline{V}_j)\) via the formula
\[
v_{j,h}(x) = \eta_h * u_{j,h}(x).
\] (321)

We observe that
\[
\|D^\alpha v_{j,h} - D^\alpha u_j\|_{L^p(V_j)} \leq \|D^\alpha v_{j,h} - D^\alpha u_{j,h}\|_{L^p(V_j)} + \|D^\alpha u_{j,h} - D^\alpha u_j\|_{L^p(V_j)}
\] (322)

for all multi-indices \(|\alpha| \leq k\). Since
\[
D^\alpha u_{j,h}(x) = (D^\alpha u_j)(x + h\gamma_j),
\] (323)

and translation is continuous in the \(L^p\) norm,
\[
\|D^\alpha u_{j,h} - D^\alpha u_j\|_{L^p(V_j)} \to 0 \quad \text{as} \quad h \to 0
\] (324)

whenever \(|\alpha| \leq k\). Moreover, a simple modification of the standard argument showing that the mollification of a function converges in \(L^p\) norm shows that
\[
\|D^\alpha v_{j,h} - D^\alpha u_{j,h}\|_{L^p(V_j)} \to 0 \quad \text{as} \quad h \to 0
\] (325)

for all \(|\alpha| \leq k\). We conclude that for each \(j = 1, \ldots, m\) there exists a function \(w_j \in C^\infty(\overline{V}_j)\) such that
\[
\|w_j - u_j\|_{W_k,p(V_j)} \leq \frac{\epsilon}{2^{j+1}}.
\] (326)

We now define the function \(w \in C^\infty(\overline{\Omega})\) via the formula
\[
w(x) = \sum_{j=0}^m \psi_j(x)w_j(x).
\] (327)
We combine (316), (319) and (326) to conclude that
\[ \| u - w \|_{W^{k,p}(\Omega)} \leq \sum_{j=0}^{m} \| \psi_j u - \psi_j w \|_{W^{k,p}(\Omega)} \]
(328)
\[ = \sum_{j=0}^{m} \| u_j - w_j \|_{W^{k,p}(V_j)} \]
\[ \leq \epsilon. \]

**Exercise 24.** Suppose that \( u \in L^p(\mathbb{R}^n) \), where \( 1 \leq p < \infty \). Suppose also that \( u_h \) is defined via the formula \( u_h(x) = u(x + h) \), and that \( \eta_h \) is the standard mollifier. Show that
\[ \| \eta_h * u_h - u \|_p \to 0 \text{ as } h \to 0. \] (329)

We shall make frequent use of the following theorems, which are straightforward to prove using the results of this section.

**Theorem 63.** Suppose that \( 1 \leq p < \infty \) is a real number, that \( k \geq 0 \) is an integer, that \( \Omega \) is an open set, that \( \Omega \subset \bigcup_{j=1}^{N} U_j \) (330) is a covering of \( \Omega \) by open sets, and that \( \{ \psi_j \} \) is a smooth partition of unity subordinate to the covering (330). Then \( u \) is an element of \( W^{k,p}(\Omega) \) if and only if each of the functions
\[ \psi_j(x)u(x) \] (331)
is an element of \( W^{k,p}(\Omega) \). Moreover, then there exists a constant \( C > 0 \) such that
\[ C^{-1}\| u \|_{W^{k,p}(\Omega)} \leq \sum_{j=1}^{N} \| \psi_j u \|_{W^{k,p}(U_j)} \leq C\| u \|_{W^{k,p}(\Omega)} \] (332)
for all \( u \in W^{k,p}(\Omega) \); that is, the \( \| u \|_{W^{k,p}(\Omega)} \) norm is equivalent to the norm
\[ \sum_{j=1}^{N} \| \psi_j u \|_{W^{k,p}(U_j)}. \] (333)

**Theorem 64.** Suppose that \( 1 \leq p < \infty \) is a real number, that \( k > 0 \) is an integer, that \( \Omega \) is a bounded open set in \( \mathbb{R}^n \) which is \( C^{k-1,1} \) domain.

### 3.4. The Trace Operator

Suppose that \( \Omega \subset \mathbb{R}^n \) is a bounded open set. We are ultimately interested in solving boundary value problems given on \( \Omega \). However, it is not \textit{a priori} clear that the notion of the “boundary
values on $\partial \Omega^*$ of a function $u$ in $W^{k,p}(\Omega)$ is well-defined. After all, $\partial \Omega$ is typically a set of measure 0 in $\mathbb{R}^n$ (although there are open sets in $\mathbb{R}^n$ whose boundaries are of positive measure in $\mathbb{R}^n$) and $u$, as an element of $L^p(\Omega)$, is only defined almost everywhere in $\Omega$. However, using Theorem 62 it is easy to establish that there is a reasonable notion of “boundary values on $\partial \Omega$” for functions in $W^{1,p}(\Omega)$, assuming that the boundary of $\Omega$ is sufficiently regular.

**Theorem 65.** Suppose that $\Omega \subset \mathbb{R}^n$ is a $C^{0,1}$ domain, and that $1 \leq p < \infty$ is a real number. Then there exists a continuous linear mapping

$$\mathcal{T} : W^{1,p}(\Omega) \to L^p(\partial \Omega)$$

such that

$$\mathcal{T}[u] = u|_{\partial \Omega}$$

for all $u \in C(\overline{\Omega})$.

**Proof.** Since $\Omega$ is a $C^{0,1}$ domain, there exists a covering of $\partial \Omega$ by open sets

$$\partial \Omega \subset \bigcup_{j=1}^m U_j$$

with the property that for each $j = 1, \ldots, m$ there exist an open ball $V_j \subset \mathbb{R}^n$ and a bijective mapping $\psi_j : V_j \to U_j$ such that

1. $\psi_j$ and $\psi_k^{-1}$ are Lipschitz mappings;
2. $U_j \cap \Omega = \psi_j(V_j \cap \{(x_1, \ldots, x_n) : x_n > 0\})$; and
3. $U_j \cap \partial \Omega = \psi_j(V_j \cap \{(x_1, \ldots, x_n) : x_n = 0\})$.

We choose a smooth partition of unity $\{\gamma_j\}$ subordinate to the covering (336) and define, for each $j = 1, \ldots, m$, the function $\eta_j : V_j \to \mathbb{R}$ via the formula

$$\eta_j(x) = \gamma_j(\psi_j(x))$$

Suppose that $u \in C^1(\overline{\Omega})$, and for each $j = 1, \ldots, m$, define the functions $u_j : V_j \to \mathbb{R}$ via the formula

$$u_j(x) = u(\psi_j(x))\eta_j(x)$$

We will show that there exists a positive constant $C$ not depending on $u$ such that

$$\|u_j\|_{L^p(V_j \cap \{x_n = 0\})} \leq C\|u_j\|_{W^{1,p}(V_j \cap \{x_n > 0\})}.$$  

The well-known change of variables formula from measure theory implies that there exists a constant $C_1$ not depending on $u$ such that

$$\|\gamma_j u\|_{L^p(\partial \Omega \cap U_j)} \leq C_1\|u_j\|_{L^p(V_j \cap \{x_n = 0\})}$$

and Theorem 60 implies that there exists a constant $C_2$ not depending on $u$ such that

$$\|u_j\|_{W^{1,p}(V_j \cap \{x_n > 0\})} \leq C_2\|\gamma_j u\|_{W^{1,p}(\Omega \cap U_j)}.$$
So it will follow from (339) that
\[
\|u\|_{L^p(\partial\Omega)} = \left\| \sum_{j=1}^{m} \gamma_j u \right\|_{L^p(\partial\Omega)}
\]
\[
\leq \sum_{j=1}^{m} \|\gamma_j u\|_{L^p(\partial\Omega \cap U_j)}
\]
\[
\leq C_1 \sum_{j=1}^{m} \|u_j\|_{L^p(V_j \cap \{x_n=0\})}
\]
\[
\leq CC_1 \sum_{j=1}^{m} \|u_j\|_{W^{1,p}(V_j \cap \{x_n>0\})}
\]
\[
\leq CC_1 C_2 \sum_{j=1}^{m} \|\gamma_j u\|_{W^{1,p}(\Omega \cap U_j)}
\]
\[
\leq mCC_1 C_2 \|u\|_{W^{1,p}(\Omega)}.
\]
(342)

We will rarely make these kinds of arguments explicitly in the future; we will instead simply say that using a partition of unity and the properties of the domain \(\Omega\), we reduce the theorem to proving it for the case of a function given on \(V_j\).

We observe that the support of \(\eta_j\) — and hence \(u_j\) — is compactly contained in \(V_j\), so that when we apply the divergence theorem we obtain
\[
\int_{V_j \cap \{x_n=0\}} |u_j(x)|^p \, dx = -\int_{V_j \cap \{x_n>0\}} \frac{\partial}{\partial x_n} (|u_j(x)|^p) \, dx
\]
\[
= -\int_{V_j \cap \{x_n>0\}} p |u_j(x)|^{p-1} \text{sign}(u_j(x)) \frac{\partial u_j(x)}{\partial x_n} \, dx
\]
\[
\leq \int_{V_j \cap \{x_n>0\}} p |u_j(x)|^{p-1} \left| \frac{\partial u_j(x)}{\partial x_n} \right| \, dx.
\]
(343)

By letting
\[
q = \frac{1}{1 - \frac{1}{p}}, \quad a = \left| \frac{\partial u_j(x)}{\partial x_n} \right| \quad \text{and} \quad b = |u_j(x)|^{p-1}
\]
(344)
in the inequality \(ab \leq \frac{a^p}{p} + \frac{b^{pq}}{q}\), which holds for all \(a, b > 0\) and all \(1 < p, q < \infty\) such that \(p^{-1} + q^{-1} = 1\), we obtain
\[
\left| \frac{\partial u_j(x)}{\partial x_n} \right| |u_j(x)|^{p-1} \leq \frac{1}{p} \left| \frac{\partial u_j(x)}{\partial x_n} \right|^p + \frac{1}{q} |u_j(x)|^{q(p-1)}
\]
\[
= \frac{1}{p} \left| \frac{\partial u_j(x)}{\partial x_n} \right|^p + \frac{1}{q} |u_j(x)|^p.
\]
(345)

We conclude, by inserting (345) into (343), that for each \(j = 1, \ldots, m\) there exists \(C_j > 0\) such that
\[
\int_{\{x_n=0\} \cap V_j} |u_j(x)|^p \, dx \leq C_j \|u_j\|_{W^{1,p}(V_j \cap \{x_n>0\})},
\]
(346)
It now follows from Theorem 62 that $\mathcal{F}$ extends by continuity to a bounded linear mapping $W^{1,p}(\Omega) \rightarrow W^{1,p}(\Omega)$. If $u \in C_c(\overline{\Omega}) \cap W^{1,p}(\Omega)$, then the sequence $\{u_m\}$ of $C^\infty(\Omega)$ functions constructed in Theorem 62 converge uniformly on $\overline{\Omega}$ to $u$. We conclude from this observation that $u_m \rightarrow u$ on the boundary of $\partial\Omega$, so that $\mathcal{F}(u) = u|_{\partial\Omega}$. □

The mapping $\mathcal{F}$ is called the trace operator, $\mathcal{F}[u]$ is known as the trace of the function $u$, and the image of $W^{k,p}(\Omega)$ under the mapping $\mathcal{F}$ is known as the trace space of $W^{k,p}(\Omega)$. The mapping $\mathcal{F}$ is not a surjection onto $L^p(\Omega)$. Later, we will characterize the trace space of $H^1(\Omega)$ when $\Omega$ is a Lipschitz domain.

**Theorem 66.** Suppose that $\Omega$ is a Lipschitz domain in $\mathbb{R}^n$, and that $1 \leq p < \infty$. Then $u \in W^{1,p}_0(\Omega)$ if and only if $\mathcal{F}[u] = 0$.

**Proof.** If $u \in C_c^\infty(\Omega)$, then it is a consequence of (65) that $\mathcal{F}[u] = 0$. Since functions in $W^{1,p}_0(\Omega)$ are the limits in $W^{1,p}(\Omega)$ norm of $C_c^\infty(\Omega)$ functions and $\mathcal{F}$ is continuous, it follows that the trace of a function in $W^{1,p}_0(\Omega)$ is 0.

We will now show that if $u \in W^{1,p}(\Omega)$ such that $\mathcal{F}[u] = 0$, then $u$ is the limit in $W^{1,p}(\Omega)$ of a sequence of $C_c^\infty(\Omega)$ functions. Via a localization argument virtually identical to that used in the proof Theorem 65, we see that it suffices to show that if $U$ is an open ball in $\mathbb{R}^n$ centered at 0, $V = \mathbb{R}^n_+ \cap U$ and $u$ is an element of $W^{1,p}(V)$ whose support in bounded away from $\partial U$ and whose trace on $\partial V$ is 0, then $u$ is the limit of a sequence of $C_c^\infty(V)$ functions.

Since the trace of $u$ is 0, there exist functions $u_m \in C^1(\overline{V})$ such that
\[
\|u_m - u\|_{W^{1,p}(V)} \rightarrow 0 \quad (347)
\]
and $\|u_m\|_{L^p(\partial V)} \rightarrow 0$. Since the $u_m$ are continuous and $\partial V$ is compact, we may assume by passing to a subsequence that $u_m$ converges to 0 uniformly on $\partial V$. Indeed, we can ensure that
\[
|u_m(x)| \leq \frac{1}{m^2} \quad \text{for all } x \in \partial V, \quad (348)
\]

We now let $G$ be an element of $C^1(\mathbb{R})$ such that
\[
G(t) = \begin{cases} 
0 & \text{if } |t| \leq 1 \\
 t & \text{if } |t| \geq 2
\end{cases} \quad (349)
\]
and define a sequence $\{v_m\}$ of functions via the formula
\[
v_m(x) = \frac{1}{m} G(m \cdot u_m(x)). \quad (350)
\]
It is the case that $v_m \rightarrow u$ in $W^{1,k}(V)$. Since $v_m(x) = 0$ for all $x$ such that $u_m(x) < 1/m$ and $|u_m(x)| < \frac{1}{m^2}$, each $v_m$ has compact support bounded away from $\partial V$. It follows that we can mollify $v_m$ in order to form a sequence of $C_c^\infty(V)$ functions which converge to $u$ in $W^{1,p}(V)$. □

Suppose that $\Omega$ is $C^{0,1}$ domain and that $u \in C^1(\overline{\Omega})$. Then not only does $u$ have a well-defined trace on $\partial\Omega$, it admits a derivative with respect to the outward-pointing unit normal vector...
on \( \partial \Omega \). Let \( U \) be an open ball \( U \) which intersects \( \partial \Omega \) such that there exist an open set \( V \) in \( \mathbb{R}^n \) and a bijective mapping \( \psi : V \to U \) with the following properties:

1. \( \psi \) and \( \psi^{-1} \) are \( C^{k-1,1} \) mappings;
2. \( \Omega \cap U = \psi(V \cap \{ x_n > 0 \}) \); and
3. \( \partial \Omega \cap U = \psi(V \cap \{ x_n = 0 \}) \).

By normalizing the map \( \psi \), we may assume that

\[
\left| \frac{\partial \psi}{\partial x_n}(x) \right| = 1 \quad (351)
\]

for all \( x \in V \). Since the composition \( u \circ \psi \) is an element of \( C^{0,1} \left( V \cap \{ x_n > 0 \} \right) \), the derivative

\[
\frac{\partial}{\partial x_n} u \circ \psi \quad (352)
\]

extends to the set \( V \cap \{ x_n = 0 \} \). For each point \( y \in U \cap \partial \Omega \), there exists \( x \in V \cap \{ x_n = 0 \} \) such that \( \psi(x) = y \). We take the value of

\[
\frac{\partial u}{\partial \nu} \quad (353)
\]

at the point \( y \) to be

\[
\frac{\partial}{\partial x_n} u \circ \psi(x). \quad (354)
\]

It is easy to verify that this definition is independent of the choice of \( U \) and \( \psi \). Note, though, that the map \( \frac{\partial}{\partial \nu} \) does not extend to a mapping from \( W^{1,p}(\Omega) \) into any reasonable class of functions on \( \partial \Omega \). To see this, we observe that there exists a function \( u \in C^{1}(\overline{\Omega}) \) such that

\[
u_{\partial \Omega} = 0 \quad (355)
\]

and

\[
\frac{\partial u}{\partial \nu} \neq 0. \quad (356)
\]

But, if \( u \in W^{1,p}(\Omega) \), then (355) implies that \( u \in W^{1,p}_{0}(\Omega) \) and hence is the limit of a sequence \( \{ \phi_k \} \) of \( C^\infty_c(\Omega) \) functions. But the normal derivative of each of the \( \phi_k \) is 0, so we cannot have

\[
\frac{\partial \phi_k}{\partial \nu} \to \frac{\partial u}{\partial \nu} \quad (357)
\]

in any reasonable norm.

We close this section with the following generalization of the divergence theorem, which follows immediately from Theorem 65 and the classical divergence theorem.

**Theorem 67.** Suppose that \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^n \), that \( u \in W^{1,p}(\Omega) \) for some \( p \geq 1 \), and that \( \psi \in C^{0,1}(\overline{\Omega}) \). Then for all \( i = 1, \ldots, n \),

\[
\int_{\Omega} D_i \psi(x) u(x) \, dx = - \int_{\Omega} \psi(x) D_i u(x) \, dx + \int_{\partial \Omega} \psi(x) \nu_i(x) \mathcal{T} u(x) \, dx, \quad (358)
\]
3.5. Extension Operators

Suppose that $\Omega$ is an open subset of $\mathbb{R}^n$, that $1 \leq p < \infty$ is a real number, and that $k \geq 0$ is an integer. We say that a linear mapping $E : W^{k,p}(\Omega) \to W^{k,p}(\mathbb{R}^n)$ is a simple $(k,p)$-extension operator if

1. $E[u](x) = u(x)$ for almost all $x \in \Omega$;
2. there exists a constant $C > 0$ such that $\|E[u]\|_{W^{k,p}(\mathbb{R}^n)} \leq C\|u\|_{W^{k,p}(\Omega)}$ for all $u \in W^{k,p}(\Omega)$.

A mapping $E$ which takes functions defined almost everywhere in $\Omega$ to functions defined almost everywhere in $\Omega$ is a strong $k$-extension operator for $\Omega$ if for all $0 \leq m \leq k$ and $1 \leq p < \infty$, the restriction of $E$ to $W^{m,p}(\Omega)$ is a simple $(m,p)$-extension operator. Finally, if $E$ is a strong $k$-extension operator for all nonnegative integers $k$, then we call it a total extension operator for the domain $\Omega$.

**Exercise 25.** Suppose that $k \geq 0$ is an integer, and that $1 \leq p < \infty$ is a real number. Show that if $E$ is a simple $(k,p)$-extension operator for $\Omega$ and that $\Omega'$ is an open set containing $\Omega$, then there exists a bounded linear mapping $T : W^{k,p}(\Omega) \to W^{k,p}(\Omega')$ such that $T[u]|_{\Omega} = u$.

**Theorem 68.** Suppose that $\Omega$ is a Lipschitz domain (that is, a $C^{0,1}$ domain), and that $1 \leq p < \infty$. Then there exists a simple $(1,p)$-extension operator for $\Omega$.

**Proof.** Suppose that $u \in C^1(\{(x_1, \ldots, x_n) : x_n \geq 0\})$ whose support in contained an open ball $V$ centered at 0. It is easy to verify that the function $\psi$ defined via

$$
\psi(x_1, \ldots, x_{n-1}, x_n) = \begin{cases} 
    u(x_1, \ldots, x_{n-1}, x_n) & x_n > 0 \\
    -3u(x_1, \ldots, x_{n-1}, -x_n) + 4u(x_1, \ldots, x_{n-1}, -x_n/2) & x_n < 0
\end{cases}
$$

(359)

is an element of $C^1(\mathbb{R}^n)$, and that there exists $C > 0$ which does not depend on $u$ such that

$$
\|\psi\|_{W^{1,p}(V)} \leq C\|u\|_{W^{1,p}(\Omega \cap \{x_n > 0\})}.
$$

(360)

The general case now follows from Theorem 62 and a (by now) standard localization argument. Note that we are implicitly “straightening out” the boundary of $\partial \Omega$ here. This is why we cannot use this technique to obtain a $(k,p)$ extension operator.

**Theorem 69.** Suppose that $\Omega$ is a $C^{k-1,1}$ domain, that $1 \leq p < \infty$ is a real number, and that $k \geq 1$ is an integer. Then there exists a simple $(k,p)$-extension operator for $\Omega$.

However, the requirements placed on the boundary of $\Omega$ by Theorem 69 are much stronger than necessary. See Chapter 6 of [15] for a proof of the following much improved result.

where $\nu_i(x)$ is the $i^{th}$ component of the outward-pointing unit normal vector at the point $x \in \partial \Omega$. 

Theorem 70 (Stein). Suppose that $\Omega$ is a Lipschitz domain in $\mathbb{R}^n$. Then there exists a total extension operator for $\Omega$.

Note too the article [11], which characterizes the domains which admit a simple $(k, p)$-extension operator for every $k \geq 0$ and every $1 \leq p \leq \infty$.

3.6. The Fourier Transform and Sobolev Spaces

Throughout this section we will use the convention

$$\hat{f}(\xi) = \int_{\mathbb{R}^n} \exp(2\pi i x \cdot \xi) f(x) \, dx$$

(361)

for the Fourier transform and we will denote by $\|u\|_1$ the usual norm in $W^{k, 2}(\mathbb{R}^n) = H^k(\mathbb{R}^n)$; that is,

$$\|u\|_1 = \sqrt{\sum_{|\alpha| \leq k} \|D^\alpha u\|_{L^2(\mathbb{R}^n)}^2}.$$  

(362)

Since

$$\|u\|_{L^2(\mathbb{R}^n)} = \|\hat{u}\|_{L^2(\mathbb{R}^n)}$$

(363)

and

$$\overline{D^\alpha u}(\xi) = (2\pi i \xi)^\alpha \hat{u}(\xi),$$

(364)

the $H^k(\mathbb{R}^n)$ norm of a function $u$ can be bounded using the Fourier transform of $u$ and vice-versa. More specifically:

Theorem 71. Suppose that $k \geq 0$ is an integer. Then

$$\|u\|_2 = \sqrt{\int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 (1 + |\xi|^2)^k \, d\xi}$$

is equivalent to the usual norm

$$\|u\|_1 = \sqrt{\sum_{|\alpha| \leq k} \|D^\alpha u\|_{L^2(\mathbb{R}^n)}^2}.$$  

(365)

in $H^k(\mathbb{R}^n)$.

Proof. Suppose that $u \in H^k(\mathbb{R}^n)$ so that $D^\alpha u \in L^2(\mathbb{R}^n)$ for all $|\alpha| \leq k$. We observe that

$$\overline{D^\alpha u}(\xi) = (\xi)^\alpha \hat{u}(\xi),$$

(367)

so that

$$\|D^\alpha u\|_{L^2(\mathbb{R}^n)}^2 = \int_{\mathbb{R}^n} |(2\pi i \xi)^\alpha|^2 |u(\xi)|^2 \, d\xi = (2\pi)^{|\alpha|} \int_{\mathbb{R}^n} |\xi|^2 |u(\xi)|^2 \, d\xi.$$  

(368)

We observe that

$$|\xi|^\alpha \leq \begin{cases} |\xi|^k & \text{if } |\xi| \geq 1 \\ 1 & \text{if } |\xi| \leq 1 \end{cases}.$$  

(369)
when $|\alpha| \leq k$. Consequently, there exists $C_1 > 0$ such that

$$|\xi^\alpha|^2 \leq \max\{1, |\xi|^k\}^2 \leq (1 + |\xi|^k)^2 = 1 + 2|\xi|^k + |\xi|^{2k} \leq C_1 (1 + |\xi|^{2k})$$

(370)

for all $|\alpha| \leq k$. By summing (370) over $\alpha$ we see that there exists $C_2 > 0$ such that

$$\sum_{|\alpha| \leq k} |\xi^\alpha|^2 \leq C_2 (1 + |\xi|^{2k}).$$

(371)

Consequently,

$$\sum_{|\alpha| \leq k} \|D^\alpha u\|^2_{L^2(\mathbb{R}^n)} = \sum_{|\alpha| \leq k} \|\hat{D}^\alpha u\|^2_{L^2(\mathbb{R}^n)}$$

$$= \sum_{|\alpha| \leq k} (2\pi)^{|\alpha|} \int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 |\xi^\alpha|^2 d\xi$$

$$\leq (2\pi)^k \int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 \sum_{|\alpha| \leq k} |\xi^\alpha|^2 d\xi$$

$$\leq C_2 (2\pi)^k \int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 (1 + |\xi|^2)^k d\xi.$$  

(372)

Now we define functions $f_1$ and $f_2$ via the formulas

$$f_1(\xi) = \sum_{j=1}^n |\xi_j|^k$$

(373)

and

$$f_2(\xi) = |\xi|^{2k}.$$  

(374)

We denote by $M_1$ the maximum of $f_1$ on the unit sphere in $\mathbb{R}^n$ and by $M_2$ the maximum of $f_2$ on the unit sphere in $\mathbb{R}^n$. Then

$$f_2(\xi) \leq M_2/M_1 f_1(\xi)$$

(375)

for all $|\xi| = 1$. Since both $f_1$ and $f_2$ are homogeneous of degree $2k$, the inequality (375) in fact holds for all $\xi \in \mathbb{R}^n$; in particular, if we set $C_3 = M_2/M_1$ then

$$|\xi|^{2k} \leq C_3 \sum_{j=1}^n |\xi_j|^k$$

(376)

for all $\xi \in \mathbb{R}^n$. From the binomial theorem we have that

$$(1 + |\xi|^2)^k \leq 2^k \max\{1, |\xi|^{2k}\},$$

(377)

and we combine (376), (377) to conclude that

$$(1 + |\xi|^2)^k \leq 2^k (1 + |\xi|^{2k})$$

$$\leq 2^k \max\{1, C_3\} \left(1 + \sum_{j=1}^n |\xi_j|^2\right)$$

$$\leq 2^k \max\{1, C_3\} \sum_{|\alpha| \leq k} |\xi^\alpha|^2$$

(378)
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for all $\xi \in \mathbb{R}^n$. Note that the last inequality follows since $1$ and

$$\|\xi_j\|^2,$$

for each $j = 1, \ldots, n$, are terms in the sum

$$\sum_{|\alpha| \leq k} |\xi_\alpha|^2.$$

(380)

It follows from (367) and (378) that there exists $C_4 > 0$ such that

$$\int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 (1 + |\xi|^2)^k \, d\xi \leq C_4 \int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 \left(\sum_{|\alpha| \leq k} |\xi_\alpha|^2\right) \, d\xi$$

$$= C_4 \sum_{|\alpha| \leq k} \int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 |\xi_\alpha|^2 \, d\xi$$

$$\leq \frac{C_4}{(2\pi)^k} \sum_{|\alpha| \leq k} \|D^\alpha u\|_{L^2(\mathbb{R}^n)}^2.$$

(381)

It is no real difficulty in allowing negative values of $s$. In this case, the elements of $H^s(\mathbb{R}^n)$ might no longer be functions, so we have to adapt our definition slightly. For $s < 0$, we let $H^s(\mathbb{R}^n)$ be the space of tempered distributions such that

$$\int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 (1 + |\xi|^2)^s \, d\xi < \infty.$$

(384)

Clearly, $H^s(\mathbb{R}^n)$ is a Hilbert space with respect to the inner product

$$\langle u, v \rangle = \int_{\mathbb{R}^n} \hat{u}(\xi)\overline{\hat{v}(\xi)} (1 + |\xi|^2)^s \, d\xi.$$
It is easy to verify that the space $H^{-s}(\mathbb{R}^n)$ is isomorphic to the dual space of $H^s(\mathbb{R}^n)$.

**Exercise 26.** Prove that if $s > \frac{n}{2}$, then $H^s(\mathbb{R}^n)$ is a Banach algebra.

The norm $\|u\|_1$ provides us with a definition of $H^k(\Omega)$ for $\Omega$ an open subset of $\mathbb{R}^n$, but only for nonnegative integer orders. On the other hand, $\|u\|_2$ gives a definition of $H^s(\mathbb{R}^n)$ for all real-valued $s$, but it is not readily applicable in the case of open subsets of $\mathbb{R}^n$. The following theorem will provide us with yet another equivalent norm, which we will use to define $H^s(\Omega)$ when $s$ is a positive real number and $\Omega$ is an open subset of $\mathbb{R}^n$.

**Theorem 72.** Suppose that $0 < s < 1$ is a real number and $n > 0$ is an integer. Then there exists a constant $C > 0$ depending only on $s$ and $n$ such that

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{2s+n}} \, dx \, dy = C \int_{\mathbb{R}^n} |\xi|^{2s} |\hat{u}(\xi)|^2 \, d\xi. \quad (387)$$

for all $u \in H^s(\mathbb{R}^n)$.

**Proof.** We observe that the Fourier transform of the function

$$u(x + h) - u(x) \quad (388)$$

is

$$(\exp(2\pi ih \cdot \xi) - 1) \hat{u}(\xi). \quad (389)$$

From Planacherel’s theorem we see that

$$\int_{\mathbb{R}^n} |u(x + h) - u(x)|^2 \, dx = \int_{\mathbb{R}^n} |\exp(2\pi ih \cdot \xi) - 1|^2 |\hat{u}(\xi)|^2 \, d\xi. \quad (390)$$

We multiply both sides of (388) by $|h|^{-2s-n}$ and integrate with respect to $h$ to obtain

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x + h) - u(x)|^2}{|h|^{2s+n}} \, dx \, dh = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|\exp(2\pi ih \cdot \xi) - 1|^2}{|h|^{2s+n}} |\hat{u}(\xi)|^2 \, d\xi \, dh. \quad (391)$$

By changing the order of integration in the integral on the right-hand side of (391), we see that

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x + h) - u(x)|^2}{|h|^{2s+n}} \, dx \, dh = \int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 \left( \int_{\mathbb{R}^n} \frac{|\exp(2\pi ih \cdot \xi) - 1|^2}{|h|^{2s+n}} \, dh \right) d\xi. \quad (392)$$

Using polar coordinates we see that

$$\int_{\mathbb{R}^n} \frac{|\exp(2\pi ih \cdot \xi) - 1|^2}{|h|^{2s+n}} \, dh = \int_0^\infty \rho^{n-1} \int_{|s|=1} |\exp(2\pi is \cdot \xi) - 1|^2 \, ds \, d\rho \quad (393)$$

$$= \int_0^\infty \rho^{-2s-1} \int_{|s|=1} |\exp(2\pi is \cdot \xi) - 1|^2 \, ds \, d\rho.$$

Now we let $p = t|\xi|^{-1}$ in (393) to obtain

$$\int_{\mathbb{R}^n} \frac{|\exp(2\pi ih \cdot \xi) - 1|^2}{|h|^{2s+n}} \, dh = |\xi|^{2s} \int_0^\infty t^{-2s-1} \int_{|s|=1} |\exp \left( \frac{2\pi its \cdot \xi}{|\xi|} \right) - 1|^2 \, ds \, dt. \quad (394)$$

We observe that

$$\int_{|s|=1} |\exp \left( \frac{2\pi its \cdot \xi}{|\xi|} \right) - 1|^2 \, dt \quad (395)$$
is $O(t^2)$ as $t \to 0$ and $O(1)$ as $t \to \infty$, so that the integral (394) converges. By radial symmetry its value does not depend on $\xi$. So there exists a constant $C > 0$ depending only on $s$ and $n$ such that

$$\int_{\mathbb{R}^n} \frac{|\exp(2\pi i h \cdot \xi) - 1|^2}{|h|^{2s+n}} \ d\mathbf{h} = C |\xi|^{2s}$$

(396)

for all $\xi \in \mathbb{R}^n$. Inserting (396) into (391) yields

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x+h) - u(x)|^2}{|h|^{2s+n}} \ dx \ d\mathbf{h} = C \int_{\mathbb{R}^n} |\xi|^{2s} |\hat{u}(\xi)|^2 \ d\xi. \quad (397)$$

We let $h = y - x$ in (397) to conclude that

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x-y|^{2s+n}} \ dx \ dy = C \int_{\mathbb{R}^n} |\xi|^{2s} |\hat{u}(\xi)|^2 \ d\xi. \quad (398)$$

\[\square\]

If $s = k + \lambda$, where $k$ is a nonnegative integer and $0 < \lambda < 1$, then we define another norm for $H^s(\mathbb{R}^n)$ by

$$\|u\|_3 = \left( \sum_{|\alpha| \leq k} \int_{\mathbb{R}^n} |D^\alpha u(x)|^2 \ dx + \sum_{|\alpha| = k} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|D^\alpha u(x) - D^\alpha u(y)|^2}{|x-y|^{2\lambda+n}} \ dxdy \right)^{1/3} \quad (399)$$

It is easy to verify via Theorem 72 that $\|u\|_3$ is equivalent to $\|u\|_1$ and $\|u\|_2$. For $\Omega$ an open subset of $\mathbb{R}^n$, we let $H^s(\Omega)$ be the set of functions $u \in H^k(\Omega)$ such that

$$\int_{\Omega} \int_{\Omega} \frac{|D^\alpha u(x) - D^\alpha u(y)|^2}{|x-y|^{2\lambda+n}} \ dxdy < \infty \quad (400)$$

for all $|\alpha| = k$. This is a Banach space with respect to the norm

$$\|u\|_s = \left( \sum_{|\alpha| \leq k} \int_{\Omega} |D^\alpha u(x)|^2 \ dx + \sum_{|\alpha| = k} \int_{\Omega} \int_{\Omega} \frac{|D^\alpha u(x) - D^\alpha u(y)|^2}{|x-y|^{2\lambda+n}} \ dxdy \right)^{1/3} \quad (401)$$

As usual, we let $H^s_0(\Omega)$ denote the closure of $C^\infty_c(\Omega)$ with respect to the norm (401), and use $H^{-s}(\Omega)$ to denote the dual of $H^s_0(\Omega)$.

The norm (401) motivates the following definition of the fractional order space $W^{k,p}(\Omega)$ when $\Omega$ is an open subset of $\mathbb{R}^n$. Suppose that $s = k + \lambda$ with $k$ a nonnegative integer and $0 < \lambda < 1$. We say that $u \in W^{k,p}(\Omega)$ is an element of the space provided $u \in W^{s,p}(\Omega)$ and

$$\int_{\Omega} \int_{\Omega} \frac{|D^\alpha u(x) - D^\alpha u(y)|^p}{|x-y|^{n+\lambda p}} < \infty \quad (402)$$

for all $|\alpha| = k$. When endowed with the norm

$$\|u\| = \left( \sum_{|\alpha| \leq k} \int_{\Omega} |D^\alpha u(x)|^p \ dx + \sum_{|\alpha| = k} \int_{\Omega} \int_{\Omega} \frac{|D^\alpha u(x) - D^\alpha u(y)|^p}{|x-y|^{n+\lambda p}} \ dxdy \right)^{1/p} \quad (403)$$

$W^{s,p}(\Omega)$ becomes a Banach space. The closure of $C^\infty_c(\Omega)$ with respect to the norm (403) is typically denoted by $W^s_p(\Omega)$. 
There are many other methods for defining the fractional order Sobolev spaces $W^{k,p}(\Omega)$. For the most part, they coincide when the domain $\Omega$ is sufficiently regular. For instance,

$$\|u\| = \inf \left\{ \|f\|_{H^s(\mathbb{R}^n)} : f \in H^s(\mathbb{R}^n) \text{ such that } f|_{\Omega} = u \right\}.$$ (404)

is equivalent to the norms for $H^s(\Omega)$ we have defined when $\Omega$ is Lipschitz. We note that this fact is strongly related to results showing existence of extension operators for fractional order Sobolev spaces. See also [1] and [8] for definitions of the Besov and Triebel-Lizorkin spaces which generalize the fractional order spaces we consider here.

3.7. Fractional Order Sobolev Spaces on the Boundary of a Domain

We have not yet introduced definitions of $H^s(\partial \Omega)$ or $W^{s,p}(\partial \Omega)$ when $s$ is a real number and $\Omega \subset \mathbb{R}^n$ is a bounded open set in $\mathbb{R}^n$. In fact, we have not even treated the case when $s$ is a positive integer. We now do so.

Our definition will require fairly strong regularity assumptions on the boundary of $\Omega$. We suppose that $s = k + \lambda$ with $k$ a positive integer and $0 < \lambda < 1$, and that $\Omega$ is a $C^{k-1,1}$ domain. Then there exist a covering

$$\partial \Omega \subset \bigcup_{j=1}^{m} U_j$$ (405)

of $\partial \Omega$ by open sets, a collection of open sets $V_1, \ldots, V_m$ in $\mathbb{R}^n$, and a collection of mappings $\psi_1, \ldots, \psi_m$ such that

1. $\psi_j$ is a bijective mapping $V_j \to U_j$;
2. $\psi_j$ and $\psi_j^{-1}$ are $C^{k-1,1}$ mappings;
3. $\psi_j(V_j \cap \{x_n < 0\}) = U_j \cap \Omega$;
4. $\psi_j(V_j \cap \{x_n = 0\}) = U_j \cap \partial \Omega$.

Now we let $\eta_1, \ldots, \eta_m$ be a partition of unity subordinate to the covering (405). For each $j = 1, \ldots, m$, we let $u_j$ be the restriction of $(\eta_j u) \circ \psi_j^{-1}$ to $V_j \cap \{x_n = 0\}$. We can view $u_j$ as a compactly supported function defined on $\mathbb{R}^{n-1}$. We let $W^{s,p}(\partial \Omega)$ consist of all functions $u$ in $L^1_{\text{loc}}(\partial \Omega)$ such that

$$\|u\|_{W^{s,p}(\partial \Omega)} = \left( \sum_{j=1}^{m} \|u_j\|_{W^{s,p}(\mathbb{R}^{n-1})}^p \right)^{1/p} < \infty.$$ (406)

It is easy to verify that $W^{s,p}(\partial \Omega)$ is a Banach space with respect to the norm (406). A straightforward but tedious argument shows that alternate choices of the sets $U_1, \ldots, U_m$, $V_1, \ldots, V_m$, mappings $\psi_1, \ldots, \psi_m$ and partition of unity $\eta_1, \ldots, \eta_m$ lead to equivalent norms. We use $H^s(\partial \Omega)$ to denote $W^{s,2}(\partial \Omega)$ and we define $H^{-s}(\partial \Omega)$ to be the dual space of $H^s(\partial \Omega)$. Of course, $H^s(\Omega)$
When $0 < s < 1$, we can avoid the use of a partition of unity and local parameterizations of the boundary. Indeed,

$$
\|u\|_{W^{s,p}(\partial \Omega)} = \left( \int_{\partial \Omega} |u(x)|^p \, dx + \int_{\partial \Omega} \int_{\partial \Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{sp+n-1}} \, dx \, dy \right)^{1/p}
$$

(407)

is equivalent to (406) when $0 < s < 1$. Note that $sp + n - 1$ is correct exponent in the denominator because $\partial \Omega$ is $n-1$ dimensional rather than $n$ dimensional.

We will now show that the trace space of $H^k(\Omega)$ is $H^{k-1/2}(\partial \Omega)$ when $\Omega$ is a $C^{k-1,1}$ domain. We suppose that $U_1, \ldots, U_m, V_1, \ldots, V_m, \psi_1, \ldots, \psi_m$ are as before, but now we assume that $U_0$ an open set compactly contained in $\Omega$ such that

$$
\Omega \subset \bigcup_{j=0}^m U_j,
$$

(408)

and let $\eta_0, \eta_1, \ldots, \eta_m$ be a smooth partition of unity subordinate to the cover (408). We also let $E$ be a total extension operator for $\Omega$ such that $E[u]$ is always compactly supported. For each $j = 1, \ldots, m$, we let $u_j$ be the restriction of $(\eta_j E[u]) \circ \psi_j$ to $V_j \subset \mathbb{R}^n$ and $v_j$ the restriction of $u_j$ to $V_j \cap \{x_n = 0\} \subset \mathbb{R}^{n-1}$. Then

$$
\left( \|\eta_0 u\|_{H^k(\mathbb{R}^n)}^p + \sum_{j=1}^m \|u_j\|_{H^k(\mathbb{R}^n)}^p \right)^{1/p}
$$

(409)

is equivalent to the usual $H^k(\Omega)$ norm and

$$
\left( \sum_{j=1}^m \|v_j\|_{H^{k-1/2}(\mathbb{R}^{n-1})}^p \right)^{1/p}
$$

(410)

is, by definition, a norm for $H^{k-1/2}(\partial \Omega)$. Note that we use the extension operator because the function $(\eta_j u) \circ \psi_j$ is only defined for points inside $V_j \cap \{x_n < 0\}$ and its zero extension may not be an element of $H^k(\mathbb{R}^n)$, whereas $u_j$ compactly supported in $V_j$ and so its zero extension is an element of $H^k(\mathbb{R}^n)$. It follows that to study the trace of functions in $H^k(\Omega)$, it suffices to consider the restriction of compactly supported functions in $\mathbb{R}^n$ to the set $\{(x_1, \ldots, x_{n-1}, x_n) : x_n = 0\}$.

**Theorem 73.** Suppose that $\frac{1}{2} < s \leq \infty$ and that $n \geq 1$ is an integer. Then the operator

$$
R : C^\infty_c(\mathbb{R}^n) \to C^\infty_c(\mathbb{R}^{n-1})
$$

(411)

defined via

$$
R[f](x_1, \ldots, x_{n-1}) = f(x_1, \ldots, x_{n-1}, 0)
$$

(412)

admits an extension to a continuous linear mapping

$$
H^s(\mathbb{R}^n) \to H^{s-1/2}(\mathbb{R}^{n-1}).
$$

(413)

Moreover, the extended operator has a continuous right inverse.

**Proof.** We observe that

$$
\int_{\mathbb{R}^{n-1}} \exp(2\pi i \eta \cdot y) \hat{R}[f](\eta) \, d\eta = R[f](y) = f(y, 0) = \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}} \exp(2\pi i \eta \cdot y) \hat{f}(\eta, \zeta) \, d\eta \, d\zeta
$$

(414)
for all \( y \in \mathbb{R}^{n-1} \). In particular,
\[
R[f](y) = \int_{\mathbb{R}^{n-1}} \exp(2\pi i \eta \cdot y) \left( \int_{\mathbb{R}} \hat{f}(\eta, \zeta) \ d\zeta \right) \ d\eta \tag{415}
\]
for all \( y \in \mathbb{R}^{n-1} \), from which we see that
\[
\overline{R[f]}(\eta) = \int_{\mathbb{R}} \hat{f}(\eta, \zeta) \ d\zeta. \tag{416}
\]
It follows from (416) and the Cauchy-Schwartz inequality that
\[
\left| \overline{R[f]}(\eta) \right|^2 = \left| \int_{\mathbb{R}} \hat{f}(\eta, \zeta) \left( 1 + |\eta|^2 + |\zeta|^2 \right)^{s/2} \left( 1 + |\eta|^2 + |\zeta|^2 \right)^{-s/2} \ d\zeta \right|^2 \leq \left( \int_{\mathbb{R}} |\hat{f}(\eta, \zeta)|^2 \left( 1 + |\eta|^2 + |\zeta|^2 \right)^s \ d\zeta \right) \left( \int_{\mathbb{R}} \left( 1 + |\eta|^2 + |\zeta|^2 \right)^{-s} \ d\zeta \right). \tag{417}
\]
We rewrite the second factor on the right in (417) as
\[
2 \int_0^\infty (\alpha^2 + r^2)^{-s} \ dr, \tag{418}
\]
where \( \alpha^2 = 1 + |\eta|^2 \), and introduce the new variable \( u = r/\alpha \) to obtain the integral
\[
2\alpha^{1-2s} \int_0^\infty (1 + u^2)^{-s} \ du. \tag{419}
\]
We note that this integral is convergent since \( s > \frac{1}{2} \) and set
\[
C_s = 2 \int_0^\infty (1 + u^2)^{-s} \ du, \tag{420}
\]
so that (417) may be rewritten as
\[
\left| \overline{R[f]}(\eta) \right|^2 \left( 1 + |\eta|^2 \right)^{s-1/2} \leq C_s \int_{\mathbb{R}} \left| \hat{f}(\eta, \zeta) \right|^2 \left( 1 + |\eta|^2 + |\zeta|^2 \right) \ d\zeta. \tag{421}
\]
(Note that it is \( \alpha^2 \) and not \( \alpha \) which is equal to \( 1 + |\eta|^2 \)). Integrating both sides of (421) with respect to \( \eta \) gives
\[
\|R[f]\|_{H^{s-1/2}}^2 \leq C_s \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}} \left| \hat{f}(\eta, \zeta) \right|^2 \left( 1 + |\eta|^2 + |\zeta|^2 \right)^s \ d\zeta d\eta = C_s \|f\|_{H^s}^2. \tag{422}
\]
It remains to show that the trace operator has a continuous right inverse. To that end, we let \( \varphi \) be a \( C_c^\infty (\mathbb{R}) \) function such that
\[
\varphi(y) = 1 \quad \text{for all} \quad |y| \leq 1. \tag{423}
\]
Given \( u \in C_c^\infty (\mathbb{R}^{n-1}) \), we define \( U : \mathbb{R}^n \to \mathbb{R} \) via
\[
U(x_1, \ldots, x_{n-1}, x_n) = \int_{\mathbb{R}^{n-1}} \hat{u}(\xi) \varphi \left( \left( 1 + |\xi|^2 \right)^{1/2} x_n \right) \exp \left( 2\pi i \xi \cdot (x_1, \ldots, x_{n-1}) \right) \ d\xi. \tag{424}
\]
Obviously,
\[
U(x_1, \ldots, x_{n-1}, 0) = \int_{\mathbb{R}^{n-1}} \hat{u}(\xi) \exp \left( 2\pi i \xi \cdot (x_1, \ldots, x_{n-1}) \right) \ d\xi = u(x_1, \ldots, x_{n-1}). \tag{425}
\]
Moreover,

\[ \hat{U}(\xi, \eta) = \int_{\mathbb{R}} \int_{\mathbb{R}^{n-1}} \exp(-2\pi i \xi \cdot x') \exp(-2\pi i \eta \cdot x_n) U(x', x_n) \, dx' \, dx_n \]

\[ = \hat{u}(\xi) \int_{\mathbb{R}} \exp(-2\pi i x_n \eta) \varphi \left( (1 + |\xi|^2)^{1/2} x_n \right) \, dx_n \]

\[ = \hat{u}(\xi) \frac{\varphi((1 + |\xi|^2)^{-1/2} \eta)}{(1 + |\xi|^2)^{1/2}}. \tag{426} \]

The last equality in (426) is obtained by introducing the new variable \( u = (1 + |\xi|^2)^{1/2} x_n \). Now (426) implies

\[ \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}} |\hat{U}(\xi, \eta)|^2 \left( 1 + |\xi|^2 + |\eta|^2 \right)^s \, d\xi \, d\eta \tag{427} \]

\[ = \int_{\mathbb{R}^{n-1}} \frac{|\hat{u}(\xi)|^2}{(1 + |\xi|^2)^2} \left( \int_{\mathbb{R}} \left( 1 + |\xi|^2 + |\eta|^2 \right)^s |\varphi(1 + |\xi|^2)^{-1/2} \eta)|^2 \, d\eta \right) \, d\xi. \]

We rewrite the integral with respect to \( \eta \) appearing on the right-hand side of (427) as

\[ \int_{\mathbb{R}} \left( \alpha^2 + |\eta|^2 \right)^s \left| \varphi \left( \frac{\eta}{\alpha} \right) \right|^2 \, d\eta \tag{428} \]

where \( \alpha^2 = 1 + |\xi|^2 \). By introducing the new variable \( u = \eta/\alpha \) we see that (428) is equal to

\[ \alpha^{2s+1} \int_{\mathbb{R}} \left( 1 + u^2 \right)^s |\hat{\varphi}(u)|^2 \, du. \tag{429} \]

We conclude that

\[ \int_{\mathbb{R}} \left( 1 + |\xi|^2 + |\eta|^2 \right)^s |\varphi(1 + |\xi|^2)^{-1/2} \eta)|^2 \, d\eta = C_s \left( 1 + |\xi|^2 \right)^{s-1/2}, \tag{430} \]

where

\[ C_s = \int_{\mathbb{R}} \left( 1 + u^2 \right)^s |\hat{\varphi}(u)|^2 \, du. \tag{431} \]

The integral defining \( C_s \) is convergent since \( \varphi \in C_c^\infty(\mathbb{R}) \). By inserting (430) into (427), we obtain

\[ \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}} |\hat{U}(\xi, \eta)|^2 \left( 1 + |\xi|^2 + |\eta|^2 \right)^s \, d\xi \, d\eta = C_s \int_{\mathbb{R}^{n-1}} |\hat{u}(\xi)|^2 \left( 1 + |\xi|^2 \right)^{s-1/2} \, d\xi; \tag{432} \]

that is, \( \|U\|_{H^s(\mathbb{R}^n)} \leq C_s \|u\|_{H^{s-1/2}(\mathbb{R}^{n-1})} \). The mapping which takes \( u \) to \( U \) extends by continuity to the desired continuous right inverse of the trace operator \( \square \).

**Exercise 27.** Show that the restriction operator \( R \) does not extend to a bounded continuous mapping \( L^2(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^{n-1}) \).

**Exercise 28.** Show that the restriction operator \( R \) does not extend to a bounded continuous mapping \( H^{1/2}(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^{n-1}) \).
Exercise 29. Show that for any integer \( l \geq 0 \) there exists a mapping \( T_l : C^\infty_c (\mathbb{R}^{n-1}) \to C^\infty_c (\mathbb{R}^n) \) such that
\[
\frac{\partial^k T_l [f]}{\partial x_k^l} (x_1, \ldots, x_{n-1}, 0) = 0
\]
for all \( k = 0, 1, \ldots, l - 1 \) and \( (x_1, \ldots, x_{n-1}) \in \mathbb{R}^{n-1} \), and
\[
\frac{\partial^l T_l [f]}{\partial x_n^l} (x_1, \ldots, x_{n-1}, 0) = f (x_1, \ldots, x_{n-1})
\]
for all \( (x_1, \ldots, x_{n-1}) \in \mathbb{R}^{n-1} \). Conclude that for any integer \( l \geq 0 \), there exists an operator
\[
R_l : \prod_{k=0}^l C^\infty_c (\mathbb{R}^{n-1}) \to C^\infty_c (\mathbb{R}^n)
\]
such that if
\[
f = R_l (g_1, \ldots, g_l),
\]
then
\[
\frac{\partial^k f}{\partial x_k^l} (x_1, \ldots, x_{n-1}, 0) = g_k (x_1, \ldots, x_{n-1})
\]
for all \( k = 0, 1, \ldots, l \) and \( (x_1, \ldots, x_{n-1}) \).

Hint: Define \( T_l \) using the Fourier transform and \( R_l \) via the formula
\[
R_l [f] = T_0 [g_0] + T_1 \left[ g_1 - \frac{\partial}{\partial x_n} T_0 [g_0] \right] + T_2 \left[ g_2 - \frac{\partial^2}{\partial x_n^2} T_0 [g_0] - \frac{\partial}{\partial x_n} T_1 \left[ g_1 - \frac{\partial}{\partial x_n} T_0 [g_0] \right] \right] + \cdots.
\]

The following theorem is an immediate consequence of Theorem 73 and the discussion preceding it.

Theorem 74. Suppose that \( k \) is a positive integer, \( \Omega \) is a \( C^{k-1,1} \) domain in \( \mathbb{R}^n \), and that \( 1 \leq p < \infty \). Then the trace operator
\[
\mathcal{T} : C^\infty (\overline{\Omega}) \to C (\partial \Omega)
\]
defined via
\[
\mathcal{T} [u] = u|_{\partial \Omega}
\]
admits an extension to a continuous linear mapping
\[
H^k (\Omega) \to H^{k-1/2} (\partial \Omega).
\]
Moreover, the extended operator has a continuous right inverse.

In fact, using Exercise 29 we can easily establish the following:

Theorem 75. Suppose that \( k \) is a positive integer, and that \( \Omega \) is a \( C^{k-1,1} \) domain in \( \mathbb{R}^n \). Then the trace operator
\[
\mathcal{T} : C^\infty (\overline{\Omega}) \to \prod_{j=0}^{k-1} C (\partial \Omega)
\]
defined via
\[ \mathcal{T}[u] = \left( u, \frac{\partial u}{\partial \nu}, \frac{\partial^2 u}{\partial \nu^2}, \ldots, \frac{\partial^{k-1} u}{\partial \nu^{k-1}} \right) \]
(443)
admits an extension to a continuous linear mapping
\[ H^k(\Omega) \rightarrow \prod_{j=0}^{k-1} H^{k-j-1/2}(\partial \Omega). \]
(444)
Moreover, the extended operator has a continuous right inverse.

When \( \Omega \) is Lipschitz, the preceding results do not allow us to characterize the trace of \( H^k(\Omega) \) for \( k > 1 \). However, we have the following theorem characterizing the trace of \( H^2(\Omega) \) when \( \Omega \) is Lipschitz. A proof can be found in [13, 10]; see also [2].

**Theorem 76.** Suppose that \( \Omega \) is Lipschitz domain in \( \mathbb{R}^n \), and that \( \mathcal{T} \) is the mapping defined for \( u \in C^\infty(\overline{\Omega}) \) via
\[ u \rightarrow \left( u|_{\partial \Omega}, \frac{\partial u}{\partial x_1}|_{\partial \Omega}, \frac{\partial u}{\partial x_2}|_{\partial \Omega}, \ldots, \frac{\partial u}{\partial x_n}|_{\partial \Omega} \right). \]
(445)
Suppose also that \( V^{3/2}(\partial \Omega) \) is the closure of the image of \( \mathcal{T} \) with respect to the norm in the space
\[ H^1(\partial \Omega) \oplus H^{1/2}(\partial \Omega) \oplus H^{1/2}(\partial \Omega) \oplus \cdots \oplus H^{1/2}(\partial \Omega). \]
(446)
Then \( \mathcal{T} \) extends a bounded linear mapping \( H^2(\Omega) \rightarrow V^{3/2}(\partial \Omega) \), and that mapping admits a continuous right inverse.

See [9] and its references for characterizations of the trace spaces of \( W^{k,p}(\Omega) \) in the general case.

### 3.8. Sobolev Inequalities and Embeddings

We will now establish two inequalities which will be used shortly to show that Sobolev spaces can be embedded in various Lebesgue and Hölder spaces. See Chapter 4 of [1] for a much more thorough discussion of this topic.

**Theorem 77 (Gagliardo-Nirenberg-Sobolev).** Suppose that \( 1 \leq p < n \), and that
\[ p^* = \frac{np}{n-p}. \]
(447)
Then there exists \( C > 0 \) such that
\[ \|u\|_{L^{p^*}(\mathbb{R}^n)} \leq C \|Du\|_{L^p(\mathbb{R}^n)} \]
(448)
for all \( u \in C^1_c(\mathbb{R}^n) \).

**Proof.** For each \( 1 \leq i \leq n \),
\[ u(x_1, \ldots, x_i, \ldots, x_n) = \int_{-\infty}^{x_i} \frac{\partial u}{\partial x_i}(x_1, \ldots, t_i, \ldots, x_n) \, dt_i, \]
(449)
and so
\[ |u(x_1, \ldots, x_i, \ldots, x_n)| \leq \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots, x_n)| \, dt_i. \tag{450} \]

It follows that
\[ |u(x)|^n \leq \prod_{i=1}^{n} \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots, x_n)| \, dt_i. \tag{451} \]

We take the $1/(n-1)^{th}$ power of each side of (451) to obtain
\[ |u(x)|^{\frac{n}{n-1}} \leq \prod_{i=1}^{n} \left( \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots, x_n)| \, dt_i \right)^{\frac{1}{n-1}}. \tag{452} \]

We integrate (452) with respect to $x_1$ to obtain
\[
\int |u(x)|^{\frac{n}{n-1}} \, dx_1 \leq \prod_{i=1}^{n} \left( \int_{-\infty}^{\infty} |Du(t_1, x_2, \ldots, x_n)| \, dt_1 \right)^{\frac{1}{n-1}} \cdot \int_{-\infty}^{\infty} \prod_{i=2}^{n} \left( \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots, x_n)| \, dt_i \right)^{\frac{1}{n-1}} \, dx_1. \tag{453} \]

Repeated application of Hölder’s inequality shows that
\[
\int |f_1(x)f_2(x) \cdots f_n(x)| \, dx \leq \prod_{j=1}^{n} \|f_j\|_{p_j} \tag{454} \]

whenever $1 \leq p_1, p_2, \ldots, p_n \leq \infty$ satisfy
\[ \frac{1}{p_1} + \frac{1}{p_2} + \ldots + \frac{1}{p_n} = 1. \tag{455} \]

We call (454) the generalized Hölder inequality and we invoke it with $p_1 = p_2 = \ldots = p_{n-1} = n-1$ to obtain
\[
\int_{-\infty}^{\infty} \prod_{i=2}^{n} \left( \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots, x_n)| \, dt_i \right)^{\frac{1}{n-1}} \, dx_1 \tag{456} \]

\[ \leq \left( \prod_{i=2}^{n} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots, x_n)| \, dx_1 \, dt_i \right)^{\frac{1}{n-1}}. \]

Inserting (456) into (451) yields
\[
\int |u(x)|^{\frac{n}{n-1}} \, dx_1 \leq \left( \int_{-\infty}^{\infty} |Du(t_1, x_2, \ldots, x_n)| \, dt_1 \right)^{\frac{1}{n-1}} \cdot \left( \prod_{i=2}^{n} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots, x_n)| \, dx_1 \, dt_i \right)^{\frac{1}{n-1}}. \tag{457} \]
We integrate both sides of (457) with respect to $x_2$ to obtain
\[\int \int |u(x)|^{\frac{n}{n-1}} \, dx_1 \, dx_2 \leq \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_2, \ldots x_n)| \, dx_1 \, dt_2 \right)^{\frac{1}{n-1}} \]
\[\cdot \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} |Du(t_1, x_2, \ldots, x_n)| \, dt_1 \cdot \prod_{i=3}^{n} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots x_n)| \, dx_1 \, dt_i \right)^{\frac{1}{n-1}} \, dx_2 \]
(458)

We apply the generalized Hölder inequality once again to obtain
\[\int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} |Du(t_1, x_2, \ldots, x_n)| \, dt_1 \cdot \prod_{i=3}^{n} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots x_n)| \, dx_1 \, dx_2 \, dt_i \right)^{\frac{1}{n-1}} \leq \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(t_1, x_2, \ldots, x_n)| \, dt_1 \, dx_2 \right)^{\frac{1}{n-1}} \cdot \]
\[\prod_{i=3}^{n} \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots x_n)| \, dx_1 \, dx_2 \, dt_i \right)^{\frac{1}{n-1}} \]
(459)

Inserting (459) into (458) yields
\[\int \int |u(x)|^{\frac{n}{n-1}} \, dx_1 \, dx_2 \]
\[\leq \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(x_1, t_2, x_3, \ldots x_n)| \, dx_1 \, dt_2 \right)^{\frac{1}{n-1}} \cdot \left( \int_{-\infty}^{\infty} |Du(t_1, x_2, x_3, \ldots x_n)| \, dt_1 \, dx_2 \right)^{\frac{1}{n-1}} \cdot \]
\[\prod_{i=3}^{n} \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |Du(x_1, \ldots, t_i, \ldots x_n)| \, dx_1 \, dx_2 \, dt_i \right)^{\frac{1}{n-1}} \]
(460)

By repeatedly applying this procedure we see that
\[\int_{\mathbb{R}^n} |u(x)|^{\frac{n}{n-1}} \, dx \leq \prod_{i=1}^{n} \left( \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} Du(x_1, \ldots, t_i, \ldots x_n) \, dx_1 \cdots dt_i \cdots dx_n \right)^{\frac{1}{n-1}} \]
\[= \left( \int_{\mathbb{R}^n} |Du(x)| \, dx \right)^{\frac{n}{n-1}}, \]
(461)

which is the inequality in the case $p = 1$.

We now suppose that $1 < p < n$. We apply (460) to $v = |u|^\gamma$, where
\[\gamma = \frac{p(n-1)}{n-p}, \]
(462)

to obtain
\[\left( \int_{\mathbb{R}^n} |u(x)|^{\frac{pn}{n-1}} \, dx \right)^{\frac{n-1}{n}} \leq \gamma \int_{\mathbb{R}^n} |u(x)|^{\gamma-1} |Du| \, dx. \]
(463)
We apply Hölder inequality to the integral on the right-hand side of (461) to obtain
\[
\left( \int_{\mathbb{R}^n} |u(x)|^{\frac{np}{n-1}} \, dx \right)^{\frac{n-1}{p}} \leq \gamma \left( \int_{\mathbb{R}^n} |u(x)|^{(\gamma-1)p} \, dx \right)^{\frac{p-1}{p}} \left( \int_{\mathbb{R}^n} |Du(x)|^p \, dx \right)^{\frac{1}{p}}. \tag{464}
\]
Now we observe that
\[
(\gamma - 1) \frac{p}{p - 1} = \gamma \frac{n}{n - 1} = \frac{np}{n - p} = p^*. \tag{465}
\]
In light of (465), (464) is equivalent to
\[
\left( \int_{\mathbb{R}^n} |u(x)|^{p^*} \, dx \right)^{\frac{1}{p^*}} \leq \gamma \left( \int_{\mathbb{R}^n} |Du(x)|^p \, dx \right)^{\frac{1}{p}}, \tag{466}
\]
which establishes the theorem in the case when \( u \in C^1_c(\mathbb{R}^n) \).

We call the number \( p^* \) appearing in Theorem 77 the Sobolev conjugate of \( p \). We note that
\[
\frac{1}{p^*} = \frac{1}{p} - \frac{1}{n}. \tag{467}
\]

**Theorem 78 (Morrey’s inequality).** Suppose that \( n < p \leq \infty \), and that \( \gamma = 1 - n/p \). Then there exists a constant \( C \) such that
\[
\|u\|_{C^{0,\gamma}(\mathbb{R}^n)} \leq C \|u\|_{W^{1,p}(\mathbb{R}^n)} \tag{468}
\]
for all \( u \in C^1(\mathbb{R}^n) \).

**Proof.** First, we will show that there exists a constant \( C > 0 \) depending only on \( n \) such that
\[
\int_{B_r(x)} |u(y) - u(x)| \, dy \leq Cr^n \int_{B_r(x)} \frac{|Du(y)|}{|x - y|^{n-1}} \, dy. \tag{469}
\]
To see this, we fix \( w \) such that \|w\| = 1. Then if \( 0 < s < r \),
\[
|u(x + sw) - u(x)| = \left| \int_0^s \frac{d}{dt} u(x + tw) \, dt \right| = \left| \int_0^s Du(x + tw) \cdot w \, dt \right| \leq \int_0^s |Du(x + tw)| \, dt. \tag{470}
\]
It follows that
\[
\int_{\partial B_1(0)} |u(x + sw) - u(x)| \, dS(x) \leq \int_0^s \int_{\partial B_1(0)} |Du(x + tw)| \, dS(x) \, dt = \int_0^s \int_{\partial B_1(0)} |Du(x + tw)| \frac{t^{n-1}}{t^{n-1}} \, dS(x) \, dt \tag{471}
\]
We let $y = x + tw$ (so that $t = |tw| = |x - y|$) in the preceding integral to obtain
\[
\int_{\partial B_1(0)} |u(x + sw) - u(x)| \, dS(x) \leq \int_{B_t(x)} \frac{Du(y)}{|x - y|^{n-1}} \, dy \leq \int_{B_r(x)} \frac{Du(y)}{|x - y|^{n-1}} \, dy.
\]
(472)

Multiplying both sides of this equation by $s^{n-1}$ and integrating from 0 to $r$ with respect to $s$ yields
\[
\int_{\partial B_r(x)} |u(y) - u(x)| \, dS(x) \leq \frac{r^n}{n} \int_{B_r(x)} \frac{Du(y)}{|x - y|^{n-1}} \, dy;
\]
(473)
this is (469).

We now fix $x \in \mathbb{R}^n$ and observe that (469) implies
\[
|u(x)| = \frac{1}{|B_1(x)|} \int_{B_1(x)} |u(x)| \, dx \leq \frac{1}{|B_1(x)|} \int_{B_1(x)} |u(x) - u(y)| \, dx + \frac{1}{|B_1(x)|} \int_{B_1(x)} |u(y)| \, dx \leq C \int_{B_1(x)} \frac{|Du(y)|}{|x - y|^{n-1}} \, dy + C\|u\|_{L^p(B_1(x))}.
\]
(474)

We now apply Hölder’s inequality to obtain
\[
\int_{B_1(x)} \frac{|Du(y)|}{|x - y|^{n-1}} \, dy \leq \left( \int_{B_1(x)} |Du(y)|^p \, dy \right)^{1/p} \left( \int_{B_1(x)} \frac{\, dy}{|x - y|^{(n-1)\frac{p}{p-1}}} \, dy \right)^{\frac{p-1}{p}}.
\]
(475)

Since $p > n$, $(n - 1)\frac{p}{p-1} < n$ so
\[
\left( \int_{B_1(x)} \frac{\, dy}{|x - y|^{(n-1)\frac{p}{p-1}}} \, dy \right)^{\frac{p-1}{p}} < \infty.
\]
(476)

We combine (474), (475) and (476) to obtain
\[
\sup_x |u(x)| \leq C\|u\|_{W^{1,p}(\mathbb{R}^n)}.
\]
(477)

We let $x, y \in \mathbb{R}^n$, let $r = |x - y|$, and let $W = B_r(x) \cap B_r(y)$. Then
\[
|u(x) - u(y)| \leq \frac{1}{|W|} \int_W |u(x) - u(z)| \, dz + \frac{1}{|W|} \int_W |u(y) - u(z)| \, dz.
\]
(478)

From (469), we have
\[
\frac{1}{|W|} \int_W |u(x) - u(z)| \, dz \leq C \frac{1}{|B_r(x)|} \int_{B_r(x)} |u(x) - u(z)| \, dz \leq \left( \int_{B_r(x)} |Du(z)|^p \, dz \right)^{1/p} \left( \int_{B_r(x)} \frac{\, dy}{|x - z|^{(n-1)\frac{p}{p-1}}} \, dy \right)^{\frac{p-1}{p}}.
\]
(479)
Similarly,
\[
\frac{1}{|W|} \int_W |u(y) - u(z)| \, dz \leq C r^{1 - \frac{n}{p}} \|Du\|_{L^p(\mathbb{R}^n)}. \tag{480}
\]
Inserting (480) and (479) into (478) yields
\[
\frac{1}{|W|} \int_W |u(x) - u(z)| \, dz \leq C r^{1 - \frac{n}{p}} \|Du\|_{L^p(\mathbb{R}^n)} = C |x - y|^{1 - \frac{n}{p}} \|Du\|_{L^p(\mathbb{R}^n)}. \tag{481}
\]
It follows that
\[
\sup_{x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{1 - \frac{n}{p}}} \leq C \|Du\|_{L^p(\mathbb{R}^n)}. \tag{482}
\]
The result follows from (482) together with (477).

It follows immediately from Theorems 77 and 78 that when \(1 \leq p < n\), \(W^{1,p}(\mathbb{R}^n)\) is continuously embedded in \(L^{p^*}(\mathbb{R}^n)\) and when \(p > n\), \(W^{1,p}(\mathbb{R}^n)\) is continuously embedded in \(C^{0,\gamma}(\mathbb{R}^n)\) with \(\gamma = 1 - n/p\).

Using standard interpolation results for Lebesgue spaces (see, for instance, Proposition 6.10 in Chapter 6 of [7]), we can say a bit more. In fact, when \(1 \leq p < n\) and \(p \leq q \leq p^*\), \(W^{1,p}(\mathbb{R}^n)\) is continuously embedded in \(L^q(\mathbb{R}^n)\).

From (467), one might expect that when \(n = p\), \(W^{1,p}(\mathbb{R}^n)\) is embedded in \(L^\infty(\mathbb{R}^n)\). This is not the case when \(n > 1\). We will not use the fact there, but \(W^{1,p}(\mathbb{R}^n)\) is continuously embedded in the Banach space of functions of bounded mean oscillation (see, for instance, [5] for a proof). We now summarize the preceding discussion and prove a result for the case \(n = p\).

**Theorem 79.** If \(1 \leq p < n\) and
\[
\frac{1}{p^*} = \frac{1}{p} - \frac{1}{n}, \tag{483}
\]
then \(W^{1,p}(\mathbb{R}^n)\) is continuously embedded in \(L^q(\mathbb{R}^n)\) for all \(q \in [p, p^*]\). Moreover, \(W^{1,n}(\mathbb{R}^n)\) is continuously embedded in \(L^q(\mathbb{R}^n)\) for all \(n \leq q < \infty\). If \(p > n\), then \(W^{1,p}(\mathbb{R}^n)\) is continuously embedded in the Hölder space \(C^{0,\gamma}(\mathbb{R}^n)\) with \(\gamma = 1 - n/p\).

**Proof.** It only remains to prove the statement regarding \(W^{1,n}(\mathbb{R}^n)\). Arguing as in the proof of Theorem 77, we see that
\[
\|u\|_{L^{p_1}(\mathbb{R}^n)} \leq \prod_{i=1}^N \left\| \frac{\partial u}{\partial x_i} \right\|_{L^1(\mathbb{R}^n)}^{\frac{1}{n}} \tag{484}
\]
when \(u \in C^1_c(\mathbb{R}^n)\). We apply (484) to \(u(x)|u(x)|^{m-1}\) with \(m \geq 1\) and proceed as in the proof of Theorem 77 to obtain
\[
\|u\|_{L^{p_n}(\mathbb{R}^n)} \leq m \|u|^{m-1}_{L^{(m-1)\gamma}(\mathbb{R}^n)} \|Du\|_{L^\gamma(\mathbb{R}^n)}. \tag{485}
\]
Applying Young’s inequality yields
\[
\|u\|_{L^{m\gamma}(\mathbb{R}^n)} \leq C \left( \|u|^{(m-1)\gamma}_{L^{(m-1)\gamma}(\mathbb{R}^n)} + \|Du\|_{L^{\gamma}(\mathbb{R}^n)} \right). \tag{486}
\]
Now we let $m = n$ to obtain
\[
\|u\|_{L^{\frac{n}{n-1}}(\mathbb{R}^n)} \leq C\|u\|_{W^{1,n}(\mathbb{R}^n)}.
\] (487)

It follows that $W^{1,p}(\mathbb{R}^n)$ is continuously embedded in $L^q(\mathbb{R}^n)$ for all $n \leq q \leq n^2/(n-1)$. By repeating this argument with $m = n+1$, $m = n+2$, etc., we obtain the desired result. \(\square\)

Since $C^1_c(\Omega)$ is dense in $W_0^{1,p}(\Omega)$, we have the following analogous results for $W_0^{1,p}(\Omega)$.

**Theorem 80.** Suppose that $\Omega$ is an open set in $\mathbb{R}^n$. If $1 \leq p < n$ and
\[
\frac{1}{p^*} = \frac{1}{p} - \frac{1}{n},
\] (488)
then $W_0^{1,p}(\Omega)$ is continuously embedded in $L^q(\Omega)$ for all $q \in [p,p^*]$. The space $W_0^{1,n}(\Omega)$ is continuously embedded in $L^q(\Omega)$ for all $p \leq q < \infty$. Also, if $p > n$, then $W_0^{1,p}(\Omega)$ is continuously embedded in $C^{0,\gamma}(\overline{\Omega})$ with $\gamma = 1 - \frac{n}{p}$.

If $\Omega$ is a Lipschitz domain, then we may use the extension theorem together with Theorem 79 to establish the following.

**Theorem 81.** Suppose that $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^n$. If $1 \leq p < n$,
\[
\frac{1}{p^*} = \frac{1}{p} - \frac{1}{n}
\] (489)
and $1 \leq q \leq p^*$, then there is a constant $C$ such that
\[
\|u\|_{L^q(\Omega)} \leq C\|u\|_{W^{1,p}(\Omega)}
\] (490)
for all $u \in W^{1,p}(\Omega)$. For all $p \leq q < \infty$, there exists a constant $C'$ such that
\[
\|u\|_{L^q(\Omega)} \leq C'\|u\|_{W^{1,n}(\Omega)}
\] (491)
for all $u \in W^{1,p}(\Omega)$. If $p > n$ and $\gamma = 1 - n/p$, then every $u \in W^{1,p}(\Omega)$ is equal almost everywhere to an element of $C^{0,\gamma}(\overline{\Omega})$, and there is a constant $C''$ such that
\[
\|u\|_{C^{0,\gamma}(\overline{\Omega})} \leq C''\|u\|_{W^{1,p}(\Omega)}
\] (492)
for all $u \in W^{1,p}(\Omega)$.

**Proof.** We prove only the first statement; the rest follow in a similar fashion. Since the boundary of $\Omega$ is Lipschitz, then there exists a simple $(1,p)$ extension operator $E : W^{1,p}(\Omega) \rightarrow W^{1,p}(\mathbb{R}^n)$. Let $u \in W^{1,p}(\Omega)$. Then we can choose a sequence $\{u_j\}$ of $C^1_c(\Omega)$ functions which converge in $W^{1,p}(\mathbb{R}^n)$ norm to $E[u]$. Wet let $C_1$ be the constant in Theorem 77 so that
\[
\|u_j\|_{L^{p^*}(\mathbb{R}^n)} \leq C_1\|Du_j\|_{L^p(\mathbb{R}^n)}
\] (494)
for all $j = 1, 2, \ldots$. It also follows from Theorem 77 that
\[
\|u_i - u_j\|_{L^{p^*}(\mathbb{R}^n)} \leq \|Du_i - Du_j\|_{L^p(\mathbb{R}^n)}.
\] (495)
Since \( \{u_i\} \) converges in \( L^p(\mathbb{R}^n) \), we conclude from (495) that \( u_i \) converges to \( E[u] \) in \( L^{p^*}(\mathbb{R}^n) \). Taking limits in (494) yields
\[
\|E[u]\|_{L^{p^*}(\mathbb{R}^n)} \leq C_1 \|DE[u]\|_{L^p(\mathbb{R}^n)}.
\] (496)
Since \( E \) is a simple \((1, p)\)-extension operator, there is a constant \( C_2 \) such that
\[
\|E[f]\|_{W^{1,p}(\mathbb{R}^n)} \leq C_2 \|f\|_{W^{1,p}(\Omega)}
\] (497)
for all \( f \in W^{1,p}(\Omega) \). Combining (496) and (497) gives
\[
\|u\|_{L^{p^*}(\Omega)} \leq \|E[u]\|_{L^{p^*}(\mathbb{R}^n)} \leq C_1 C_2 \|u\|_{W^{1,p}(\Omega)}.
\] (498)
The first conclusion of the theorem follows from this and Hölder’s inequality, which implies that \( L^{p^*}(\Omega) \) is continuously embedded in \( L^q(\Omega) \) when \( 1 \leq q \leq p^* \) and \( \Omega \) is bounded. \( \square \)

It is a consequence of the following theorem that if \( \Omega \) is bounded then the \( W^{1,p}(\Omega) \) norm is equivalent to the norm \( \|u\| = \|Du\|_{L^p(\Omega)} \). This will play an important role in Chapter 4.

**Theorem 82 (Poincare’s Inequality).** Suppose that \( \Omega \) is a bounded open subset in \( \mathbb{R}^n \), and that \( 1 \leq p < \infty \). Then there is a constant \( C \) such that
\[
\|u\|_{L^p(\Omega)} \leq C \|Du\|_{L^p(\Omega)}
\] (499)
for all \( u \in W^{1,p}_0(\Omega) \).

**Proof.** Suppose first that \( 1 \leq p < n \), and let
\[
\frac{1}{p^*} = \frac{1}{p} - \frac{1}{n}.
\] (500)
Then \( W^{1,p}(\Omega) \) is continuously embedded in \( L^{p^*}(\Omega) \). Since \( \Omega \) is bounded, Hölder’s inequality implies that \( L^{p^*}(\Omega) \) is continuously embedded in \( L^q(\Omega) \) for all \( 1 \leq q \leq p^* \). In particular, for all \( 1 \leq q \leq p^* \), there exists \( C > 0 \) such that
\[
\|u\|_{L^q(\Omega)} \leq C \|Du\|_{L^p(\Omega)}
\] (501)
whenever \( u \in W^{1,p}_0(\Omega) \). Since \( p^* > p \), the theorem is proved in this case.

Suppose now that \( p \geq n \). Since
\[
p^* = \frac{1}{p'} - \frac{1}{n} = \frac{np}{n - p'} \rightarrow \infty \quad \text{as} \quad p' \rightarrow n,
\] (502)
we can choose \( 1 \leq p' < n \) such that \( p^* > p \). It follows from the above discussion that there exists a constant \( C_1 > 0 \) such that
\[
\|u\|_{L^{p^*}(\Omega)} \leq C_1 \|Du\|_{L^{p'}(\Omega)}.
\] (503)
for all \( u \in W^{1,p}(\Omega) \). Since \( \Omega \) is bounded and \( p^* > p \geq n > p' \), Hölder’s inequality implies that there exist constants \( C_2 \) and \( C_3 \) such that
\[
\|u\|_{L^p(\Omega)} \leq C_2 \|u\|_{L^{p^*}(\Omega)} \leq C_1 C_2 \|Du\|_{L^{p^*}(\Omega)} \leq C_1 C_2 C_3 \|Du\|_{L^p(\Omega)}.
\] (504)
The result follows. \( \square \)

By iterating the preceding results, the following theorems can be easily obtained.
Theorem 83. Suppose that $\Omega \subset \mathbb{R}^n$ is Lipschitz domain, that $k < \frac{n}{p}$, and that
\[
\frac{1}{q} = \frac{1}{p} - \frac{k}{n}.
\]
Then there exists a constant $C$ such that
\[
\|u\|_{L^q(\Omega)} \leq C\|u\|_{W^{k,p}(\Omega)}
\]
for all $u \in W^{k,p}(\Omega)$.

Theorem 84. Suppose that $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain, that $k > \frac{n}{p}$. Then every $u \in W^{k,p}(\Omega)$ is almost everywhere equal to a function in $C^{k-\left\lfloor \frac{n}{p} \right\rfloor,\gamma} (\Omega)$, where $\gamma$ is any positive real number less than 1 if $n/p$ is an integer, and
\[
\gamma = \left\lfloor \frac{n}{p} \right\rfloor + 1 - \frac{n}{p}
\]
otherwise. Moreover, there exists a constant $C$ such that
\[
\|u\|_{C^{k-\left\lfloor \frac{n}{p} \right\rfloor,\gamma}(\Omega)} \leq C\|u\|_{W^{k,p}(\Omega)}
\]
for all $u \in W^{k,p}(\Omega)$.

3.9. Compact Embeddings

In this section, we will establish the embeddings discussed in the preceding section are, in fact, compact.

Theorem 85. Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$. If $1 \leq p < n$ then $W^{1,p}_0(\Omega)$ is compactly embedded in $L^q(\Omega)$ for all $1 \leq q < p^*$, where
\[
\frac{1}{p^*} = \frac{1}{p} - \frac{1}{n}.
\]
If $p > n$, then $W^{1,p}_0(\Omega)$ is compactly embedded in $C(\Omega)$. Moreover, $W^{1,n}_0(\Omega)$ is compactly embedded in $L^q(\Omega)$ for all $n \leq q < \infty$. In particular, $W^{1,p}_0(\Omega)$ is compactly embedded in $L^p(\Omega)$ for all $1 \leq p < \infty$.

Proof. When $p > n$, the theorem follows immediately from the Arzelà-Ascoli theorem and the fact that $W^{1,p}_0(\Omega)$ is continuously embedded in $C^{0,\gamma}(\Omega)$ for some $\gamma > 0$. When $p = n$, the theorem reduces to the case $p < n$ since $W^{1,n}_0(\Omega)$ is continuously embedded in $W^{1,p}_0(\Omega)$ for all $p < n$ (since $\Omega$ is bounded) and $p^* \to \infty$ as $p \to n$. So we need to prove the theorem only in the case $1 \leq p < n$.

We will first show that $W^{1,p}_0(\Omega)$ is compactly embedded in $L^1(\Omega)$ by showing that if $A$ is a bounded set in $W^{1,p}_0(\Omega)$, then $A$ is totally bounded in $L^{p^*}(\Omega)$. Recall that a set is totally bounded if given $\epsilon > 0$ there exists a covering of $A$ by a finite collection of open balls of radius $\epsilon$.

We may assume that $A \subset C^1_c(\Omega)$ since $C^1_c(\Omega)$ is dense in $W^{1,p}_0(\Omega)$. In particular, if $A$ is a bounded subset of $W^{1,p}_0(\Omega)$ and $\epsilon > 0$, then for each $u \in A$, we choose $v \in C^1_c(\Omega)$ such that
\|u - v\|_{W_0^{1,p}(\Omega)} < \epsilon/2. The set \(A'\) of functions \(v\) formed in this fashion is bounded in \(W_0^{1,p}(\Omega)\). If it is totally bounded, then we may choose a finite collection of open balls of radius \(\epsilon/2\) in \(L^p(\Omega)\) which cover \(A'\). The open balls of radius \(\epsilon\) centered at the same points cover \(A\).

To reiterate, we assume without loss of generality that \(A \subset C_c^1(\bar{\Omega})\) such that \(\|u\|_{W^{1,p}(\Omega)} \leq 1\) for all \(u \in A\). For each \(h > 0\), we define

\[ A_h = \{\eta_h \ast u : u \in A\}. \tag{510} \]

Then \(A_h\) is bounded in \(C(\bar{\Omega})\) for

\[ |\eta_h \ast u(x)| = h^{-n} \left| \int_{|y| \leq h} \eta \left( \frac{y}{h} \right) u(x - y) \ dy \right| \]

\[ = \left| \int_{|z| \leq 1} \eta(z) u(x -hz) \ dz \right| \leq C \left| \int_{|z| \leq 1} u(x -hz) \ dz \right| \leq C\|u\|_{L^1(\Omega)}. \tag{511} \]

We observe that

\[ |D_i (\eta_h \ast u(x))| = h^{-n} \left| \int_{|x-y| \leq h} D_i \eta \left( \frac{x-y}{h} \right) u(y) \ dy \right| \]

\[ = \left| \int_{|z| \leq 1} D_i \eta(z) u(x -hz) \ dz \right| \leq \sup_{x \in \Omega} |D\eta(x)|\|u\|_{L^1(\Omega)} \tag{512} \]

for all \(i = 1, \ldots, n\). Thus

\[ |Du_h(x)| \leq C\|u\|_{L^1(\Omega)} \tag{513} \]

for all \(x \in \Omega\), where \(u_h = \eta_h \ast u\). It follows that

\[ |u_h(x) - u_h(x + \delta)| = \left| \int_0^1 \frac{d}{dt} u_h(x + t\delta) \ dt \right| \leq \left| \int_0^1 Du_h(x + t\delta) \cdot \delta \ dt \right| \leq C\|\delta\|\|u\|_{L^1(\Omega)}. \tag{514} \]

In particular, \(A_h\) is equicontinuous.

It follows from the Arzelá-Ascoli theorem that \(A_h\) is precompact in \(C(\bar{\Omega})\). In particular, \(A_h\) is totally bounded in \(C(\bar{\Omega})\). Since \(C(\bar{\Omega})\) is continuously embedded in \(L^1(\Omega)\), it follows that \(A_h\) is totally bounded in \(L^1(\Omega)\).
Now we observe that
\[
|u(x) - \eta_h \ast u(x)| \leq \int_{|z| \leq 1} \eta(z) |u(x) - u(x - hz)| \, dz \\
= \int_{|z| \leq 1} \eta(z) \left| \int_0^h \frac{d}{dt} (u(x - tz)) \, dt \right| \, dz \\
\leq \int_{|z| \leq 1} \eta(z) \left| \int_0^h Du(x - tz) \cdot z \, dt \right| \, dz \\
\leq \int_{|z| \leq 1} \eta(z) \int_0^h |Du(x - tz)| \, dt \, dz.
\] (515)

and we integrate over \( x \) to obtain
\[
\int_{\Omega} |u(x) - \eta_h \ast u(x)| \, dx \leq \int_{\Omega} \int_{|z| \leq 1} \eta(z) \int_0^h |Du(x - tz)| \, dt \, dz \, dx \\
\leq \|Du\|_{L^1(\Omega)} \int_{|z| \leq 1} \eta(z) \int_0^h dt \, dz \\
\leq C h \|Du\|_{L^1(\Omega)} \\
\leq C h.
\] (516)

(we note that \( u \) has compact support in \( \Omega \), so that this procedure is sensible for sufficiently small \( h \)). It follows from this estimate that \( A \) is totally bounded in \( L^1_p(\Omega) \) (since \( u_h \) is uniformly close to \( u \) in the \( L^1 \) norm).

Now we suppose that \( q < p^* = 1/p - 1/n \). We will use the fact that if \( 0 < p < q < r \leq \infty \) and
\[
\frac{1}{q} = \frac{\lambda}{p} + \frac{1 - \lambda}{r},
\] (517)
then
\[
\|f\|_q \leq \|f\|_p^\lambda \|f\|_r^{1-\lambda}
\] (518)
(see, for instance, Chapter 6 of [7]). We apply this identity to obtain
\[
\|u\|_{L^q(\Omega)} \leq \|u\|_{L^1(\Omega)}^{\lambda} \|u\|_{L^{p^*}(\Omega)}^{1-\lambda}.
\] (519)

Now it follows from the Sobolev embedding theorem that there is a constant \( C \) such that
\[
\|u\|_{L^q(\Omega)} \leq C \|u\|_{L^1(\Omega)} \|Du\|_{p^*}^{1-\lambda}.
\] (520)

Since \( A \) is precompact in \( L^1(\Omega) \), is now follows from this inequality that it is precompact in \( L^q(\Omega) \).

By combining the previous theorem with the Sobolev extension theorem, we easily obtain the following result.

**Theorem 86.** Suppose that \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^n \). If \( 1 \leq p < n \) then \( W^{1,p}(\Omega) \) is compactly embedded in \( L^q(\Omega) \) for all \( 1 \leq q \leq p^* \), where
\[
\frac{1}{p^*} = \frac{1}{p} - \frac{1}{n}.
\] (521)
If $p > n$, then $W^{1,p}(\Omega)$ is compactly embedded in $C(\overline{\Omega})$. Moreover, $W^{1,n}(\Omega)$ is compactly embedded in $L^q(\Omega)$ for all $n \leq q < \infty$. In particular, $W^{1,p}(\Omega)$ is compactly embedded in $L^p(\Omega)$ for all $1 \leq p < \infty$.

It is straightforward to extend these theorems to the spaces $W^{k,p}(\Omega)$ by iterating them. We observe, in particular, that $H^{k+1}_0(\Omega)$ is compactly embedded in $H^k(\Omega)$ whenever $\Omega$ is a Lipschitz domain and $H_0^{k+1}(\Omega)$ is compactly embedded in $H_0^k(\Omega)$ when $\Omega$ is a bounded open set in $\mathbb{R}^n$.

**Exercise 30.** Suppose that $\Omega$ a bounded open set in $\mathbb{R}^n$, and that $s > t > 0$ are real numbers. Show that $H^s_0(\Omega)$ is compactly embedded in $H^t_0(\Omega)$. (Hint: use the “Fourier” Sobolev norm for fractional order spaces.)

### 3.10. Difference Quotients

In this section, we discuss a mechanism for establishing the weak differentiability of a function and for estimating the $L^p$ norms of its derivatives. The results of this section will be used to establish the regularity of weak solutions of elliptic boundary value problems in Chapter 5.

Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$. We denote by $e_i$ the vector whose $i$th component is 1 and whose remaining components are 0. For each $i = 1, \ldots, n$, we define the difference quotient of $u$ in the direction $e_i$ via the formula

$$\Delta_i^h u(x) = \frac{u(x + he_i) - u(x)}{h}.$$  \hfill (522)

We denote by $\Delta^h u(x)$ the vector

$$\Delta^h u(x) = \begin{pmatrix} \Delta_1^h u(x) \\ \Delta_2^h u(x) \\ \vdots \\ \Delta_n^h u(x) \end{pmatrix}$$ \hfill (523)

and define

$$\|\Delta^h u\|_p = \left(\|\Delta_1^h u(x)\|_p^p + \cdots + \|\Delta_n^h u(x)\|_p^p\right)^{1/p}$$ \hfill (524)

for $1 \leq p < \infty$ and

$$\|\Delta^h u\|_\infty = \|\Delta_1^h u(x)\|_\infty + \cdots + \|\Delta_n^h u(x)\|_\infty.$$ \hfill (525)

**Theorem 87.** Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$, that $p \geq 1$ is a real number, and that $1 \leq i \leq n$ is an integer. Suppose also that $\Omega'$ is an open set such that $\Omega' \subset \subset \Omega$. Then

$$\|\Delta_i^h u(x)\|_{L^p(\Omega')} \leq \|D_i u\|_{L^p(\Omega)}$$ \hfill (526)

whenever $0 < |h| < \text{dist}(\Omega', \partial \Omega)$.

**Proof.** We first suppose that $u \in W^{k,p}(\Omega) \cap C^\infty(\Omega)$. Then

$$\Delta_i^h u(x) = \frac{u(x + he_i) - u(x)}{h} = \frac{1}{h} \int_0^h D_i u(x_1, \ldots, x_{i-1}, x_i + t, x_{i+1}, \ldots, x_n) \, dt$$ \hfill (527)
for all \( x \in \Omega' \). If \( p = \infty \), then by taking absolute values on both sides of (527) we obtain
\[
|\Delta^h_i u(x)| \leq \sup_{x \in \Omega', 0 < t < \text{dist}(\Omega', \partial \Omega)} |D_i u(x_1, \ldots, x_{i-1}, x_i + t, x_{i+1}, \ldots, x_n)| \leq \sup_{x \in \Omega} |D_i u(x)|,  \tag{528}
\]
from which we conclude that (526) holds when \( p = \infty \) and \( u \) is infinitely differentiable. Otherwise, we take the \( p^{th} \) power of both sides of (527) to obtain
\[
|\Delta^h_i u(x)|^p = \frac{1}{h^p} \left| \int_0^h D_i u(x_1, \ldots, x_{i-1}, x_i + t, x_{i+1}, \ldots, x_n) \, dt \right|^p \leq \frac{1}{h^p} \left( \int_0^h |D_i u(x_1, \ldots, x_{i-1}, x_i + t, x_{i+1}, \ldots, x_n)| \, dt \right)^p,  \tag{529}
\]
We see from Hölder’s inequality that
\[
\int_0^h |D_i u(x_1, \ldots, x_{i-1}, x_i + t, x_{i+1}, \ldots, x_n)| \, dt \leq h^{1/q} \left( \int_0^h |D_i u(x_1, \ldots, x_{i-1}, x_i + t, x_{i+1}, \ldots, x_n)|^p \, dt \right)^{1/p},  \tag{530}
\]
where
\[
\frac{1}{p} + \frac{1}{q} = 1.  \tag{531}
\]
By inserting (530) into (529), we obtain
\[
|\Delta^h_i u(x)|^p \leq h^{p/q - p} \int_0^h |D_i u(x_1, \ldots, x_{i-1}, x_i + t, x_{i+1}, \ldots, x_n)|^p \, dt \tag{532}
\]
Note that \( p/q - p = -1 \) follows from (531). Since \( D_i u \) is continuous, the integral mean value theorem implies that for each \( x \in \Omega' \), there exists \( 0 \leq \xi_x \leq h \) such that
\[
\frac{1}{h} \int_0^h |D_i u(x_1, \ldots, x_{i-1}, x_i + t, x_{i+1}, \ldots, x_n)|^p \, dt = |D_i u(x_1, \ldots, x_{i-1}, x_i + \xi_x, x_{i+1}, \ldots, x_n)|^p  \tag{533}
\]
We insert (533) into (532) and integrate over \( \Omega' \) in order to obtain
\[
\int_{\Omega'} |\Delta^h_i u(x)|^p \, dx = \int_{\Omega'} |D_i u(x + \xi_x e_i)|^p \, dx  \leq \int_\Omega |D_i u(x)|^p \, dx,  \tag{534}
\]
from which we conclude that (526) holds for all \( 1 \leq p < \infty \) as well as \( p = \infty \) when \( u \) is in \( C^\infty(\Omega) \cap W^{k,p}(\Omega) \). That (526) holds for arbitrary \( u \in W^{k,p}(\Omega) \) now follows from Theorem 57 — that is, the observation that \( C^\infty(\Omega) \cap W^{k,p}(\Omega) \) is dense in \( W^{k,p}(\Omega) \). \( \square \)
Note that $\Delta_i^h u$ is an element of $L^p(\Omega')$ when $u \in L^p(\Omega)$ whenever $0 < |h| < \text{dist}(\Omega', \partial \Omega)$; in fact,

$$\left\| u(\cdot + h e_i) - u(\cdot) \right\|_{W^{k,p}(\Omega')} \leq \frac{2}{h} \| u \|_{W^{k,p}(\Omega)}.$$  

(535)

Theorem 87 is useful because it gives us a bound on the $L^p(\Omega')$ norm of $\Delta_i^h u$ which is independent of $h$. We now establish that the converse also holds; that is, if the $L^p$ norm of $\Delta_i^h u$ is bounded independently of $h$, then the weak derivative $D_i u$ exists and satisfies the same bound.

**Theorem 88.** Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$, that $1 < p < \infty$ is a real number, that $1 \leq i \leq n$ is an integer, and that $u \in L^p(\Omega)$. Suppose also that there exists a constant $C > 0$ such that whenever $\Omega'$ is an open set with $\Omega' \subset \subset \Omega$ and $0 < h < \text{dist}(\Omega', \partial \Omega)$,

$$\| \Delta_i^h u \|_{L^p(\Omega')} \leq C$$

(536)

Then the weak derivative $D_i u$ exists in $\Omega$ and

$$\| D_i u \|_{L^p(\Omega)} \leq C.$$  

(537)

**Proof.** We let $i$ be any integer $1 \leq i \leq n$ and choose a sequence $\Omega_1 \subset \Omega_2 \subset \cdots$ of open sets contained in $\Omega$ such that

$$\Omega = \bigcup_{j=1}^{\infty} \Omega_j.$$  

(538)

Since bounded sets in $L^p(\Omega_1)$ are weakly compact (see Theorem 34 in Section 2.5) and

$$\| \Delta_i^h u \|_{L^p(\Omega_1)} \leq C$$

(539)

for all sufficiently small $h$, there exists a sequence $\{h_1(j)\}_{j=1}^{\infty}$ converging to 0 and a function $v_1 \in L^p(\Omega_1)$ such that $\| v_1 \|_{L^p(\Omega_1)} \leq C$, and

$$\lim_{j \to \infty} \int_{\Omega_1} \Delta_i^{h_1(j)} u(x) \psi(x) \, dx = \int_{\Omega_1} v_1(x) \psi(x) \, dx.$$  

(540)

for all $\psi \in C_0^\infty(\Omega_1)$. We apply the same logic in order to conclude that there is a subsequence $\{h_2(j)\}$ of $\{h_1(j)\}$ — that is, there exists a function $i : \mathbb{Z}^+ \to \mathbb{Z}^+$ such that $h_2(j) = h_1(i(j))$ for all $j \geq 1$ — and a function $v_2 \in L^2(\Omega_2)$ such that $\| v_2 \|_{L^2(\Omega_2)} \leq C$ and

$$\lim_{j \to \infty} \int_{\Omega_2} \Delta_i^{h_2(j)} u(x) \psi(x) \, dx = \int_{\Omega_2} v_2(x) \psi(x) \, dx.$$  

(541)

for all $\psi \in C_0^\infty(\Omega_2)$. By the uniqueness of weak limits, $v_2(x) = v_1(x)$ for almost all $x \in \Omega_1$. Consequently, we may replace $v_1$ and $v_2$ by a single function $v \in L^p(\Omega_2)$. Continuing in this fashion, we obtain functions $v \in L^p(\Omega)$ and $h_k(j)$ such that $\| v \|_{L^p(\Omega)} \leq C$, $h_{k+1}(j)$ is a subsequence of $h_k(j)$ and

$$\lim_{j \to \infty} \int_{\Omega_k} \Delta_i^{h_k(j)} u(x) \psi(x) \, dx = \int_{\Omega_k} v(x) \psi(x) \, dx.$$  

(542)

for all $\psi \in C_0^\infty(\Omega_k)$. We now define a sequence $\{s_k\}$ via the formula

$$s_k = h_k(k);$$  

(543)
that is, \( s_k \) is the diagonalization of \( h_k(j) \).

Now suppose that \( \psi \in C^\infty_c(\Omega) \). Since \( s_k \to 0 \), there exists \( l \) such that \( s_k < \text{dist}(\text{supp}(\psi), \partial \Omega) \) for all \( k \geq l \). Consequently,

\[
\int_\Omega \Delta_i^{s_k}u(x)\psi(x) \, dx = \int_{\text{supp}(\psi)} \Delta_i^{s_k}u(x)\psi(x) \, dx
\]

is well-defined for \( k \geq l \) and

\[
\lim_{k \to \infty} \int_\Omega \Delta_i^{s_k}u(x)\psi(x) \, dx = \int_\Omega v(x)\psi(x) \, dx.
\]

But for \( l \geq k \), we also have

\[
\lim_{k \to \infty} \int_\Omega \Delta_i^{s_k}u(x)\psi(x) \, dx = \lim_{k \to \infty} \int_\Omega u(x)\Delta_i^{-s_k}\psi(x) \, dx = -\int_\Omega u(x)D_i\psi(x) \, dx.
\]

From (545) and (546) we obtain

\[
\int_\Omega u(x)D_i\psi(x) \, dx = -\int_\Omega v(x)\psi(x) \, dx.
\]

Since \( \psi \) is an arbitrary element of \( C^\infty_c(\Omega) \), we conclude \( v \) is the \( i^{th} \) weak derivative of \( u \). \( \Box \)

We close this section by characterizing the spaces \( W^{1,\infty}_{\text{loc}}(\Omega) \) for arbitrary open sets in \( \mathbb{R}^n \) and \( W^{1,\infty}(\Omega) \) in the event that \( \Omega \) is a bounded Lipschitz domain.

**Theorem 89.** Suppose that \( \Omega \) is an open subset of \( \mathbb{R}^n \). Then \( W^{1,\infty}_{\text{loc}}(\Omega) = C^{0,1}(\Omega) \).

**Proof.** We suppose first that \( u \in C^{0,1}(\Omega) \), and that \( 1 \leq i \leq n \) is an integer. If \( \Omega' \subset \subset \Omega \), then for all \( 0 < h < \text{dist}(\Omega', \partial \Omega) \)

\[
\|\Delta_i^h u\|_{L^\infty(\Omega')} \leq C,
\]

where \( C \) is the Lipschitz constant for \( u \) in \( \Omega' \). Since \( \Omega' \) is bounded, (548) implies that the sequence \( \{\Delta_i^h u\} \) is bounded in \( L^2(\Omega') \). Consequently, there is a sequence \( h_j \to 0 \) and a function \( v \in L^2(\Omega') \) such that \( \Delta_i^{h_j} u \rightharpoonup v \) weakly in \( L^2(\Omega') \). In particular,

\[
\int_{\Omega'} \Delta_i^{h_j} u(x)\varphi(x) \, dx \to \int_{\Omega'} v(x)\varphi(x) \, dx
\]

for all \( \varphi \in C^\infty_c(\Omega') \). We observe that

\[
\int_{\Omega'} \Delta_i^{h_j} u(x)\varphi(x) \, dx = -\int_{\Omega'} u(x)\Delta_i^{-h_j} \varphi(x) \, dx \to -\int_{\Omega'} u(x)D_i\varphi(x) \, dx.
\]

We combine (549) and (550) in order to obtain

\[
\int_{\Omega'} u(x)D_i\varphi(x) \, dx = -\int_{\Omega'} v(x)\varphi(x) \, dx,
\]

from which we conclude that \( D_i u = v \). From (548) and (549) we see that

\[
\left| \int_{\Omega'} v(x)\varphi(x) \, dx \right| = \left| \lim_{j \to \infty} \int_{\Omega'} \Delta_i^{h_j} u(x)\varphi(x) \, dx \right| \leq C\|\varphi\|_{L^1(\Omega')}
\]

for all \( \varphi \in L^1(\Omega') \). We conclude that \( v \in L^\infty(\Omega') \) (see, for instance, Theorem 6.13 in [7]).
We now suppose that \( u \in W^{1,\infty}_{\text{loc}}(\Omega) \), and that \( \Omega' \) is an open ball contained in \( \Omega \). For each \( 0 < h < \text{dist}(\Omega', \partial \Omega) \), we define \( u_h \) via the formula
\[
 u_h(x) = \eta_h * u(x),
\]
(553)
where \( \eta_h \) denotes the standard mollifier (as usual). Since \( u \in L^p(\Omega') \), the sequence \( u_h \) converges to \( u \) for almost all \( x \in \Omega' \); in fact, in converges at every point \( x \) in the Lebesgue set \( L(f) \) of \( f \). We apply Theorem 55 in order to see that
\[
 \| Du_h \|_{L^\infty(\Omega')} = \| D(\eta_h * u) \|_{L^\infty(\Omega')} \leq \| \eta_h \|_1 \| Du \|_{L^\infty(\Omega')} = \| Du \|_{L^\infty(\Omega')} < \infty\tag{554}
\]
for all \( 0 < h < \text{dist}(\Omega', \partial \Omega) \). Note that in (554) we use \( Du \) to refer to the weak gradient of \( u \). Since \( u_h \in C^\infty(\Omega') \),
\[
 u_h(x) - u_h(y) = \int_0^1 Du_h(y + t(x-y)) \, dt \cdot (x-y)
\]
(555)
for all \( x, y \in \Omega' \). We conclude from (555) that
\[
 |u_h(x) - u_h(y)| \leq \| Du \|_{L^\infty(\Omega')} |x-y|
\]
(556)
for all \( x, y \in \Omega' \) and all sufficiently small \( h \). By taking the limit as \( h \to 0 \) in (556), we see that
\[
 |u(x) - u(y)| \leq \| Du \|_{L^\infty(\Omega')} |x-y|
\]
(557)
for all \( x, y \) in the Lebesgue set of \( f \). It follows that \( u \) agrees almost everywhere with a function \( u^* \) which is Lipschitz continuous in \( \Omega' \). Note that we define \( u^* \) as follows. For each \( x \notin L(f) \), we choose a sequence \( \{x_n\} \) in \( L(f) \) such that \( x_n \to x \). From (557), we conclude that \( \{u(x_n)\} \) is Cauchy and has a limit. We set \( u^*(x) = \lim_n u(x_n) \). This uniquely defines a representation of \( u \) in \( C^{0,1}(\Omega') \). \( \square \)

By combining Theorem 89 with Theorem 68, we obtain the following:

**Theorem 90.** Suppose that \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain. Then \( W^{1,\infty}(\Omega) = C^{0,1}(\Omega') \).
CHAPTER 4

Second Order Linear Elliptic Boundary Value Problems

In this chapter, we introduce variational formulations of certain second order linear elliptic boundary value problems and discuss their solvability.

4.1. Variational Formulations

Suppose that \( L \) is a differential operator of the form
\[
L[u](x) = -a^{ij}(x)D_iD_ju(x) + b^i(x)D_iu(x) + c(x)u(x),
\]
and that \( u \) is a classical solution of the equation
\[
L[u](x) = f(x)
\]
in the domain \( \Omega \subset \mathbb{R}^n \) which vanishes on the boundary of \( \Omega \). By applying the divergence theorem (i.e., integrating by parts) we see that
\[
\int_{\Omega} D_ju(x)D_i\left(a^{ij}(x)v(x)\right) + b_i(x)D_iu(x)v(x) + c(x)u(x)v(x) \, dx = \int_{\Omega} f(x)v(x) \, dx
\]
for all sufficiently smooth functions \( v \). Note that we are assuming that \( u \) vanishes on \( \partial\Omega \), so that no boundary terms emerge in (560). The central observation of the variational theory of partial differential equations is that (560) is often sufficient to characterize the solution \( u \) of the partial differential equation (559). More specifically, under mild assumptions on the operator \( L \), the forcing term \( f \) and the domain \( \Omega \), if (560) holds for all \( v \) in a suitable space of test functions then \( u \) solves (559). The great advantage of the variational formulation (560) over the equation (559) is that it requires less of \( u \). In particular, (560) is sensible when \( u \) has only one weak derivative whereas \( u \) must be twice weakly differentiable in order for (559) to be meaningful.

A weak differentiable function \( u \) which satisfies (560) is known as a weak solution of the equation (559). A twice weakly differentiable function \( u \) such that (558) holds almost everywhere is called a strong solution of (559). If \( u \) is twice differentiable and satisfies (558) everywhere, then it is a classical solution of (559). A common approach to the analysis of a partial differential equation — one which we will take in this chapter and the next — is to first establish the existence of weak solutions under minimal regularity assumptions and then go on to prove that under slightly stronger conditions, weak solutions are in fact strong or classical solutions.

In the interests of imposing the weakest possible regularity conditions on the operator \( L \), we will consider second order linear partial differential equations in divergence form. That is,
4.1. VARIATIONAL FORMULATIONS

Partial differential operators of the form
\[ L_r u_s (x) = -D_i (a^{ij}(x) D_j u(x) + b^i(x) u(x)) + c^i(x) D_i u(x) + d(x) u(x), \]  
(561)
where \( \Omega \) is a bounded open set in \( \mathbb{R}^n \). The operator \( L \) is no longer a mapping which takes functions to functions; instead, it is a map from an appropriately chosen closed subspace \( V \) of \( H^1(\Omega) \) into its dual space \( V^* \). In particular, it maps the function \( u \) to the mapping \( V \rightarrow \mathbb{R} \) defined via
\[ v \rightarrow \int_\Omega a^{ij}(x) D_i u(x) D_j v(x) + b^i(x) u(x) D_i v(x) + c^i(x) D_i u(x) v(x) + d(x) u(x) v(x) \, dx. \]  
(562)
The choice of the subspace \( V \) will depend on the boundary conditions being imposed on the solution; however, we will always require that \( V \) contain \( H^1_0(\Omega) \). This ensures, among other things, that if \( L_r u_s = f \) in the sense that
\[ \langle L_r u_s, v \rangle = \langle f, v \rangle \]  
(563)
for all \( v \in V \), then (560) holds for all test functions \( v \) in \( C^\infty_c(\Omega) \) and it is reasonable to say that \( L_r u_s = f \) "in the interior of \( \Omega \)." We will suppose that the coefficients \( a^{ij}, b^i, c^i \) and \( d \) are bounded, measurable functions \( \Omega \rightarrow \mathbb{R} \). This last assumption is sufficient since the expression (562) does not involve any derivatives of the coefficients \( a^{ij} \). Moreover, we will assume that \( L \) is strongly elliptic; that is, we suppose that there exists a real number \( \lambda > 0 \) such that
\[ \sum a^{ij} \xi_i \xi_j \geq \lambda |\xi|^2 \]  
(564)
for all \( \xi \in \mathbb{R}^n \).

Note that in (562) we have implicitly embedded the space \( V \) in the dual space \( V^* \). In particular, we have embedded \( V \) into \( V^* \) through the composition map
\[ V \xrightarrow{\iota} L^2(\Omega) \xrightarrow{\varphi} (L^2(\Omega))^* \xrightarrow{T} V^*, \]  
(565)
where \( \iota \) is the inclusion map
\[ \iota : V \rightarrow L^2(\Omega), \]  
(566)
\( \varphi \) is the isometric isomorphism which takes \( u \in L^2(\Omega) \) to the bounded linear functional \( f_u : L^2(\Omega) \rightarrow \mathbb{R} \) defined via
\[ f_u(v) = \int_\Omega u(x) v(x) \, dx, \]  
(567)
and \( T : (L^2(\Omega))^* \rightarrow V^* \) is the linear map defined by
\[ T[\phi] = \phi|_V. \]  
(568)
Note that the map \( T \) is bounded (obviously), injective (because \( V \) contains \( C^\infty_c(\Omega) \) and is therefore dense in \( L^2(\Omega) \)), and has dense range (since \( V \) is reflexive). When \( u \in L^2(\Omega) \) and \( v \in V \), the duality pairing between \( V \) and \( V^* \) agrees with the \( L^2(\Omega) \) norm:
\[ \langle v, u \rangle_{V \times V^*} = \langle v, u \rangle_{L^2(\Omega)} = \int_\Omega v(x) u(x) \, dx. \]  
(569)
Note also that this embedding of \( V \) into \( V^* \) is plainly not compatible with the usual identification of the Hilbert space \( V \) with its dual space.
4.2. The Dirichlet Problem Sans Lower Order Terms

Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$, that $L$ is a second order partial differential operator of the form

$$L[u](x) = -D_i \left( a^{ij}(x) D_j u(x) \right)$$

with $a^{ij}$ are bounded measurable functions $\Omega \to \mathbb{R}$ (i.e. elements of $L^\infty(\Omega)$), and that there exists a real number $\lambda > 0$ such that

$$a^{ij}(x) \xi_i \xi_j \geq \lambda |\xi|^2$$

for all $x \in \Omega$ and $\xi \in \mathbb{R}^n$ (that is, we are assuming that $L$ is strongly elliptic in $\Omega$). The operator $L$ is a mapping from $H^1_0(\Omega) \to H^{-1}(\Omega)$; in particular, $L[u]$ is the mapping which takes $v \in H^1_0(\Omega)$ to

$$\int_\Omega a^{ij}(x) D_j u(x) D_i v(x) \, dx.$$ 

A function $u \in H^1_0(\Omega)$ is a weak solution of the Dirichlet boundary value problem

$$\begin{cases}
L[u](x) = f(x) & \text{in } \Omega \\
u(x) = 0 & \text{on } \partial\Omega,
\end{cases}$$

where $f \in H^{-1}(\Omega)$, if

$$L[u](v) = \langle f, v \rangle$$

for all $v \in H^1_0(\Omega)$. In (574), $\langle f, v \rangle$ refers to the duality pairing of $V^*$ and $V$.

**Theorem 91.** The mapping $L$ defined via formula (570) is bounded and coercive.

**Proof.** The $a^{ij}$ are bounded, so there exists a real number $\eta > 0$ such that

$$|a^{ij}(x)| \leq \eta$$

for all $i, j = 1, \ldots, n$ and $x \in \Omega$. Using (575) and Hölder’s inequality, we see that

$$|\langle L[u], v \rangle| = \left| \int_\Omega a^{ij}(x) D_j u(x) D_i v(x) \, dx \right|$$

$$\leq \eta \sum_{i,j=1}^n \int_\Omega |D_j u(x) D_i v(x)| \, dx$$

$$\leq \eta \sum_{i,j=1}^n \|D_j u\|_2 \|D_i v\|_2$$

$$\leq \eta \sum_{i,j=1}^n \|D u\|_2 \|D v\|_2$$

$$\leq n^2 \eta \|u\|_{H^1_0(\Omega)} \|v\|_{H^1_0(\Omega)}$$

for all $u$ and $v$ in $H^1_0(\Omega)$. We conclude that $L$ is bounded.

The strong ellipticity of $L$ implies that

$$a^{ij}(x) D_j u(x) D_i u(x) \geq \lambda |Du(x)|^2$$

(577)
for all \( u \in H^1_0(\Omega) \). From (577) we conclude that
\[
\langle L[u], u \rangle = \int_\Omega a^{ij}(x) D_j u(x) D_i u(x) \, dx \geq \lambda \int_\Omega |D u(x)|^2 \, dx = \lambda \|D u\|_2^2.
\] (578)
According to Poincaré’s inequality, there exists a real number \( \beta > 0 \) such that
\[
\|u\|_2 \leq \beta \|D u\|_2
\] (579)
for all \( u \in H^1_0(\Omega) \). By combining (578) and (579) we see that
\[
\langle L[u], u \rangle = \int_\Omega a^{ij}(x) D_j u(x) D_i u(x) \, dx \\
\geq \lambda \int_\Omega |D u(x)|^2 \, dx \\
= \lambda \|D u\|_2^2 \\
\geq \frac{\lambda}{2} \|D u\|_2^2 + \frac{\lambda}{2\beta} \|u\|_2^2 \\
\geq \min \left\{ \frac{\lambda}{2}, \frac{\lambda}{2\beta} \right\} \|u\|^2_{H^1_0(\Omega)}
\] (580)
for all \( u \in H^1_0(\Omega) \), where \( C \) is an appropriately chosen constant. We conclude that \( L \) is coercive. \( \square \)

In light of Theorem 91, we can apply the Lax-Milgram theorem (Theorem 27 in Section 2.4) in order to conclude that (573) admits a unique weak solution \( u \), and that there exists a constant \( C \) (depending on \( L \) and \( \Omega \) but not \( f \)) such that
\[
\|u\|_{H^1_0(\Omega)} \leq C \|f\|_{H^{-1}(\Omega)}.
\] (581)
Note that if \( a^{ij} = a^{ji} \) for all \( i, j = 1, \ldots, n \), then \( L \) defines an inner product on \( H^1_0(\Omega) \) through the formula
\[
\langle u, v \rangle = \langle L[u], v \rangle
\] (582)
and the Riesz representation theorem suffices to establish the existence of weak solutions of (573).

We now reduce the inhomogeneous boundary value problem
\[
\begin{aligned}
L[u](x) &= f(x) \quad \text{in } \Omega \\
u(x) &= g \quad \text{on } \partial \Omega
\end{aligned}
\] (583)
to a homogeneous problem of the form (573). As before, we assume that \( f \in H^{-1}(\Omega) \) and, in addition, we assume that \( g \) is the trace of a function \( \psi \) in \( H^1(\Omega) \). In order for the trace operator to be defined, we will need to make some assumptions on the regularity of the boundary of \( \Omega \). We will assume that \( \Omega \) is a bounded Lipschitz domain. We let \( w \) be a weak solution of the boundary value problem
\[
\begin{aligned}
L[w](x) &= f(x) - L[\psi](x) = f(x) + D_i \left( a^{ij}(x) D_j \psi(x) \right) \quad \text{in } \Omega \\
w(x) &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\] (584)
By \( f(x) + D_i (a^{ij}(x) D_j \psi(x)) \), we mean the bounded linear functional on \( H^1_0(\Omega) \) defined via
\[
v \to \langle f, v \rangle + \int_\Omega a^{ij} D_j \psi(x) D_i v(x) \, dx.
\] (585)

We observe that
\[
\left| \int_\Omega a^{ij} D_j \psi(x) D_i v(x) \, dx \right| \leq C \| \psi \|_{H^1(\Omega)} \| v \|_{H^1_0(\Omega)}
\] (the argument is identical to that used in the proof of Theorem 91 to show that \( B \) is bounded) so that
\[
\| f + D_i (a^{ij} D_j \psi) \|_{H^{-1}(\Omega)} \leq C \left( \| f \|_{H^{-1}(\Omega)} + \| \psi \|_{H^1(\Omega)} \right).
\] (587)

From (584), we see that
\[
\int_\Omega L^r w + \psi s(x) v(x) \, dx = \langle f, v \rangle
\] (588)
for all \( v \in H^1_0(\Omega) \), and that the trace of \( w + \psi \) is \( g \). In other words, \( w + \psi \) is a weak solution of boundary value problem (583). Moreover, the Lax-Milgram theorem together with (587) implies that
\[
\| w \|_{H^1_0(\Omega)} \leq C \left( \| f \|_{H^{-1}(\Omega)} + \| \psi \|_{H^1(\Omega)} \right),
\] (589)
from which we obtain the bound
\[
\| w + \psi \|_{H^1(\Omega)} \leq C \left( \| f \|_{H^{-1}(\Omega)} + \| \psi \|_{H^1(\Omega)} \right)
\] (590)
for the solution \( w + \psi \) of (583). We summarize our conclusions in the following theorem.

**Theorem 92.** Suppose that \( \Omega \) is a bounded open set in \( \mathbb{R}^n \) with Lipschitz boundary, that \( \mathcal{T} : H^1(\Omega) \to L^2(\partial\Omega) \) denotes the trace operator, and that \( L \) is a strongly elliptic operator of the form
\[
L[u](x) = -D_i \left( a^{ij} D_j u \right)
\] (591)
with \( a^{ij} \) bounded, measurable functions. Then for each \( f \in H^{-1}(\Omega) \) and \( \psi \in H^1(\Omega) \) there is a unique weak solution \( u \) of the Dirichlet problem
\[
\begin{cases}
L[u](x) = f(x) & \text{in } \Omega \\
\quad u(x) = \mathcal{T}[\psi](x) & \text{on } \partial\Omega.
\end{cases}
\] (592)
Moreover, there is a constant \( C > 0 \) depending on \( \Omega \) and \( L \) such that
\[
\| u \|_{H^1(\Omega)} \leq C \left( \| f \|_{H^{-1}(\Omega)} + \| \psi \|_{H^1_0(\Omega)} \right)
\] (593)
whenever \( u \) is the weak solution of (592).

Suppose that \( \mathcal{T}[\tilde{\psi}] = \mathcal{T}[\psi] \), that \( u \) is the solution of (592) constructed in the preceding theorem, and that \( \bar{u} \) is the solution of
\[
\begin{cases}
L[\bar{u}](x) = f(x) & \text{in } \Omega \\
\quad \bar{u}(x) = \mathcal{T}[\tilde{\psi}](x) & \text{on } \partial\Omega.
\end{cases}
\] (594)
constructed in the same fashion. Then \( u - \tilde{u} \) solves
\[
\begin{cases}
L [\tilde{u} - u] (x) = 0 & \text{in } \Omega \\
u(x) - \tilde{u}(x) = 0 & \text{on } \partial \Omega.
\end{cases}
\]
(595)
It obviously follows that \( u - \tilde{u} = 0 \); i.e., \( u = \tilde{u} \). In particular, the solution of the boundary value problem depends only on the trace of \( \psi \).

Theorem 74 characterizes the traces of functions in \( H^1 (\Omega) \) when \( \Omega \) is a Lipschitz domain. In particular, it asserts that for every \( g \in H^{1/2} (\partial \Omega) \), there exists a function \( \psi \in H^1 (\Omega) \) whose trace is \( g \) and such that
\[
\| \psi \|_{H^1 (\Omega)} \leq C \| g \|_{H^{1/2} (\partial \Omega)}.
\]
(596)
We obtain the following theorem by combining this observation with Theorem 92.

**Theorem 93.** Suppose that \( \Omega \) is a Lipschitz domain in \( \mathbb{R}^n \), and that \( L \) is a strongly elliptic operator of the form
\[
L [u] (x) = -D_i (a^{ij} D_j u)
\]
(597)
with \( a^{ij} \) bounded, measurable functions. Then for every \( f \in H^{-1} (\Omega) \) and every \( g \in H^{1/2} (\partial \Omega) \) there exists a unique weak solution \( u \) of the Dirichlet boundary value problem
\[
\begin{cases}
L [u] (x) = f(x) & \text{in } \Omega \\
u(x) = g(x) & \text{on } \partial \Omega.
\end{cases}
\]
(598)
Moreover, there exists a constant \( C > 0 \) which depends on \( L \) and \( \Omega \) such that
\[
\| u \|_{H^1 (\Omega)} \leq C \left( \| f \|_{H^{-1} (\Omega)} + \| g \|_{H^{1/2} (\partial \Omega)} \right)
\]
(599)
whenever \( u \) is a weak solution of the boundary value problem (598). In other words, the operator \( L \oplus \mathcal{T} \) is an isomorphism
\[
H^1 (\Omega) \to H^{-1} (\Omega) \oplus H^{1/2} (\partial \Omega).
\]
(600)

Our results on the existence of weak solutions for the problem with homogeneous boundary conditions together with the \( L \oplus \mathcal{T} \) is a continuous surjective mapping. The bounded inverse theorem shows that the injectivity of this operator is equivalent to the bound (599).

### 4.3. The Dirichlet Problem for General Second Order Operators

In this section, we treat the Dirichlet boundary value problem
\[
\begin{cases}
L [u] (x) = f(x) & \text{in } \Omega \\
u(x) = 0 & \text{on } \partial \Omega
\end{cases}
\]
(601)
for a more general class of strongly elliptic second order operators. More specifically, we suppose that \( L \) is of the form
\[
L [u] (x) = -D_i \left( a^{ij} (x) D_j u(x) + b^i (x) u(x) \right) + c^i (x) D_i u(x) + d(x) u(x)
\]
(602)
with \(a^{ij}, b^i, c^i\) and \(d\) bounded measurable functions \(\Omega \rightarrow \mathbb{R}\), and that exists a real number \(\lambda > 0\) such that
\[
a^{ij}(x)\xi_i\xi_j \geq \lambda |\xi|^2
\] (603)
for all \(\xi \in \mathbb{R}^n\). In order to develop existence and uniqueness results for the boundary value problem (601), we will need to use elementary results from the theory of Fredholm operators in addition to the Lax-Milgram theorem.

Since the coefficients of \(L\) are bounded, there exists a real number \(\eta > 0\) such that
\[
|a^{ij}(x)| + |b^i(x)| + |c^i(x)| + |d(x)| \leq \eta
\] (604)
for all \(i, j = 1, \ldots, n\) and all \(x \in \Omega\). We observe that
\[
|\langle L[u], v \rangle| \leq \left| \int_{\Omega} a^{ij}(x)D_j u(x)D_i v(x) + b^i(x)u(x)D_i v(x) + c^i(x)D_i u(x)v(x) + d(x)u(x)v(x) \, dx \right|
\]
\[
\leq \sum_{i,j=1}^n \eta \|D_j u\|_2 \|D_i v\|_2 + \sum_{i=1}^n \eta \|u\|_2 \|D_i v\|_2 + \sum_{i=1}^n \eta \|D_i u\|_2 \|v\|_2 + \eta \|u\|_2 \|v\|_2
\]
\[
\leq (n^2 + 2n + 1)\eta \|u\|_{H^1_0(\Omega)} \|v\|_{H^1_0(\Omega)}
\]
from which we conclude that the operator \(L\) is bounded. We cannot apply the Lax-Milgram theorem to \(L\) directly since it is no longer necessarily coercive. We will proceed by combining the Lax-Milgram theorem with the Fredholm alternative. In particular, we show that the operator \(L + \sigma I\) is invertible when \(\sigma\) is a sufficiently large real number.

For each real number \(\sigma > 0\), we define a new linear partial differential operator \(L_\sigma\) via the formula
\[
L_\sigma[u](x) = L[u](x) + \sigma I[u](x), \quad \text{(605)}
\]
where \(I\) denotes the embedding of \(H^1_0(\Omega)\) into \(H^{-1}(\Omega)\). That is, \(I\) is the mapping which takes \(u \in H^1_0(\Omega)\) to the mapping \(\varphi_u \in H^{-1}(\Omega)\) defined via the formula
\[
\varphi_u(v) = \int_{\Omega} u(x)v(x) \, dx.
\] (606)

**Theorem 94.** The linear operator \(I : H^1_0(\Omega) \rightarrow H^{-1}(\Omega)\) is compact.

**Proof.** We factor \(I\) as \(I = I_2I_1\), where
\[
I_1 : H^1_0(\Omega) \rightarrow L^2(\Omega) \quad \text{(607)}
\]
is the inclusion map and
\[
I_2 : L^2(\Omega) \rightarrow H^{-1}(\Omega) \quad \text{(608)}
\]
is the embedding of \(L^2(\Omega)\) into \(H^{-1}(\Omega)\). According to the Rellich-Kondrachov theorem, \(I_1\) is compact. Consequently, the composition \(I_2I_1\) is as well. \(\square\)

From (4.3), it is clear that \(L_\sigma\) is bounded. Moreover:

**Theorem 95.** For all sufficiently large \(\sigma\), the operator \(L_\sigma\) defined in (605) is coercive.
4.3. THE DIRICHLET PROBLEM FOR GENERAL SECOND ORDER OPERATORS

**Proof.** We let \( u \) be an arbitrary element of \( H^1_0(\Omega) \). Using the assumption that \( L \) is strongly elliptic, we obtain

\[
\lambda \int_{\Omega} |Du(x)|^2 \, dx \leq \int_{\Omega} a^{ij}(x)D_ju(x)D_iu(x) \, dx \\
= \langle L_\sigma[u], u \rangle - \int_{\Omega} \left( b^i(x) + c^i(x) \right) u(x)D_iu(x) \, dx + d(x) (u(x))^2 \, dx \tag{609}
- \sigma \int_{\Omega} (u(x))^2 \, dx.
\]

By letting

\[
a = (2\epsilon)^{-1/2}u(x) \tag{610}
\]
and

\[
b = (2\epsilon)^{1/2}D_iu(x), \tag{611}
\]
where \( \epsilon \) is a positive real number which we will choose shortly, in Cauchy’s inequality

\[
2ab \leq a^2 + b^2, \tag{612}
\]
we obtain

\[
u(x)D_iu(x) \leq \frac{1}{4\epsilon} (u(x))^2 + \epsilon (D_iu(x))^2. \tag{613}
\]

We insert (613) into (609) in order to conclude that

\[
\lambda \int_{\Omega} |Du(x)|^2 \, dx \leq \langle L_\sigma[u], u \rangle + 2\eta \sum_{i=1}^n \left( \frac{1}{4\epsilon} \int_{\Omega} (u(x))^2 \, dx + \epsilon \int_{\Omega} (D_iu(x))^2 \, dx \right) \\
+ (\eta - \sigma) \int_{\Omega} (u(x))^2 \, dx \tag{614}
= \langle L_\sigma[u], u \rangle + \left( \frac{2\eta n}{4\epsilon} + \eta - \sigma \right) \int_{\Omega} |u(x)|^2 \, dx + 2\eta \epsilon \int_{\Omega} |Du|^2 \, dx,
\]
where \( \eta \) is as in (604). We rearrange (614) as

\[
(\lambda - 2\eta \epsilon) \int_{\Omega} |Du(x)|^2 \, dx + \left( \sigma - \frac{2\eta n}{4\epsilon} - \eta \right) \int_{\Omega} |u(x)|^2 \, dx \leq \langle L_\sigma[u], u \rangle \tag{615}
\]
and let \( \epsilon = \frac{\lambda}{4\eta} \) in (615) in order to obtain

\[
\frac{\lambda}{2} \int_{\Omega} |Du(x)|^2 \, dx + \left( \sigma - \frac{8\eta^2 n + 4\lambda \eta}{4\lambda} \right) \int_{\Omega} |u(x)|^2 \, dx \leq \langle L_\sigma[u], u \rangle, \tag{616}
\]
from which conclude that \( L_\sigma \) is coercive when \( \sigma \) is sufficiently large. \( \square \)

We now choose \( \sigma > 0 \) so as to ensure that \( L_\sigma \) is coercive. Since \( L_\sigma \) is bounded and coercive, the Lax-Milgram theorem ensures that for each \( f \in H^1_0(\Omega) \) there is a unique element \( u \) of \( H^1_0(\Omega) \) such that

\[
\langle L_\sigma[u], v \rangle = \langle f, v \rangle \tag{617}
\]
for all \( v \in H^1_0(\Omega) \), and that there exists a constant \( C > 0 \) such that

\[
\|u\| \leq C\|f\|. \tag{618}
\]
In other words, the operator $L + \sigma I : H^1_0(\Omega) \to H^{-1}(\Omega)$ is an isomorphism. It follows that the operator $L$ is a Fredholm operator of index 0. We conclude from this observation and Theorem 25 that the boundary value problem (601) is uniquely solvable for each right-hand side $f$ if and only if the homogeneous equation

$$
\begin{cases}
L[u](x) = 0 \text{ in } \Omega \\
u(x) = 0 \text{ on } \partial\Omega
\end{cases}
$$

(admits only the trivial solution.

**Exercise 31.** Suppose that $\Omega$ is the unit disk in $\mathbb{R}^2$. Show that there exist $\lambda \in \mathbb{R}$ such that the boundary value problem

$$
\begin{cases}
\Delta u(x) + \lambda^2 u(x) = 0 \text{ in } \Omega \\
u(x) = 0 \text{ on } \partial\Omega
\end{cases}
$$

admits nontrivial (classical) solutions $u \in C^2(\Omega)$.

The weak maximum principle can be used to show that (619) has a unique solution under certain conditions on the operator $L$. In order to state it, a definition is in order. Suppose that $u \in H^1(\Omega)$. Then we say that $u \leq 0$ on $\partial\Omega$ provided the function

$$u^+ = \max\{u, 0\}
$$

is an element of $H^1_0(\Omega)$. Similarly, we say that $u \leq r$ on $\Omega$ provided $(u - r) \leq 0$ on $\partial\Omega$ and we define the supremum of $u$ on $\partial\Omega$ as follows

$$\sup_{x \in \partial\Omega} u(x) = \inf\{r \in \mathbb{R} : u \leq r \text{ on } \partial\Omega\}.
$$

**Theorem 96.** Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$, that the operator $L : H^1(\Omega) \to H^{-1}(\Omega)$ defined via

$$L[u] = -D_i(a^{ij}(x)D_ju + b^j(x)u) + c^i(x)D_iu + d(x)u
$$

is strongly elliptic on $\Omega$ with coefficients in $L^\infty(\Omega)$. Suppose also that $u \in H^1(\Omega)$ such that $L[u] \leq 0$ in the sense that

$$\langle L[u], v \rangle \leq 0
$$

for all $v \geq 0$ in $C^1_c(\Omega)$, and that the coefficients $d$ and $c^i$ are such that

$$\int_\Omega b^i(x)D_i v(x) + d(x)v(x) \, dx \geq 0
$$

for all $v \geq 0$ in $C^1_c(\Omega)$. Then

$$u(x) \leq \sup_{x \in \partial\Omega} u^+(x)
$$

for almost all $x \in \Omega$.

**Proof.** We observe that if $u \in H^1(\Omega)$ and $v \in H^1_0(\Omega)$, then $uv \in W^{1,1}_0(\Omega)$ and

$$D(uv) = vDu + uDv.
$$
We now manipulate (625) in order to see that
\[
\int_{\Omega} a^{ij}(x) D_j u(x) D_i v(x) + b^i(x) u(x) D_i v(x) + c^i(x) v(x) D_i u(x) \, dx
\]
\[
\leq \int_{\Omega} -d(x) u(x) v(x) \, dx
\]  
(629)
for all \( v \in H_0^1(\Omega) \) such that \( v \geq 0 \). By subtracting
\[
\int_{\Omega} b^i(x) D_i (uv)(x) \, dx = \int_{\Omega} b^i(x)v(x) D_i u(x) + b^i(x)u(x) D_i v(x) \, dx
\]  
(630)
from both sides of (629) and invoking (626) we conclude that
\[
\int_{\Omega} a^{ij}(x) D_j u(x) D_i v(x) + (c^i(x) - b^i(x))v(x) D_i u(x) \, dx
\]
\[
\leq \int_{\Omega} -d(x) u(x) v(x) \, dx - b^i(x) D_i (uv)(x) \, dx \leq 0
\]  
(631)
for all \( v \geq 0 \) in \( H_0^1(\Omega) \) such that \( uv \geq 0 \). Since the coefficients of \( L \) are bounded, if follows from (631) that there exists \( C > 0 \) such that
\[
\int_{\Omega} a^{ij}(x) D_j u(x) D_i v(x) \, dx \leq C \int_{\Omega} v(x) |Du(x)| \, dx
\]  
(632)
for all \( v \geq 0 \) in \( H_0^1(\Omega) \) such that \( uv \geq 0 \).

Now we suppose that
\[
\sup_{x \in \partial \Omega} u(x) < r < \|u\|_{L^\infty(\Omega)}
\]  
(633)
and let \( v = \max\{u - r, 0\} \). Then \( v \in H_0^1(\Omega) \) (since \( u < r \) on \( \partial \Omega \) so that \( u - r \leq 0 \) on \( \partial \Omega \)) and \( uv \geq 0 \) (note that \( r \geq 0 \)). Moreover, \( v \) is weakly differentiable and
\[
Dv(x) = \begin{cases} 
Du(x) & u(x) > r \\
0 & u(x) \leq r.
\end{cases}
\]  
(634)
From (632) we conclude that
\[
\int_{\Omega} a^{ij}(x) D_j u(x) D_i v(x) \, dx \leq C \int_{\Omega} v(x) |Du(x)| \, dx
\]  
(635)
for some constant \( C \) which does not depend on \( r \). Since \( Dv(x) = Du(x) \) for any \( x \) in the support of \( v \) (which contains the support of \( Dv \)), (635) implies that
\[
\int_{\Omega} a^{ij}(x) D_j v(x) D_i v(x) \, dx \leq C \int_{\supp(v)} v(x) |Dv(x)| \, dx.
\]  
(636)
It is clear from (636) that if \( \Gamma \) denotes the support of \( Dv \) then, in fact,
\[
\int_{\Omega} a^{ij}(x) D_j v(x) D_i v(x) \, dx \leq C \int_{\Gamma} v(x) |Dv(x)| \, dx.
\]  
(637)
From (637) and the strong ellipticity of \( L \), we see that there exists \( C' > 0 \) which does not depend on \( r \) and such that
\[
\|Dv\|_2^2 = \int_{\Omega} |Dv|^2 \, dx \leq C' \int_{\Gamma} v(x) |Dv(x)| \, dx \leq C'' \|v\|_{L^2(\Gamma)} \|Dv\|_{L^2(\Omega)}.
\]  
(638)
4.3. THE DIRICHLET PROBLEM FOR GENERAL SECOND ORDER OPERATORS

Dividing both sides of (638) by $\|Dv\|_2$ yields

$$\|Dv\|_2 \leq C'\|v\|_{L^2(\Gamma)}.$$

(639)

In the case when $n \geq 3$, we apply the Sobolev imbedding theorem to conclude that

$$\|v\|_{L^{2n/(n-2)}(\Omega)} \leq \|Dv\|_2 \leq C'\|v\|_{L^2(\Gamma)}.$$

(640)

Now we observe that

$$\frac{2}{n} + \frac{n-2}{n} = 1$$

(641)

and invoke Hölder’s inequality with $p = n/2$ and $q = n/(n-2)$ in order to obtain

$$\int_{\Gamma} v(x)^2 \, dx \leq \left( \int_{\Gamma} |v|^{\frac{2n}{n-2}} \, dx \right)^{\frac{n-2}{n}} \left( \int_{\Omega} |v|^{2/2} \, dx \right)^{\frac{n-2}{n}} \left| \Gamma \right|^{2/n}$$

(642)

so that

$$\|v\|_{L^2(\Gamma)} \leq \|v\|_{L^{2n/(n-2)}(\Omega)} \left| \Gamma \right|^{1/n}.$$

(643)

We conclude from (643) and (640) that

$$\left| \Gamma \right| \geq (C')^{1/n}.$$

(644)

For all $r > 0$, we let

$$\Omega_m = \{ x \in \Omega : u(x) \geq \|u\|_{\infty} - 1/m \}$$

(645)

and we set

$$\Omega' = \bigcap_{m>0} \Omega_m.$$  

(646)

We observe that the sets $\Omega_m$ are decreasing sets of finite measure, so that

$$\left| \Omega' \right| = \lim_{m \to \infty} \left| \Omega_m \right| \geq (C')^{1/n}.$$  

(647)

Since $u$ obtains its essential supremum on $\Omega'$ — and is constant on that set — it follows that $Du = 0$ almost everywhere on $\Omega'$. But $\Omega'$ is a set of positive measure on which $Du \neq 0$. We conclude that $u \leq \sup_{\partial \Omega} u^+$ from this contradiction We leave the modifications necessary to establish the result in the event that $n = 1$ or $n = 2$ to the reader as well as the

□

The following follows easily from Theorem 96.

**Theorem 97.** Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$, that the operator $L : H^1(\Omega) \to H^{-1}(\Omega)$ defined via

$$L[u] = -D_i \left( a^{ij}(x) D_j u + b^i(x) u \right) + c^i(x) D_i u + d(x) u$$

(648)

is strongly elliptic on $\Omega$ with coefficients in $L^\infty(\Omega)$. Suppose also that $u \in H^1(\Omega)$ such that $L[u] \geq 0$ in the sense that

$$\langle L[u], v \rangle \geq 0$$

(649)

for all $v \geq 0$ in $C^1_c(\Omega)$, and that the coefficients $d$ and $c^i$ are such that

$$\int_{\Omega} b^i(x) D_i v(x) + d(x) v(x) \, dx \geq 0$$

(650)
for all $v \geq 0$ in $C^1_c(\Omega)$. Then
\begin{equation}
  u(x) \geq \inf_{x \in \partial \Omega} u^-(x)
\end{equation} \tag{651}
for almost all $x \in \Omega$.

The following theorem is an immediate consequence of Theorems 96 and 97.

**Theorem 98.** Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$, that
\begin{equation}
  L[u] = -D_i \left( a^{ij}(x) D_j u(x) + b^i(x) u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)
\end{equation} \tag{652}
is a strongly elliptic operator $H^1_0(\Omega) \to H^{-1}(\Omega)$ with bounded coefficients, and that
\begin{equation}
  \int_{\Omega} b^i(x) D_i v(x) + d(x) v(x) \, dx \geq 0
\end{equation} \tag{653}
for all $v \in H^1_0(\Omega)$ such that $v \geq 0$. Then the boundary value problem
\begin{equation}
\begin{aligned}
  L[u] (x) &= 0 \quad \text{in } \Omega \\
  u(x) &= 0 \quad \text{on } \partial \Omega
\end{aligned}
\end{equation} \tag{654}
admits only the trivial solution $u = 0$. This is the case, in particular, if $b^i = 0$ for all $i$ and $d \geq 0$.

We are now prepared to state our main result regarding strongly elliptic second order operators which satisfy the hypotheses of the weak maximal theorem.

**Theorem 99.** Suppose that $\Omega$ is a Lipschitz domain in $\mathbb{R}^n$, that
\begin{equation}
  L[u] (x) = -D_i \left( a^{ij}(x) D_j u(x) + b^i(x) u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)
\end{equation} \tag{655}
is strongly elliptic on $\Omega$ with coefficients in $L^\infty(\Omega)$. Suppose also that
\begin{equation}
  \int_{\Omega} b^i(x) D_i v(x) + d(x) v(x) \, dx \geq 0
\end{equation} \tag{656}
for all $v \in H^1_0(\Omega)$ such that $v \geq 0$. This is the case, in particular, if $L$ is of the form
\begin{equation}
  L[u] (x) = -D_i \left( a^{ij}(x) D_j u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)
\end{equation} \tag{657}
with $d(x) \geq 0$ for almost all $x$ in $\Omega$. Then for each $f \in H^{-1}(\Omega)$ and $g \in H^{1/2}(\partial \Omega)$ the boundary value problem
\begin{equation}
\begin{aligned}
  L[u] (x) &= f(x) \quad \text{in } \Omega \\
  u(x) &= g \quad \text{on } \partial \Omega
\end{aligned}
\end{equation} \tag{658}
admits a unique weak solution $u$. Moreover, there exists a constant $C > 0$ such that
\begin{equation}
  \|u\|_{H^1(\Omega)} \leq C \left( \|f\|_{H^{-1}(\Omega)} + \|g\|_{H^{1/2}(\partial \Omega)} \right)
\end{equation} \tag{659}
whenever $u$ is the weak solution of (658) In other words the operator
\begin{equation}
  L \oplus \mathcal{T} : H^1(\Omega) \to H^{-1}(\Omega) \oplus H^{1/2}(\partial \Omega)
\end{equation} \tag{660}
is an isomorphism.

**Proof.** The trace operator $\mathcal{T} : H^1(\Omega) \to H^{1/2}(\partial \Omega)$ has a continuous right inverse, which we denote by $\mathcal{T}^{-1}$ (this choice is not unique). We let $C_1 > 0$ be such that
\begin{equation}
  \|\mathcal{T}^{-1} [h]\|_{H^1(\Omega)} \leq C_1 \|h\|_{H^{1/2}(\partial \Omega)}
\end{equation} \tag{661}
for all $h \in H^{1/2} (\partial \Omega)$.

We will now analyze the boundary value problem
\[
\begin{cases}
L [u] (x) = \tilde{f} (x) & \text{in } \Omega \\
w (x) = 0 & \text{on } \partial \Omega,
\end{cases}
\tag{662}
\]

According to Theorem 95, there exists $\sigma > 0$ such that $K = L + \sigma I : H^1_0 (\Omega) \to H^{-1} (\Omega)$ is coercive and hence invertible. It follows that $L = K - \sigma I$ is compact by Theorem 94. Theorem 98 implies that the dimension of the kernel of $L$ is 0; it follows that the dimension of the cokernel of $\text{Im}(L)$ is 0. In particular, the exists a unique solution $w$ of (662) for any given $\tilde{f}$. Consequently, we can view the operator $L$ as defining a continuous bijective mapping $H^1_0 (\Omega) \to H^{-1} (\Omega)$. By the bounded inverse theorem, this bijection has a continuous inverse. That is, there exists a constant $C_2$ such that
\[
\|w\|_{H^1_0 (\Omega)} \leq C_2 \|\tilde{f}\|_{H^{-1} (\Omega)}
\tag{663}
\]
whenever $w$ is the solution of (662).

We now let $g \in H^{1/2} (\partial \Omega)$ and $f \in H^{-1} (\Omega)$ be given. We let $\varphi = \mathcal{T}^{-1} [g]$ so that
\[
\|\varphi\|_{H^1 (\Omega)} \leq C_1 \|g\|_{H^{1/2} (\partial \Omega)},
\tag{664}
\]
and we let $\tilde{f} = f - L [\varphi]$. Obviously,
\[
\|\tilde{f}\|_{H^{-1} (\Omega)} \leq \|f\|_{H^{-1} (\Omega)} + \|L\| \|\varphi\|_{H^1 (\Omega)} \leq \|f\|_{H^{-1} (\Omega)} + C_1 \|L\| \|g\|_{H^{1/2} (\partial \Omega)}.
\tag{665}
\]

Now we let $w$ be the solution of (662). Then $w + \varphi$ solves (658) and
\[
\|w + \varphi\|_{H^1 (\Omega)} \leq \|w\|_{H^1 (\Omega)} + \|\varphi\|_{H^{-1} (\Omega)}
\leq C_2 \|\tilde{f}\|_{H^{-1} (\Omega)} + C_1 \|g\|_{H^{1/2} (\partial \Omega)}
\leq C_2 (\|f\|_{H^{-1} (\Omega)} + C_1 \|L\| \|g\|_{H^{1/2} (\partial \Omega)}) + C_1 \|g\|_{H^{1/2} (\partial \Omega)}
\leq C (\|f\|_{H^{-1} (\Omega)} + \|g\|_{H^{1/2} (\partial \Omega)}),
\tag{666}
\]
where $C = C_2 + C_1 (C_2 \|L\| + 1)$. We observe that this constant $C$ does not depend on $f$ or $g$. Among other things, the bound (666) implies that the solution of (658) is unique. \hfill \square

When $L$ does not satisfy the hypotheses of the weak maximal theorem, the boundary value problem
\[
\begin{cases}
L [u] (x) = 0 & \text{in } \Omega \\
u (x) = 0 & \text{on } \partial \Omega
\end{cases}
\tag{667}
\]
might admit nontrivial solutions, the problem
\[
\begin{cases}
L [u] (x) = f & \text{in } \Omega \\
u (x) = 0 & \text{on } \partial \Omega
\end{cases}
\tag{668}
\]
might or might not be solvable depending on $f$, and those solutions that do exist will not necessarily be unique. However, using the fact that $L$ is Fredholm we can still develop solvability conditions for (668) which involve the adjoint $L^*$ of $L$. 

We recall that the adjoint $L^*: H^1_0 (\Omega) \to H^{-1} (\Omega)$ of $L$ is defined via the relation
\[ \langle L[u], v \rangle = \langle u, L^*v \rangle \] (669)
for all $v \in H^1_0 (\Omega)$, and that the closure of the image of $T$ is the preannihilator of the kernel of $T^*$ (see Section 2.3). From (669) it is easy to see that $L^*$ is given by
\[ L^*[u](x) = -D_i \left( a^{ji}(x)D_j u(x) - c^j u(x) \right) - b^i(x)D_i u(x) + d(x)u(x). \] (670)
We let $p = \dim(\ker(L))$. Since $L$ is Fredholm of index 0, the dimension of $\ker(L^*)$ is also $p$, and we let $v_1^*, \ldots, v_p^*$ be a basis for $\ker(L^*) \subset H^1_0 (\Omega)$. That is, $v_1^*, \ldots, v_p^*$ is a basis in the space of solutions of the homogeneous adjoint problem
\[ \begin{cases} L^*[u](x) = 0 \text{ in } \Omega \\ u(x) = 0 \text{ on } \partial\Omega. \end{cases} \] (671)
Then $f$ is in the image of $L$ if and only if
\[ f(v_j^*) = 0 \text{ for all } j = 1, \ldots, p. \] (672)
In the event that (672) holds, the set of solutions of (668) is
\[ u(x) + \ker(L), \] (673)
where $u$ is any particular solution. In this case, an $a$ priori bound for solutions of (668) somewhat like (659) still holds and can be established in much the same way. In particular, we can view $L$ as a bounded surjective operator
\[ H^1_0 (\Omega) / \ker(L) \to \text{im}(L) \subset H^{-1} (\Omega). \] (674)
By the bounded inverse theorem, there exists a constant $C > 0$ such that
\[ \|u\|_{H^1_0 (\Omega) / \ker(L)} \leq C \|f\|_{H^{-1} (\Omega)} \] (675)
whenever $u$ is a weak solution of (668). We note that in the case where $f \in L^2 (\Omega)$ — we identify it with the mapping which takes $v \in H^1_0 (\Omega)$ to
\[ \int_\Omega f(x)v(x) \, dx \] (676)
— (672) is equivalent to
\[ \int_\Omega f(x)v_j^*(x) \, dx = 0 \text{ for all } j = 1, \ldots, p. \] (677)
In the case in which $f \in L^2 (\Omega)$, the inhomogeneous problem
\[ \begin{cases} L[u](x) = f \text{ in } \Omega \\ u(x) = \mathcal{T}[\varphi](x) \text{ on } \partial\Omega, \end{cases} \] (678)
where $f \in H^{-1} (\Omega)$ and $\varphi$ is an element of $H^1 (\Omega)$ is no more difficult to handle. In particular, since
\[ \langle L[\varphi], v_j^* \rangle = \langle \varphi, L^*[v_j^*] \rangle \langle \varphi, 0 \rangle = 0, \] (679)
the solvability criterion remains the same. We note that there is obviously no difficulty in extending the domains of $L$ and $L^*$ to $H^1 (\Omega) \supset H^1_0 (\Omega)$.
Theorem 100. Suppose that $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^n$, that the operator $L : H^1(\Omega) \to H^{-1}(\Omega)$ defined via
\[
L[u](x) = -D_i (a^{ij}(x) D_j u + b^i(x) u) + c^i(x) D_i u + d(x) u(x)
\]
(680)
is strongly elliptic on $\Omega$ with coefficients in $L^\infty(\Omega)$. Then the operator $L^* : H^1_0(\Omega) \to H^{-1}(\Omega)$ defined via
\[
L^*[v](x) = -D_i (a^{ij}(x) D_j v - c^i(x) v) - b^i(x) D_i v + d(x) v(x)
\]
(681)
is the adjoint of $L$. Moreover, if $f \in H^{-1}(\Omega)$, $\psi \in H^1(\Omega)$ and $v_1^*, \ldots, v_p^*$ is a basis in the space of weak solutions of the boundary value problem
\[
\begin{aligned}
L^*[v](x) &= 0 \quad \text{in } \Omega \\
v(x) &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
(682)
then the boundary value problem
\[
\begin{aligned}
L[u](x) &= f \quad \text{in } \Omega \\
u(x) &= \mathcal{T} [\psi](x) \quad \text{on } \partial \Omega,
\end{aligned}
\]
(683)
has a solution if and only if
\[
f (v_j^*) = 0 \quad \text{for all } j = 1, \ldots, p.
\]
(684)
Moreover, there exists a constant $C > 0$ such that
\[
\|u\|_{H^1(\Omega)/\ker(L)} \leq C \left( \|f\|_{H^{-1}(\Omega)} + \|\psi\|_{H^1(\Omega)} \right)
\]
(685)
whenever $u$ is a weak solution of (683).

We leave the formulation of the analog of Theorem 100 in the case in which $\Omega$ is a Lipschitz domain to the reader.

4.4. The Neumann Problem

We now develop a weak formulation of the Neumann problem
\[
\begin{aligned}
L[u](x) &= f(x) \quad \text{in } \Omega \\
a^{ij} \nu_i D_j u(x) &= g(x) \quad \text{on } \partial \Omega,
\end{aligned}
\]
(686)
where $L$ is of the form
\[
L[u](x) = -D_i (a^{ij}(x) D_j u(x)) + c^i(x) D_i u(x) + d(x) u(x).
\]
(687)
We assume that $L$ is strongly elliptic, and that the coefficients of $L$ are bounded measurable functions. In this section, we view $L$ as a mapping $H^1(\Omega) \to (H^1(\Omega))^*$. Moreover, we will assume that $\Omega$ is a bounded, connected Lipschitz domain. Among other things, this implies that $H^1(\Omega)$ is compactly contained in $L^2(\Omega)$.

We take $f$ in (686) to be an element of $(H^1(\Omega))^*$ and $g \in (H^{1/2}(\partial \Omega))^*$. We say that $u \in H^1(\Omega)$ is a weak solution of (686) provided
\[
\int_\Omega a^{ij} D_j u(x) D_i v(x) + c^i(x) D_i u(x) v(x) + d(x) u(x) v(x) \, dx
\]
\[
= \langle f, v \rangle + \langle g, \mathcal{T}(v) \rangle
\]
(688)
for all $v \in H^1(\Omega)$. Given $f$ and $g$, we let $F_{f,g}$ denote that bounded linear functional $H^1(\Omega) \to \mathbb{R}$ defined via

$$\langle F_{f,g}, v \rangle = \langle f, v \rangle + \langle g, \mathcal{T}(v) \rangle.$$  \hspace{1cm} (689)

Then (688) is equivalent to requiring that $L[u] = F_{f,g}$.

In the (fairly typical) case that $f \in L^2(\Omega)$ and $g \in L^2(\partial\Omega)$, (688) becomes

$$\int_\Omega a^{ij} D_j u(x) D_i v(x) + c^i(x) D_i u(x) v(x) + d(x) u(x) v(x) \, dx = \int_\Omega f(x) v(x) \, dx + \int_{\partial\Omega} g(x) \mathcal{T}[v](x) \, dS(x).$$  \hspace{1cm} (690)

To see that the formulation (688) is appropriate, we will assume that $u \in C^\infty(\bar{\Omega})$ satisfies (690), and that the coefficients $a^{ij}$, $c^i$ and $d$ are elements of $C^\infty(\bar{\Omega})$ as well. We integrate by parts in (690) to see that

$$\int_\Omega (-D_i(a^{ij} D_j u(x))v(x)) + c^i(x) D_i u(x) v(x) + d(x) u(x) v(x) \, dx$$

$$+ \int_{\partial\Omega} a^{ij} \nu_i D_j u(x) v(x) \, dS(x) = \int_\Omega f(x) v(x) \, dx + \int_{\partial\Omega} g(x) v(x) \, dS(x)$$  \hspace{1cm} (691)

for all $v \in C^\infty(\bar{\Omega})$. If $v \in C^\infty_c(\Omega)$, then the boundary terms in (691) vanish, leaving us with

$$\int_\Omega (-D_i(a^{ij} D_j u(x))v(x)) + c^i(x) D_i u(x) v(x) + d(x) u(x) v(x) \, dx = \int_\Omega f(x) v(x) \, dx.$$  \hspace{1cm} (692)

We conclude that

$$-D_i(a^{ij} D_j u(x)) + c^i(x) D_i u(x) + d(x) u(x) = f(x)$$  \hspace{1cm} (693)

almost everywhere in $\Omega$. By combining (693) and (691), we see that (690) implies that

$$\int_{\partial\Omega} a^{ij} \nu_i D_j u(x) v(x) \, dS(x) = \int_{\partial\Omega} g(x) v(x) \, dS(x)$$  \hspace{1cm} (694)

for all $v \in C^\infty(\bar{\Omega})$. Clearly, (694) implies that

$$\nu_i D_j u(x) = g(x)$$  \hspace{1cm} (695)

for almost all $x \in \partial\Omega$. In light of (693) and (695), it is reasonable to call (688) a weak formulation of the boundary value problem (686).

We now proceed much as we did in the case of the Dirichlet problem.

**Theorem 101.** For $\sigma > 0$ sufficiently large, the operator $L + \sigma I$ is coercive.

Since $H^{-1}(\Omega)$ is compactly embedded in $H^1(\Omega)$ (recall that we assumed $\Omega$ is a Lipschitz domain), it follows from Theorem 101 that $L : H^1(\Omega) \to (H^1(\Omega))^*$ is Fredholm of index 0.
The adjoint $L^* : H^1(\Omega) \to (H^1(\Omega))^*$ is given by
\[ L^* [u] (x) = -D_i \left( a^{ij}(x) D_j u(x) \right) - c^i(x) D_i u(x) + d(x) u(x). \tag{696} \]
If we let $v_1^*, \ldots, v_p^*$ denote a basis for $\ker(L^*)$, then (686) is solvable if and only if
\[ F_{f,g} \left( v_j^* \right) = 0 \quad \text{for all} \quad j = 1, \ldots, p. \tag{697} \]
We note that (697) imposes conditions on both $f$ and $g$ since it is equivalent to
\[ \langle f, v_j^* \rangle + \langle g, v_j^* \rangle = 0 \quad \text{for all} \quad j = 1, \ldots, p. \tag{698} \]
If $v_1, \ldots, v_p$ is a basis for $\ker(L)$ and $u$ is any weak solution of (686), then the set of solutions of (686) consists of any function of the form
\[ u + \sum_{j=1}^n a_j v_j. \tag{699} \]
Moreover, since $L : H^1(\Omega)/\ker(L) \to \mathcal{S}(L)$ is a continous bijection, the bounded inverse theorem implies that there exists a constant $C > 0$ such that
\[ \|u\|_{H^1(\Omega)/\ker(L)} \leq C \|F_{f,g}\|_{(H^1(\Omega))^*}, \tag{700} \]
whenever $u$ is a weak solution of (686).

In the particular case of operators of the form
\[ L [u] (x) = -D_i \left( a^{ij} D_j u(x) \right), \tag{701} \]
the solvability condition is quite simple. In this case, the adjoint of $L$ is
\[ L^* [u] (x) = -D_i \left( a^{ij} D_j u(x) \right). \tag{702} \]
We claim the the kernel of both $L$ and $L^*$ consists of the constant functions on $\Omega$. To see this we observe that if $L [u] (x) = 0$, then
\[ 0 = \langle L [u], u \rangle = \int_{\Omega} a^{ij} D_j u(x) D_i u(x) \, dx \geq \lambda |\Omega| \|Du\|^2_{H^1(\Omega)}, \tag{703} \]
which implies that $Du = 0$. The same argument applies to $L^*$. If $f \in L^2(\Omega)$ and $g \in L^2(\partial\Omega)$, then (697) is equivalent to
\[ \int_{\Omega} f(x) \, dx + \int_{\partial\Omega} g(x) = 0. \tag{704} \]
Moreover, if $u$ is a particular solution of (686), then every solution of (686) is of the form
\[ u(x) + C \tag{705} \]
with $C$ a constant.

**Remark 1.** If $\Omega$ has multiple connected components $\Omega_1, \ldots, \Omega_m$, then the kernels of $L^*$ and $L^*$ consist of sums of the form
\[ \sum_{j=1}^m a_j \chi_j(x), \tag{706} \]
where $\chi_j$ denotes the characteristic function of $\Omega_j$. 
4.5. Mixed boundary conditions

Once again, we let $\Omega$ be a bounded connected Lipschitz domain in $\mathbb{R}^n$, and let $L$ be a strongly elliptic operator of the form

$$L [u] (x) = -D_i \left( a^{ij} D_j u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)$$  \hspace{1cm} (707)

whose coefficients are $L^\infty (\Omega)$ functions. In the preceding section, we saw that the space of test functions $V$ in the weak formulation

$$\langle L [u], v \rangle = \langle f, v \rangle \quad \text{for all} \quad v \in V$$  \hspace{1cm} (708)

has a strong effect on the boundary conditions of the boundary value problem corresponding to it. In particular, choosing $V = H^1_0 (\Omega)$ lead to Dirichlet boundary conditions, while $V = H^1 (\Omega)$ gave us the Neumann problem. In this section, we briefly outline a variation on this idea.

Suppose that $\partial \Omega$ is decomposed as

$$\partial \Omega = \Gamma_D \cup \Gamma_N$$  \hspace{1cm} (709)

with $\Gamma_D$ and $\Gamma_N$ Lipschitz curves such that there exist bounded extension operators $H^{1/2} (\Gamma_D) \rightarrow H^{1/2} (\partial \Omega)$ and $H^{1/2} (\Gamma_N) \rightarrow H^{1/2} (\partial \Omega)$. We wish to devise a weak formulation for the boundary value problem

$$\begin{cases}
L [u] (x) = f(x) \quad \text{in} \quad \Omega \\
u(x) = g_D(x) \quad \text{on} \quad \Gamma_D \\
a^{ij} \nu_i D_j u(x) = g_N(x) \quad \text{on} \quad \Gamma_N.
\end{cases}$$  \hspace{1cm} (710)

Here, $f \in (H^1(\Omega))^*$, $g_D \in H^{1/2} (\Gamma_D)$, and $g_N \in \left( H^{1/2} (\Gamma_N) \right)^*$. We say that $u$ is a weak solution of (710) provided $\mathcal{T} [u] (x) = g_D(x)$ for almost all $x \in \Gamma_D$, and

$$\langle L [u], v \rangle = \langle f, v \rangle + \langle g_N, \mathcal{T} [v] \rangle$$  \hspace{1cm} (711)

for all $v$ in the space

$$H^1_D (\Omega) = \{ v \in H^1 (\Omega) : \mathcal{T} [v] (x) = 0 \quad \text{for almost all} \quad x \in \Gamma_D \}.$$  \hspace{1cm} (712)

We first reduce (707) to the homogeneous boundary value problem

$$\begin{cases}
L [w] (x) = \tilde{f}(x) \quad \text{in} \quad \Omega \\
w(x) = 0 \quad \text{on} \quad \Gamma_D \\
a^{ij} \nu_i D_j w(x) = g_N(x) \quad \text{on} \quad \Gamma_N.
\end{cases}$$  \hspace{1cm} (713)

To be entirely clear, we say that $w \in H^1_D (\Omega)$ is a weak solution of (713) provided

$$\langle L [u], v \rangle = \langle f, v \rangle + \langle g_N, \mathcal{T} [v] \rangle$$  \hspace{1cm} (714)

for all $v$ in the space $H^1_D (\Omega)$. If $\varphi$ is an element of $H^1 (\Omega)$ such that

$$\mathcal{T} (\varphi) = E [g_D],$$  \hspace{1cm} (715)

where $E : H^{1/2} (\Gamma_D) \rightarrow H^{1/2} (\partial \Omega)$ is an extension operator, and

$$\tilde{f}(x) = f(x) - L [\varphi] (x),$$  \hspace{1cm} (716)
then is easy to verify that $w + \varphi$ is a weak solution of (707) if and only if $w$ is a weak solution of (713). Once again, it is clear that $L + \sigma I$ is compact when $\sigma$ is sufficiently large, so that $L$ is Fredholm. We leave it to the reader to formulate the appropriate solvability conditions and \textit{a priori} bound in this case.

### 4.6. The Robin problem

One of the nice features of the Fredholm theory is that the addition of a compact operator to $L$ will result in yet another Fredholm operator. In this section, we exploit this fact to develop a weak formulation of the Robin boundary value problem

\[
\begin{align*}
L[u](x) &= f(x) \quad \text{for all in } \Omega \\
\sum_{i,j} a_{ij}(x) \nu_i D_j u(x) + B(x)u(x) &= g(x) \quad \text{on } \partial \Omega.
\end{align*}
\]  

(717)

Here, we will assume that $\Omega$ is a bounded, connected Lipschitz domain, and that $L$ is a strongly elliptic operator of the form

\[
L[u](x) = -D_i (a^{ij}(x) D_j u(x)) + c^i(x) D_i u(x) + d(x) u(x)
\]  

(718)

with $L^\infty(\Omega)$ coefficients. We take $f \in H^{-1}(\Omega)$, $B \in L^\infty(\partial \Omega)$ and $g \in (H^{1/2}(\partial \Omega))^\ast$. We define the operator $K : H^1(\Omega) \rightarrow (H^1(\Omega))^\ast$ via

\[
\langle K[u], v \rangle = \langle B, \mathcal{T}[u], \mathcal{T}[v] \rangle.
\]  

(719)

Again, we view $L$ as the operator $H^1(\Omega) \rightarrow (H^{-1}(\Omega))^\ast$ defined via

\[
\langle L[u], v \rangle = \int_{\Omega} (a^{ij}(x) D_j u(x) D_i u(x) + c^i(x) D_i u(x) v(x) + d(x) u(x) v(x)) \, dx
\]  

(720)

We introduce the operator $K : H^1(\Omega) \rightarrow (H^1(\Omega))^\ast$ defined via

\[
\langle K[u], v \rangle = \langle B, \mathcal{T}[u], \mathcal{T}[v] \rangle.
\]  

(721)

We say that $u \in H^1(\Omega)$ is a weak solution of (717) if

\[
\langle L[u] + K[u], v \rangle = \langle f, v \rangle + \langle g, \mathcal{T}[v] \rangle
\]  

(722)

for all $v \in H^1(\Omega)$. The operator $K$ is compact since $K$ is bounded $H^{1/2+\varepsilon}(\Omega) \rightarrow (H^1(\Omega))^\ast$ for any $\epsilon > 0$ and $H^{1/2+\varepsilon}(\Omega)$ is compactly embedded in $H^1(\Omega)$. That is, $K$ can be factored as an operator

\[
H^1(\Omega) \rightarrow H^{1/2+\varepsilon}(\Omega) \rightarrow (H^1(\Omega))^\ast.
\]  

(723)

The principal part of $L$ is coercive, so $L + K$ is a compact perturbation of a coercive operator, and hence Fredholm. If we let $F_{f,g}$ denote the element of $(H^1(\Omega))^\ast$ defined via

\[
\langle F_{f,g}, v \rangle = \langle f, v \rangle + \langle g, \mathcal{T}[v] \rangle,
\]  

(724)

then (717) admits weak solution if and only if

\[
F_{f,g}(v_j^*) = 0 \quad \text{for all } j = 1, \ldots, m,
\]  

(725)

where $v_1^*, \ldots, v_m^*$ is a basis for $\ker(L^* + K^*)$. Moreover, if $u$ is a weak solution of (717), then

\[
\|u\|_{H^1(\Omega)/\ker(L^* + K^*)} \leq C \left( \|f\|_{(H^1(\Omega))^\ast} + \|g\|_{(H^{1/2}(\partial \Omega))^\ast} \right).
\]  

(726)
4.7. THE EIGENPROBLEM FOR A SYMMETRIC ELLIPTIC OPERATOR

4.7. The Eigenproblem for a Symmetric Elliptic Operator

Suppose that $\Omega$ is a bounded domain in $\mathbb{R}^n$, and that
\[
L[u](x) = -D_i \left( a^{ij}(x) D_j u(x) \right)
\]  
(727)
is a strongly elliptic operator given on $\Omega$ which has essentially bounded coefficients. From our earlier analysis, we know that $L$ is an isomorphism $H^1_0(\Omega) \rightarrow H^{-1}(\Omega)$. In particular it admits an inverse $L^{-1}: H^{-1}(\Omega) \rightarrow H^1_0(\Omega)$. If we restrict the inverse $L^{-1}$ to $L^2(\Omega) \subset H^{-1}(\Omega)$ and compose it with the inclusion of $H^1_0(\Omega)$ in $L^2(\Omega)$, then we obtain a compact operator $L^2(\Omega) \rightarrow L^2(\Omega)$.

We now analyze the spectrum of the operator $L$ under the additional assumption that it is symmetric. That is, we will assume that $a^{ij} = a^{ji}$ for all $1 \leq i, j \leq n$. It follows easily from this assumption that $L^{-1}$ is also symmetric. So $L^{-1}$ is a compact self-adjoint operator $L^2(\Omega) \rightarrow L^2(\Omega)$. and we can make use of the spectral theorem for such operators. It tells us that there exist a sequence
\[
\gamma_1 \geq \gamma_2 \geq \gamma_3 \geq \cdots > 0
\]  
(728)
of real eigenvalues of $L^{-1}$ converging to 0 and and orthonormal basis $\{\xi_j\}$ of $L^2(\Omega)$ consisting of eigenvectors of $L^{-1}$. In fact, since
\[
\gamma_j \xi_j = L^{-1}[\xi_j],
\]  
(729)
and $L^{-1}$ maps $L^2(\Omega) \rightarrow H^1_0(\Omega)$, the functions $\xi_j$ are elements of $H^1_0(\Omega)$.

If we let
\[
\lambda_j = \frac{1}{\gamma_j}
\]  
(730)
then it is easy to verify that the spectrum of $L$ is $\{\lambda_j\}$, and $\{\xi_j\} \subset H^1_0(\Omega)$ is an orthonormal basis for $L^2(\Omega)$ which consists of eigenfunctions of $L$. Obviously, $\lambda_j \rightarrow \infty$.

We summarize the preceding discussion as follows:

**THEOREM 102.** Suppose that $\Omega$ is a domain in $\mathbb{R}^n$, and that
\[
L[u](x) = -D_i \left( a^{ij}(x) D_j u(x) \right)
\]  
(731)
is a strongly elliptic operator with essentially bounded coefficients given on $\Omega$. If $L$ is symmetric, then the set of $\lambda \in \mathbb{C}$ such that the boundary value problem
\[
\begin{cases}
L[u](x) = \lambda u(x) & \text{in } \Omega \\
u(x) = 0 & \text{on } \partial \Omega
\end{cases}
\]  
(732)
admits a weak solution is a sequence $\{\lambda_k\}$ of positive real numbers converging to $\infty$. Moreover, there is an orthonormal basis $\{\xi_k\}$ of $L^2(\Omega)$, where each $\xi_k$ is an element of $H^1_0(\Omega)$ which is a weak solution of $(732)$ with $\lambda$ taking to be one of the $\lambda_j$. 
CHAPTER 5

Regularity of Solutions of Elliptic Boundary Value Problems

In the preceding chapter, we studied the existence of weak solutions of elliptic boundary value problems under fairly mild hypotheses. We now study these problems under stronger regularity assumptions. Although we focus on the Dirichlet problem, similar results can be obtained for other boundary value problems.

5.1. Interior Regularity of Solutions of the Dirichlet Problem

Suppose that $\Omega$ is a Lipschitz domain in $\mathbb{R}^n$, and that

$$L [u] (x) = - D_i \left( a^{ij}(x) D_j u(x) + b^i(x) u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)$$

(733)
is a strongly elliptic partial differential operator with bounded coefficients. In the previous chapter, we showed that the operator

$$L \oplus \mathcal{T} : H^1 (\Omega) \to H^{-1} (\Omega) \oplus H^{1/2} (\partial\Omega)$$

(734)

associated with the Dirichlet boundary value problem

$$\begin{cases}
L [u] (x) = f(x) & \text{in } \Omega \\
u(x) = g(x) & \text{on } \partial\Omega
\end{cases}$$

(735)
is a Fredholm operator of index 0 and gave sufficient (but not necessary) conditions under which it is an isomorphism. We will now show that when $f$ is in $L^2 (\Omega)$ and the coefficients of $L$ are Lipschitz continuous, the solutions of (735) are also more regular on the interior of $\Omega$.

**Theorem 103.** Suppose that $\Omega$ is a bounded open set in $\mathbb{R}^n$, that

$$L [u] (x) = - D_i \left( a^{ij}(x) D_j u(x) + b^i(x) u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)$$

(736)
is strongly elliptic in $\Omega$, that $a^{ij}, b^i \in C^{0,1} (\overline{\Omega})$, and that $c^i, d \in L^\infty (\Omega)$. Suppose also that $f \in L^2 (\Omega)$, and that $u \in H^1 (\Omega)$ is a weak solution of the problem $L [u] (x) = f(x)$ — that is,

$$\int_{\Omega} a^{ij}(x) D_j u(x) D_i v(x) + b^i(x) u(x) D_i v(x) + c^i(x) v(x) D_i u(x) + d(x) u(x) v(x) \, dx$$

$$= \int_{\Omega} v(x) f(x) \, dx$$

(737)

for all $v \in H^1_0 (\Omega)$. Then $u \in H^2_{\text{loc}} (\Omega)$ and $u$ satisfies the equation

$$- a^{ij}(x) D_i D_j u(x) + \left( - D_j a^{ji}(x) + c^i(x) - b^i(x) \right) D_i u(x) + \left( d(x) - D_i b^i(x) \right) u(x) = f(x)$$

(738)
for almost all \( x \in \Omega \). Moreover, for each open set \( \Omega' \subset \subset \Omega \), there exists a real number \( C > 0 \) such that
\[
\|u\|_{H^2(\Omega')} \leq C \left( \|u\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right).
\]

**Proof.** We define the function \( g \in L^2(\Omega) \) via the formula
\[
g(x) = f(x) + (b^i(x) - c^i(x)) D_i u(x) + (D_i b^i(x) - d(x)) u(x)
\]
so that
\[
\int_\Omega a^{ij}(x) D_j u(x) D_i v(x) \, dx = \int_\Omega g(x) v(x) \, dx
\]
for all \( v \in H^1_0(\Omega) \). We now assume that \( v \) is compactly supported in \( H^1_0(\Omega) \). Then we may replace \( v \) with \( \Delta_k^{-h} v \) in (741) to obtain
\[
\int_\Omega \Delta_k^h (a^{ij}(x) D_j u(x)) D_i v(x) \, dx = -\int_\Omega a^{ij}(x) D_j u(x) D_i \left( \Delta_k^{-h} v(x) \right) \, dx
\]
\[
= -\int_\Omega g(x) \Delta_k^{-h} v(x) \, dx.
\]
Note that difference quotients commute with differential operators. We observe that
\[
\Delta_k^h (a^{ij} D_j u) = \frac{a^{ij}(x + he_k) D_j u(x + he_k) - a^{ij}(x) D_j u(x)}{h}
\]
\[
= a^{ij}(x + he_k) \Delta_k^h D_j u(x) + (\Delta_k^h a^{ij}(x)) D_j u(x).
\]
Inserting (743) into (742) yields
\[
\int_\Omega \left( a^{ij}(x + he_k) D_j \Delta_k^h u(x) + (\Delta_k^h a^{ij}(x)) D_j u(x) \right) D_i v(x) \, dx = -\int_\Omega g(x) \Delta_k^{-h} v(x) \, dx.
\]
We let
\[
\bar{g} = \begin{pmatrix}
(\Delta_k^h a^{1j}(x)) & D_j u(x) \\
(\Delta_k^h a^{2j}(x)) & D_j u(x) \\
\vdots \\
(\Delta_k^h a^{nj}(x)) & D_j u(x)
\end{pmatrix}
\]
and rearrange (744) as
\[
\int_\Omega a^{ij}(x + he_k) D_j \Delta_k^h u(x) D_i v(x) \, dx = -\int_\Omega \bar{g} \cdot D v(x) + g(x) \Delta_k^{-h} v(x) \, dx.
\]
We apply Hölder’s inequality to obtain
\[
\int_\Omega a^{ij}(x + he_k) D_j \Delta_k^h u(x) D_i v(x) \, dx \leq (\|\bar{g}\|_2 + \|g\|_2) \|D v\|_2
\]
\[
\leq C \left( \|u\|_{H^1(\Omega)} + \|f\|_{L^2(\Omega)} \right) \|D v\|_2.
\]
We note that the preceding argument applies when \( v \in H^1_0(\Omega) \) which is not compactly supported in \( \Omega \) as the difference quotients \( \Delta_k^h v \) and those in (745) are defined. We will make use of this fact in the following section.
Now we suppose that \( \Omega' \subset \subset \Omega \) and let \( \eta \in C_c^\infty(\Omega) \) such that \( \eta(x) = 1 \) for all \( x \in \Omega' \) and \( 0 \leq \eta \leq 1 \). Moreover, we define \( v \) via the formula

\[ v(x) = \eta^2(x) \Delta_k^h u(x). \] (748)

The strong ellipticity of \( L \) implies that

\[ \lambda \int_{\Omega} \eta^2(x) |D \Delta_k^h u(x)|^2 \, dx \leq \int_{\Omega} \eta^2(x) a^{ij}(x + h e_k) D_i \Delta_k^h u(x) D_j \Delta_k^h u(x) \, dx. \] (749)

We observe that

\[ D_i v(x) = 2\eta(x) D_i \eta(x) \Delta_k^h u(x) + \eta^2(x) \Delta_k^h D_i u(x) \] (750)

so that

\[ D_i v(x) - 2\eta(x) D_i \eta(x) \Delta_k^h u(x) = \eta^2(x) \Delta_k^h D_i u(x). \] (751)

By inserting (751) into (749) we obtain

\[ \lambda \int_{\Omega} \eta^2(x) |\Delta_k^h D u(x)|^2 \, dx \leq \int_{\Omega} \eta^2(x) a^{ij}(x + h e_k) D_i \Delta_k^h u(x) D_j \Delta_k^h u(x) \, dx \]

\[ = \int_{\Omega} a^{ij}(x + h e_k) (D_i v(x) - 2\eta(x) D_i \eta(x) \Delta_k^h u(x)) D_j \Delta_k^h u(x) \, dx. \] (752)

From the inequality (747) we see that

\[ \int_{\Omega} a^{ij}(x + h e_k) D_i v(x) D_j \Delta_k^h u(x) \, dx \leq C(\|u\|_{H^1(\Omega)} + \|f\|_{L^2(\Omega)}) \|D v\|_2. \] (753)

Since \( 0 \leq \eta \leq 1 \),

\[ \|D v\|_2 = \|2\eta D \eta \Delta_k^h u + \eta^2 \Delta_k^h D u\|_2 \]

\[ \leq 2\|\Delta_k^h \eta D \eta\|_2 + \|\eta D \Delta_k^h u\|_2 \] (754)

Moreover, since the \( a^{ij} \) are bounded and \( 0 \leq \eta \leq 1 \), there exists \( C' \) such that

\[ \int_{\Omega} a^{ij}(x + h e_k) (2\eta(x) D_i \eta(x) \Delta_k^h u(x)) D_j \Delta_k^h u(x) \, dx \leq C' \|\eta D \Delta_k^h u\|_2 \|\Delta_k^h \eta D \eta\|_2. \] (755)

We combine (755), (754) and (752) to see that

\[ \lambda \int_{\Omega} \eta^2(x) |\Delta_k^h D u(x)|^2 \, dx \leq C''(\|u\|_{H^1(\Omega)} + \|f\|_{L^2(\Omega)}) \left(\|\Delta_k^h \eta D \eta\|_2 + \|\eta D \Delta_k^h u\|_2\right) \]

\[ + C'' \|\eta D \Delta_k^h u\|_2 \|\Delta_k^h \eta D \eta\|_2 \] (756)

for some constant \( C'' > 0 \). We apply Young’s inequality —

\[ ab \leq \frac{1}{\epsilon} a^2 + \epsilon b^2 \] (757)

— repeatedly to obtain

\[ \lambda \|\eta \Delta_k^h D u\|_2^2 \leq C'' \left(\frac{1}{\epsilon} \|u\|_{H^1(\Omega)}^2 + \epsilon \|\Delta_k^h \eta D \eta\|_2^2 + \frac{1}{\epsilon} \|u\|_{H^1(\Omega)}^2 + \epsilon \|\eta D \Delta_k^h u\|_2^2 \]

\[ + \frac{1}{\epsilon} \|f\|_{L^2(\Omega)}^2 + \epsilon \|\Delta_k^h \eta D \eta\|_2^2 + \frac{1}{\epsilon} \|f\|_{L^2(\Omega)}^2 + \epsilon \|\eta D \Delta_k^h u\|_2^2 \]

\[ + \epsilon' \|\eta D \Delta_k^h u\|_2^2 + \frac{1}{\epsilon} \|\Delta_k^h \eta D \eta\|_2^2 \right), \] (758)
5.1. INTERIOR REGULARITY OF SOLUTIONS OF THE DIRICHLET PROBLEM

which we rearrange as

$$\lambda \| \eta \Delta^h_k Du \|^2 \leq C'' \left( \frac{2}{\epsilon} \| u \|_{H^1(\Omega)}^2 + \frac{2}{\epsilon} \| f \|_{L^2(\Omega)}^2 + \left( 2\epsilon + \frac{1}{\epsilon} \right) \| \Delta^h_k u D\eta \|^2 \right).$$  \hfill (759)

This implies

$$\left( \lambda - 3C'' \epsilon \right) \| \eta \Delta^h_k Du \|^2 \leq C'' \left( \frac{2}{\epsilon} \| u \|_{H^1(\Omega)}^2 + \frac{2}{\epsilon} \| f \|_{L^2(\Omega)}^2 + \left( 2\epsilon + \frac{1}{\epsilon} \right) \| \Delta^h_k u D\eta \|^2 \right).$$  \hfill (760)

By choosing $\epsilon$ sufficiently small and noting that there exists a constant $C'''$ such that

$$\| \Delta^h_k u D\eta \|^2 \leq C''' \left( \| u \|_{H^1(\Omega)}^2 \right)$$

for some suitably chosen constant $C'''''$. Since $\eta = 1$ on $\Omega'$, we can apply Theorem 88 to see that $u \in H^2(\Omega')$.

By letting $v = \zeta^2 u$ in the identity (741), where $\zeta$ is a cutoff function which is 1 on a set $\Omega''$ such that $\Omega' \subset \subset \Omega'' \subset \subset \Omega$, we obtain

$$\lambda^2 \int_{\Omega} \zeta^2(x) |Du(x)|^2 \, dx \leq \int_{\Omega} \zeta^2(x) u^{ij}(x) D_i u(x) D_j u(x) \, dx = \int_{\Omega} \zeta^2(x) g(x) u(x) \, dx. $$  \hfill (762)

Using Young's inequality and the technique we used above, we can easily show that (762) implies that there exists $C''''$ such that

$$\| u \|_{H^1(\Omega)} \leq C'''' \left( \| f \|_{L^2(\Omega)} + \| u \|_{L^2(\Omega)} \right).$$  \hfill (763)

Since $u$ is in $H^2(\Omega')$, we can integrate by parts in (737) with $v$ chosen to be smooth with compact support in $\Omega'$ in order to see that (738) must be satisfied for almost all $x \in \Omega'$. Since $\Omega' \subset \subset \Omega$ is arbitrary, it follows that this identity holds for almost all $x \in \Omega$. \hfill \Box

Note that we assumed $u \in H^1(\Omega)$ in Theorem 103, so that if the coefficients of $L$ are Lipschitz and $u$ solves (735) with $f \in L^2(\Omega)$, then no additional regularity condition on $g$ is needed to ensure that $u \in H^2_{\text{loc}}(\Omega)$.

We note too that in the event that $u$ is the unique weak solution of the boundary value problem

$$\begin{cases} L[u] = f & \text{in } \Omega \\ u = g & \text{on } \partial \Omega, \end{cases}$$  \hfill (764)

then we can bound the term $\| u \|_{L^2(\Omega)}$ on the right-hand side of (739) via a multiple of $\| f \|_{L^2(\Omega)}$ and $\| g \|_{H^{1/2}(\partial \Omega)}$ (since we already have a bound on $\| u \|_{H^1(\Omega)}$ in terms of these two norms in that case).
5.2. Global Regularity of Solutions of the Dirichlet Problem

We now establish that the solutions of the homogeneous boundary value problem
\[
\begin{aligned}
L[u] &= f & \text{in } \Omega \\
u &= 0 & \text{on } \partial \Omega;
\end{aligned}
\]
are elements of $H^2(\Omega)$ — as opposed to merely being elements of $H^2_{\text{loc}}(\Omega)$ — under certain regularity assumptions on $L$ and $\Omega$.

**Theorem 104.** Suppose that $\Omega \subset \mathbb{R}^n$ is a $C^{1,1}$ domain, that
\[
L[u](x) = -D_i \left( a^{ij}(x) D_j u(x) + b^i(x) u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)
\]
is strongly elliptic in $\Omega$, that $a^{ij}, b^i \in C^{0,1}(\overline{\Omega})$, and that $c^i, d \in L^\infty(\Omega)$. Suppose also that $f \in L^2(\Omega)$, and that $u \in H^1(\Omega)$ is a weak solution of the problem
\[
\begin{aligned}
L[u] &= f & \text{in } \Omega \\
u &= 0 & \text{on } \partial \Omega;
\end{aligned}
\]
that is, $u \in H^1_0(\Omega)$ and
\[
\int_\Omega a^{ij}(x) D_j u(x) D_i v(x) + b^i(x) u(x) D_i v(x) + c^i(x) v(x) D_i u(x) + d(x) u(x) v(x) \, dx = \int_\Omega v(x) f(x) \, dx
\]
for all $v \in H^1_0(\Omega)$. Then $u \in H^2(\Omega)$, $u$ satisfies the equation
\[
-a^{ij}(x) D_i D_j u(x) + (-D_j a^{ij}(x) + c^i(x) - b^i(x)) D_i u(x) + (d(x) - D_i b^i(x)) u(x) = f(x)
\]
for almost all $x \in \Omega$, and there exists a real number $C > 0$ such that
\[
\|u\|_{H^2(\Omega)} \leq C \left( \|u\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right)
\]

**Proof.** Since $\Omega$ is a $C^{1,1}$ domain, for each point $x$ on the boundary of $\Omega$, there is a ball $B$ containing $x$, an open neighborhood $N$ of 0 in $\mathbb{R}^n$ and a bijective $C^{1,1}$ mapping $\psi : N \rightarrow B$ such that $\psi(N \cap \mathbb{R}^n_+) = B \cap \Omega$ and $\psi(N \cap \partial \mathbb{R}^n_+) = \partial \Omega \cap B$. This mapping takes the equation under consideration to one of the same form, and the resulting solution of the transformed can be transformed back to a solution of the original problem. Consequently, we need only consider the case of a domain $\Omega$ which is a bounded open set in the upper half space $\mathbb{R}^n_+$ with boundary $\partial \mathbb{R}^n_+ = \{(x_1, \ldots, x_{n-1}, 0) : x_1, \ldots, x_{n-1} \in \mathbb{R}\}$.

If we let $\eta$ be an element of $C^\infty_c(N)$, then for sufficiently small $h$ and $k = 1, \ldots, n - 1,
\[
v = \eta^2 \Delta^h_k u \in H^1_0 \left( N \cap \mathbb{R}^n_+ \right)
\]
since $u$ is supported on $N \cap \mathbb{R}^n_+$ and its trace is 0 on $N \cap \partial \mathbb{R}^n_+$ by assumption. Moreover, $\eta \Delta^h_k f$ is well-defined whenever $f \in N \cap \mathbb{R}^n_+$ and $k = 1, \ldots, n - 1$. There were the requirements for applying the argument of the preceding section. By applying it to $v$, we see that $D_k D_j u$ exists and that there is a constant $C'$ such that
\[
\|D_k D_j u\|_{L^2(\Omega)} \leq C' \left( \|u\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right)
\]
for all $j = 1, \ldots, n$ and $k = 1, \ldots, n - 1$.  

We cannot use the same method to prove a bound on $D_n D_n u$. However, we can use the assumption that $L$ is strongly elliptic to estimate $D_n D_n u$. In particular, by letting $\xi = (0, 0, \ldots, 0, 1)$ in the inequality

$$a^{ij} \xi_i \xi_j \geq \lambda |\xi|^2,
$$

we see that $a^{n,n}(x) \geq \lambda$ for all $x \in \Omega$. From this and the fact that

$$-a^{ij}(x) D_i D_j u(x) + (-D_j a^{ij}(x) + c^i(x) - b^i(x)) D_i u(x) + (d(x) - D_i b^i(x)) u(x) = f(x),$$

which is a consequence of Theorem 103, we see that

$$D_n D_n u(x) = \frac{1}{\lambda} \left( \sum_{i=1}^{n-1} \sum_{j=1}^{n} a^{ij}(x) D_i D_j u(x) + \sum_{i=1}^{n} \sum_{j=1}^{n} D_j a^{ij}(x) D_i u(x) \right. \left.- \sum_{i=1}^{n} (c^i(x) - b^i(x)) D_i u(x) - \left( d(x) + \sum_{i=1}^{n} D_i b^i(x) \right) u(x) + f(x) \right).$$

The desired estimate on $D_n D_n u$ follows easily. \hfill \square

If $g \in H^{3/2}(\partial \Omega)$, then there exists $\varphi \in H^2(\Omega)$ such that $\mathcal{T}[\varphi] = g$ and the $H^2(\Omega)$ norm of $\varphi$ is a multiple of the $H^{3/2}(\partial \Omega)$ norm of $g$. If $u$ is a weak solution of the homogeneous boundary value problem

$$\begin{cases}
L[u] = f - L[\varphi] & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
$$

then $v = u + \varphi$ is a weak solution of

$$\begin{cases}
L[v] = f & \text{in } \Omega \\
v = g & \text{on } \partial \Omega.
\end{cases}
$$

From Theorem 104, we see that

$$\|u\|_{H^2(\Omega)} \leq C \left( \|u\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right) \leq C \left( \|v - \varphi\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right) \leq C \left( \|v\|_{L^2(\Omega)} + \|\varphi\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right).
$$

From this and the fact that $u = v - \varphi$ we easily obtain

$$\|v\|_{H^2(\Omega)} \leq C' \left( \|v\|_{L^2(\Omega)} + \|\varphi\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right) \leq C'' \left( \|v\|_{L^2(\Omega)} + \|\varphi\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right) + \|g\|_{H^{3/2}(\partial \Omega)} + \|f\|_{L^2(\Omega)}.
$$

If $v$ is the unique solution of (777) then we have the estimate

$$\|v\|_{H^2(\Omega)} \leq C''' \left( \|g\|_{H^{3/2}(\partial \Omega)} + \|f\|_{L^2(\Omega)} \right),
$$

since the $H^1(\Omega)$ norm of $v$ is bounded in terms of norms of $f$ and $g$ already appearing.

**Theorem 105.** Suppose that $\Omega$ is a $C^{1,1}$ domain in $\mathbb{R}^n$, that

$$L[u](x) = -D_i \left( a^{ij}(x) D_j u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)
$$

is a strongly elliptic partial differential operator on $\Omega$, that $a^{ij} \in C^{0,1}(\overline{\Omega})$ and that $c^i$ and $d$ are elements of $L^\infty(\Omega)$. Suppose also that $d(x) \geq 0$ for almost all $x \in \Omega$. Then for every
5.3. Higher Order Local and Global Regularity for the Dirichlet Problem

Suppose that
\[
L [u] (x) = -D_i \left( a^{ij}(x) D_j u(x) + b^i(x) u(x) \right) + c^i(x) D_i u(x) + d(x) u(x)
\]  
(785)
is a strongly elliptic operator on a domain \( \Omega \) such that \( a^{ij} \) and \( b^i \) are Lipschitz continuous and \( c^i, d \) are essentially bounded. Then, if \( u \) satisfies
\[
L [u] (x) = f(x) \text{ in } \Omega 
\]
(786)
with \( f \in L^2(\Omega) \), we have \( u \in H^2_{\text{loc}}(\Omega) \). If \( k \geq 1, f \in H^k(\Omega), a^{ij}, b^i \in C^{k,1}(\overline{\Omega}) \) and \( c^i, d \in C^{k-1}(\overline{\Omega}) \), then we can apply a differential operator \( D^{\alpha} \) of order less than or equal to \( k \) to both sides of (786) to obtain
\[
D^{\alpha} L [u] (x) = D^{\alpha} f(x) \text{ in } \Omega.
\]
(787)
A somewhat tedious calculation shows that we can rearrange the equation (787) as
\[
L \left[ D^{\alpha} u \right] (x) = \tilde{f}(x) \text{ in } \Omega,
\]
(788)
with \( \tilde{f} \in L^2(\Omega) \). Note that applying the differential operator \( D^{\alpha} \) to \( L [u] \) in (787) involves differentiating the coefficients of \( L \). We can now apply Theorem 103 to see that \( D^{\alpha} u \in H^2_{\text{loc}}(\Omega) \) for any \( |\alpha| \leq k \). In particular, \( u \in H^{k+2}_{\text{loc}}(\Omega) \).

Assuming, in addition, that \( \Omega \) is a \( C^{k+1,1} \) domain, we can “straighten the boundary of \( \Omega \)” and apply a similar argument to conclude that solutions of the boundary value problem
\[
\begin{align*}
L [u] (x) &= f(x) \text{ in } \Omega \\
u(x) &= g(x) \text{ on } \partial \Omega
\end{align*}
\]
(789)
are elements of \( H^{k+2}(\Omega) \) when \( f \in H^k(\Omega) \) and \( g \in H^{k+\frac{3}{2}}(\partial \Omega) \). In the event that (789) admits unique solutions, we can rephrase this in the usual way: \( L \oplus \mathcal{F} \) is an isomorphism \( H^{k+2}(\Omega) \rightarrow H^k(\Omega) \oplus H^{k+3/2}(\partial \Omega) \).
One further remark is in order. From the Sobolev embedding theorem, we know that if \( f \in H^k(\Omega) \) for all nonnegative integers \( k \), then \( f \in C^\infty(\Omega) \). It follows that when \( \Omega \) is a \( C^\infty \) domain, \( f \in C^\infty(\Omega) \) and \( g \in C^\infty(\partial\Omega) \), then the solutions of
\[
\begin{align*}
L[u](x) &= f(x) \quad \text{in } \Omega \\
u(x) &= g(x) \quad \text{on } \partial\Omega
\end{align*}
\] (790)
are also elements of \( C^\infty(\Omega) \). Other, similar, results can obtained by combining the basic facts of elliptic regularity with Sobolev embedding theorems.

5.4. The Eigenproblem Revisited

In Section 4.7, we considered the eigenproblem for symmetric elliptic operators of the form
\[
L[u](x) = -D_i(a^{ij}(x)D_j u(x))
\] (791)
given on a bounded open domain \( \Omega \). In particular, we showed that if we repeat each eigenvalue according to its multiplicity then
\[
\sigma(L) = \{\lambda_j\},
\] (792)
where \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \) and \( \lambda_j \to \infty \). Moreover, there exists an orthonormal basis \( \{\xi_j\} \) of \( L^2(\Omega) \) such that for each \( j = 1, 2, \ldots \), \( \xi_j \in H^1_0(\Omega) \) satisfies
\[
L[\xi_j] = \lambda_j \xi_j.
\] (793)

From our regularity theorem for elliptic operators, we immediately see that if the boundary of \( \Omega \) is \( C^\infty \), then \( \xi_j \in H^k(\Omega) \) for all \( k = 1, 2, \ldots \). In particular, the eigenfunctions of \( L \) are \( C^\infty(\Omega) \) functions in this case.

5.5. A Regularity Result for Convex Domains

When \( \Omega \) is Lipschitz (which is the typical case in applications, particularly numerical analysis), our definition of the space \( H^\alpha(\partial\Omega) \) is only valid when \( \alpha \leq 1 \) since local parameterizations of the boundary only admit one derivative. Nonetheless, we have characterized the trace of \( H^2(\Omega) \) as the space \( V^{3/2}(\partial\Omega) \) (see Theorem 76), and it is reasonable to ask whether or not solutions of the boundary value problem
\[
\begin{align*}
L[u](x) &= f(x) \quad \text{in } \Omega \\
u(x) &= g(x) \quad \text{on } \partial\Omega
\end{align*}
\] (794)
are elements of \( H^2(\Omega) \) when \( f \in L^2(\Omega) \) and \( g \in V^{3/2}(\partial\Omega) \).

In general, this is not the case. To see this, we suppose that \( \Omega \) is a bounded domain in \( \mathbb{R}^2 \) with a single corner point of angle \( \omega \) at the origin, and that in a neighborhood of the origin, the boundary of \( \Omega \) coincides with the curve \( \Gamma \) parameterized via
\[
\begin{align*}
x(r) &= r \cos(\omega) \\
y(r) &= r \sin(\omega).
\end{align*}
\] (795)
It is easy to verify that when $k\pi/\omega$ is not an integer, the function
\[ u_k(r,\theta) = r^{k\pi/\omega} \sin \left( \frac{k\pi}{\omega} \theta \right) \] (796)
is harmonic and that its restriction to $\Gamma$ is 0. But when $\omega > \pi$, the second derivative of $u_k$ with respect to $r$ is not square integrable. It follows that there exists a solution of (794) with $f = 0$ and $g$ smooth which is not an element of $H^2(\Omega)$.

When $\Omega$ is convex, however, solutions of (794) are necessarily elements of $H^2(\Omega)$ under mild conditions on $L$. We now briefly outline the proof of this result.

A proof of the following theorem can be found in Chapter 3 of [9]. It can be viewed as a consequence of the fact that the trace of the second fundamental form
\[ B(\xi,\eta) = -\frac{\partial \nu}{\partial \xi} \cdot \eta \] (797)
for the boundary of a convex domain is nonpositive.

**Theorem 106.** Suppose that $\Omega$ is a convex, bounded $C^2$ domain in $\mathbb{R}^n$, and that
\[ L[u](x) = -D_i \left( a^{ij}(x) D_j u(x) \right) \] (798)
is a strongly elliptic operator whose coefficients are Lipschitz. Then there exists a constant $C$ depending only on the diameter of $\Omega$ and the Lipschitz norms of the coefficients of $L$ such that
\[ \|u\|_{H^2(\Omega)} \leq C \|L[u]\|_{L^2(\Omega)} \] (799)
whenever $u \in H^2(\Omega) \cap H^1_0(\Omega)$.

In order to establish the existence of solutions of the homogeneous problem
\[ \begin{cases} L[u](x) = f(x) & \text{in } \Omega \\ u(x) = 0 & \text{on } \partial \Omega \end{cases} \] (800)
for $\Omega$ convex and with $L$ satisfying the hypotheses of the preceding theorem, we first construct a sequence of convex open sets $\{\Omega_m\}$ such that $\Omega_m \subset \Omega$ and $\text{dist}(\partial \Omega_m, \partial \Omega) \to 0$ as $m \to \infty$. Next, we solve the obvious Dirichlet boundary value problem on each of the domains. We can extend each of the resulting functions to $\mathbb{R}^n$ since the Sobolev extension theorem applies to Lipschitz domains. We view the resulting functions as a sequence $\{u_m\}$ of functions defined on $\Omega$. Theorem 106 implies that this sequence is uniformly bounded in $H^2(\Omega)$, so that the Banach-Alaoglu theorem implies that there is a weakly convergence subsequence of $\{u_m\}$. The weak limit is a solution of the boundary value problem (800). The key to this approach is the uniform bound provided by Theorem 106.

The usual procedures can be applied in order to study linear elliptic operators with lower order terms and the inhomogeneous boundary value problem.
5.6. A Regularity Result for Operators with Sobolev Coefficients

In the preceding section, we approximated the solution of a boundary value problem given on a Lipschitz domain by constructing a sequence of perturbed problems with superior regularity properties whose solutions satisfied a uniform bound. The regularity properties of the perturbed problems ensured that they admitted solutions, and the uniform bound implied the weak convergence of the sequence of approximates.

This same basic approach can be used to establish other regularity results. For instance, the following result on operators with Sobolev coefficients can be established in much the same fashion.

**Theorem 107.** Suppose that $\Omega$ is a smooth domain in $\mathbb{R}^n$, that $k > n/2$, and that

$$L[u](x) = -D_j \left( a^{ij}(x) D_i u(x) \right)$$

is a strongly elliptic operator whose coefficients are elements of $H^k(\Omega)$. If $u \in H^1_0(\Omega)$ satisfies

$$L[u](x) = f(x) \quad \text{in} \quad \Omega$$

with $f \in H^{k-1}(\Omega)$, then $u \in H^{k+1}(\Omega)$. Moreover, there exists a constant $C$ which depends on $\Omega$ and the Sobolev norms of the coefficients $a^{ij}$ such that

$$\|u\|_{H^{k+1}(\Omega)} \leq C \left( \|u\|_{H^{k-1}(\Omega)} + \|f\|_{L^2(\Omega)} \right)$$

whenever $u$ satisfies (802).

This theorem can be obtained by mollifying the coefficients $a^{ij}$ in order to obtain a sequence of elliptic operators with bounded coefficients.
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