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CLUSTER STRUCTURES ON BRAID VARIETIES

ROGER CASALS, EUGENE GORSKY, MIKHAIL GORSKY, IAN LE, LINHUI SHEN, AND JOSE SIMENTAL

ABSTRACT. We show the existence of cluster A-structures and cluster Poisson structures on any braid
variety, for any simple Lie group. The construction is achieved via weave calculus and a tropicalization
of Lusztig’s coordinates. Several explicit seeds are provided and the quiver and cluster variables are
readily computable. We prove that these upper cluster algebras equal their cluster algebras, show
local acyclicity, and explicitly determine their DT-transformations as the twist automorphisms of braid
varieties. The main result also resolves the conjecture of B. Leclerc on the existence of cluster algebra
structures on the coordinate rings of open Richardson varieties.
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1. INTRODUCTION

The object of this article will be to show the existence of cluster Ky-structures and cluster Poisson
structures on braid varieties for any simple algebraic Lie group. The construction of such cluster structures
is achieved via the study of Demazure weaves and their cycles. The initial seed is explicitly obtained
by using the weave and a tropicalization of Lie group identities in Lusztig’s coordinates, yielding both a
readily computable exchange matrix and an initial set of cluster A-variables. In particular, a conjecture of
B. Leclerc on open Richardson varieties is resolved. We also establish general properties of these cluster
structures for braid varieties, including local acyclicity and the explicit construction of a Donaldson-
Thomas transformation.

1.1. Scientific Context. Cluster algebras, introduced by S. Fomin and A. Zelevinsky [2] 30} 3T] in the
study of Lie groups, are commutative rings endowed with a set of distinguished generators satisfying
remarkable combinatorial and geometric properties. Cluster varieties, a geometric enrichment of cluster
algebras introduced by V. Fock and A. Goncharov [24], 25| [26], are algebraic varieties equipped with
an atlas of toric charts whose transition maps obey certain combinatorial rules, closely related to the
rules of mutation in a cluster algebra. Cluster varieties come in pairs consisting of a cluster Ky-variety,
also known as a cluster A-variety, and a cluster Poisson variety, also known as a cluster X-variety. In
particular, the coordinate ring of a cluster A-variety coincides with an upper cluster algebra [2].

The existence of a cluster structure on an algebraic variety has interesting consequences for its ge-
ometry, including the existence of a canonical holomorphic 2-form [42], canonical bases on its algebra of
regular functions, and the splitting of the mixed Hodge structure on its cohomology [54]. A wealth of Lie-
theoretic varieties have been shown to admit cluster structures, including the affine cones over partial flag
varieties of a simply connected Lie group, double Bott-Samelson varieties generalizing double Bruhat cells,
and open positroid varieties, see [2] [30] [35] [39] [66], [67] [68] and references therein. The existence of cluster
structures on open Richardson varieties has also been a subject of study, see [12] 34 [35] [48], (55, 58], [60, [70].
Cluster algebras and cluster varieties have been constructed for a wide gamut of moduli spaces, especially
in the context of Teichmiiller theory [25] 27 42] [44], birational geometry [45] 46] [47] and more recently
symplectic geometry [I7, [I8] [38]. Braid varieties, as introduced in [14 [15] [49] 59, [68], are moduli spaces
of certain configuration of flags; they generalize open Richardson varieties and double Bott-Samelson
varieties and have appeared in many areas of algebra and geometry, including the microlocal theory of
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constructible sheaves [I7) 18] [38] and the study of character varieties [5l, 6} [7, [59] [69].

The study of cluster structures on braid varieties is the central focus of this paper. The main ingredient
that we employ is the theory of weaves, introduced in [I8]. As explained in [I8] Section 7.1], an application
of weaves is the study of exact Lagrangian fillings L C (D* \) of Legendrian links A C (9D*,&,,).
Specializing to the case that A has a front given by the (—1)-closure of a positive braid 3 € Br;, see [I6,
Section 2.2], a weave is a planar diagrammatic representation of a sequence of moves from S to (a lift
of) its Demazure product. The allowed moves are the two braid relations, i.e., a Reidemeister III move
and commutation for non-adjacent Artin generators, and the 0-Hecke product 0?2 — o;, which inputs the
square of an Artin generator o; € Br,” and outputs the Artin generator itself. Such weaves were studied
in [I4, Section 4], under the name Demazure weaves, where several results regarding equivalences and
mutations were proven. A core contribution of this paper is the construction of a specific collection of
cycles in Demazure weaves, for any simple Lie group type, through a tropicalization of the braid identities
in Lusztig’s coordinates and an intersection form between them: given a Demazure weave 20 for 3, this
allows us to construct an exchange matrix egy.

1.2. Main Results. Let G be a simple algebraic group with Weyl group W (G). We fix a Borel subgroup
B C G and a Cartan subgroup 7' C B. Pairs of flags B;,Bs € G/B in relative position w € W(G) is
denoted by By —= Bj. Let Br(G) be the braid group associated with W (G). The Artin generators of
Br(G) are denoted by o;, which lift the Coxeter generators s; € W(G), where the index ¢ runs through
the simple positive roots of (the Lie algebra of) G. Let 8 = oy, ---0;,. be a positive braid word and
d(8) € W(G) be its Demazure product. The braid variety associated with 3 is

X(8) == {(B1,....Brs1) € (G/B)"™* | By = B, By ~ Byy,B,i1 = 5(A)B),

where 6(8) € W(G) = Ng(T)/T has been lifted to Ng(T); this is well-defined since the flag §(8)B does
not depend on such a lift. See [I4] [T5] for basic properties and results on braid varieties, including the
fact that they are smooth affine varieties. The cluster algebra, resp. upper cluster algebra, associated
with an exchange matrix ¢ is denoted by A(e), resp. up(e). The main result of this paper reads as follows:

Theorem 1.1. Let G be a simple algebraic Lie group and 8 € Br(G) a positive braid. The coordinate
ring C[X (B)] of the braid variety X (B) is a cluster algebra. In fact, every Demazure weave 20 for 8 gives
rise to a natural isomorphism C[X(8)] = A(eqy). The cluster algebras A(egy) associated with different
Demazure weaves are mutation equivalent to each other.

Theorem is proven by first establishing that C[X(8)] is isomorphic to the upper cluster algebra
up(eay), which contains A(eqy) as a subalgebra, and then showing that up(eqy) = A(egy). The equality
C[X(B)] = up(eqy) is proven by combining our previous work on double Bott-Samelson varieties [68], see
also [I7,38], and a localization procedure. The argument also shows that the Lusztig cycles associated to
two equivalent Demazure weaves, as defined in [14] 18], yield the same exchange matrix. Note that both
Demazure weaves and their associated exchange matrices egy can be readily constructed, and we provide
an algorithmic procedure in the form of the inductive weaves. The cluster A-coordinates for A(eqy) are
subtly extracted from generalized minors associated with the (generic) configuration of flags specified by
2, geometrically measuring relative positions of such flags, see Section

Following [I5], the open Richardson varieties R¢(v, w), where v, w € W (G), are particular instances of
braid varieties. See Section [3.6] where the braid j is described in terms of v, w. Theorem [I.] thus implies
the following result:

Corollary 1.2 (Leclerc’s Conjecture [55]). Let G be a simply-laced simple algebraic Lie group and v, w €
W (G). Then the open Richardson variety Rg(v,w) admits a cluster structure.

Previous work on Leclerc’s Conjecture includes the original source [55], where the category of modules
over the preprojective algebra of G is used to construct an upper cluster algebra contained in C[R¢(u, w)]
and equality proven in a number of special cases (e.g. u is a suffix of w). The recent articles [35] [48], [67]
construct upper cluster algebra structures for C[Rg(u, w)] for the case G = SL,, and cluster algebra struc-
tures on coordinate rings of positroid varieties. Note that the initial seed in [55] is constructed in a rather
indirect way; see also the algorithm recently provided by E. Ménard [60] and [34]. In [12], it is proved that
the seed defined via Ménard’s algorithm defines an upper cluster algebra structure on C[Rg(u,w)], for G
simply-laced, as in the conjecture. As emphasized above, our construction with weaves and Lusztig cycles
directly provides an explicit initial seed, with exchange matrix being constructed by essentially linearly
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reading the braid, and the cluster variables are explicitly presented as regular functions on C[R¢(u, w)].
In addition, Theorem proves the equality between the upper cluster algebra and the cluster algebra,
and applies to open Richardson varieties for non simply-laced types, i.e. we prove Corollary even
without the simply-laced hypothesis; the hypothesis is only stated so as to match the original conjecture.

As a second corollary of the (proof of) Theorem the braid variety X (8) is simultaneously equipped
with a cluster X-structure associated with eqy. Therefore, X () admits a natural cluster quantization.

Corollary 1.3. Let G be a simple algebraic group and 8 € Br(G) a positive braid. Then the affine
algebraic variety X (B) admits the structure of a cluster X-variety. In addition, it admits a Donaldson-
Thomas transformation which is realized by a twist automorphism and cluster duality holds.

In Corollary we establish the existence of the Donaldson-Thomas transformation by showing that
a reddening sequence exists, which suffices by the combinatorial characterization of B. Keller [5I]. In
this case, the cluster duality conjecture of V. Fock and A. Goncharov [25] states that the coordinate
ring C[X(5)] admits a linear basis naturally parameterized by the integer tropicalization of the braid
variety XV () associated with the Langlands dual group GV. By [46], cluster duality follows from the
fact that our exchange matrices are of full rank, which we prove in Section [§] and the existence of a DT-
transformation [46]. Moreover, as stated in Corollary we explicitly construct the Donaldson-Thomas
transformation on X () as the twist automorphism, see Theorem

Finally, the present paper develops several new ingredients in the theory of Demazure weaves, used to
prove Theorem and its corollaries, and establishes further properties of these cluster A-structures and
X-structures. These properties include local acyclicity for the exchange matrices associated to Demazure
weaves, the quasi-cluster equivalences induced by cyclic rotations in a braid word, the comparison of the
cluster Gekhtman-Shapiro-Vainshtein Ks-symplectic form with the holomorphic structure constructed in
[14, Theorem 1.1], and the comparison of the cluster structures in Theorem with the construction of
E. Ménard [60] in the case of open Richardson varieties.

Organization of the article. Section [2]contains background on cluster algebras. Section[3|defines braid
varieties and summarizes their basic properties. In particular, we show that open Richardson varieties
and double Bott-Samelson cells are instances of braid varieties. Section |4] develops results for Demazure
weaves in arbitrary simply-laced type. First, weave equivalences and weave mutations are defined and
Lemma concludes that any two Demazure weaves are related by such local moves. Second, we define
Lusztig cycles in a Demazure weave and study their intersections, which leads to the construction of a
quiver from a Demazure weave. Section [5| defines cluster variables associated with cycles in a Demazure
weave and concludes Theorem [I.I] in the simply-laced case. Theorem [I.1] is proven by first showing
that C[X ()] admits the structure of an upper cluster algebra for the quivers associated to Demazure
weaves and then proving the equality A = U. The upper cluster structure is constructed by considering
the Bott-Samelson cluster structure constructed in [68] and showing that erasing the letters in a braid
word amounts to freezing and deleting vertices in the quiver, cf. Lemma The second step A = U
is obtained by showing that cyclic rotations of a braid word lead to quasi-cluster transformations; see
Theorem [5.17] Section [6] proves Theorem [L.I]in the non simply-laced cases. Section [7] discusses properties
of the cluster structures in Theorem Section |8 proves Corollary and discusses cluster Donaldson-
Thomas transformations. Section [J] studies the 2-form on X () built in [I4} 59], proving that it agrees
with the cluster 2-form in our cluster structure. Section [10] shows that, in the case of open Richardson
varieties, the cluster structures in Theorem [I.1]recover and generalize the seed construction of E. Ménard
[60]. Finally, Section [11]| provides examples.
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2. PRELIMINARIES

Let us first review the key definitions and notations on cluster algebras mainly following [26], see also
[28, 30] for more details. By definition, a seed is a tuple s := (I, 1" ¢, d), where I is a finite set, ["{C T

is a subset, e € QUI*Il is a rational matrix, d € Zg(‘) is a positive integer vector, and they satisfy:

- e €Zunless i,j € I\ I,

- The vector d is primitive, i.e. ged(d;)ier = 1, and the matrix Eij = aijd;1 is skew-symmetric.
The elements of I are referred to as unfrozen elements or mutable elements. The matrix ¢ is known
as the exchange matriz of the seed; it is by definition skew-symmetrizable. If d; = 1 for every i € I,
the seed itself is said to be skew-symmetric: in this case, the data of the matrix € can be visualized by
drawing a quiver ) with vertex-set Qo = I and max(0,¢;;) arrows from vertex ¢ to vertex j. We mainly
work with skew-symmetric seeds in this manuscript. The greater generality of skew-symmetrizable seeds

is only needed when discussing braid varieties on non simply-laced groups, see Section [6}

Given k € I'f, the mutation ug(s) = up(I, I e, d) provides a seed (I,I ¢’ d), where the new
exchange matrix ¢’ is defined as follows:

) {—eij ifi=korj=k

e =
1 Eik|EkjTEIR|ER] .
J €ij + [einleni Feinlens| g ileril otherwise.

Mutation is involutive: u? = id. A seed s’ is said to be mutation equivalent to s if there exists a finite
sequence of mutations that turn s into s'.

Consider the field of rational functions C(z;);c;. For each seed s’ mutation equivalent to s, we consider
a collection of algebraically independent rational functions (Ag ;)ier € C(z;);er. These rational functions
are compatible with mutations such that if s” = py(s’) then Agr; = Ay ; for ¢ # k, but

!’ ’
€ki €k
HE%ZO As’,i + Hsgﬁ.go As’,i
As’,k ’

AS”,k =

Note that Ay ; is independent of s’ if i € I\ I"f. By definition, the cluster algebra A(s) associated with
the seed s is the (C[Asi,il]—subalgebra, i€ I\ I, of C(x;)icr generated by the set

Utdsilie T}

where the union runs over all the seeds s’ which are mutation-equivalent to s. Since all the combinatorics
are encoded by the exchange matrix €, we will denote the cluster algebra A(s) simply by A(e), or A(Q)
when the exchange matrix € is skew-symmetric with quiver Q.

The upper cluster algebra up(e) is defined as

up(e) i= (VCLAZL | € 1]

where the intersection again runs over all seeds s’ which are mutation equivalent to s. The Laurent
phenomenon [30] states that A(e) C up(e). Thus, for every seed s', the localization A(e)[[],c; A55] is a
Laurent polynomial algebra. Geometrically, every seed s’ defines a rank |I| open algebraic torus

T C Spec(A(B))
known as a cluster torus.

Remark 2.1. In the notation [x]+ := max(z,0) and [z]_ := min(z,0), the cluster mutation rules can be
then written as

(1) o = —&ij ZfZ:k OT’jZk‘
! €ij + [€ikl+ersl+ — [€ik]=[ers]—  otherwise.
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leril+ —[ews]—
k

Finally, the idea of tropicalization also plays a role in this manuscript. Let (Q(¢)so,+,-) denote the
semifield of subtraction-free rational functions and consider the standard discrete valuation map from
(Q(t)>0,+,-) to the semifield (Z, min,+). The tropicalization of 1 + ¢* is min(0,a) = [a]- and the
tropicalization of % is a —min(0, a) = [a]4. Part of the identities we use are tropicalizations of explicit
identities with rational functions and can be proven directly. Nevertheless, other identities use abstract
results on total positivity, e.g. see Lemma In either case, the idea of tropicalization guides the

definition of Lusztig cycles on weaves and significantly clarifies the constructions in the paper.

3. BRAID VARIETIES

This section discusses braid varieties and their properties, including the use of pinnings, framings, and
their relation to open Richardson varieties and double Bott-Samelson varieties.

3.1. Notations. Throughout the paper we fix an algebraic group G, which for now we assume to be of
simply laced type, and choose a pair of opposite Borel subgroups (B4, B_), with unipotent subgroups
Uy = [B4,B4] and maximal torus T = B, N B_. We will also frequently write B = B,.. The flag variety
is the quotient G/B and we refer to its points as flags; the point B € G/B is said to be the standard flag.
Elements of G/B are in correspondence with the set of Borel subgroups of G, in such a way that the Borel
subgroup B corresponds to B € G/B.

We denote the vertex set of the Dynkin diagram of G by D, the corresponding Weyl group by W = W(G),
and its longest element wy € W. The simple reflections in W is denoted by s;,i € D. Note that, upon
identification W = Ng(T")/T', we have B_ = wyBwy, where we abuse the notation and denote by wq a lift
of the longest element to Ng(T'). We also consider the associated braid group Bryy = Br(G), generated
by elements o;,7 € D modulo the relations:

0i0j = 00 if 7, j are not adjacent in D
3) B L . .

0;0;0, = 050,05 if ¢,j are adjacent in D.

An arbitrary product S = oy, ---0;, is said to be a positive braid word of length ¢(8) = r, and we
denote by Br*V'V the positive braid monoid consisting of such words. There is a homomorphism from
Bryy to W that sends o; to s;. Conversely, given w € W we can define its minimal-length positive braid
lift B(w) € Bry,. We denote a minimal lift of wgy by A := §(w) € Bryj,, and we refer to A as the half twist.

Following [23] Definition 1.3] the Demazure product map ¢ : Br{,"v — W is inductively defined by

[ ()5 = €08 + 1
) = o 0000) = {5(6) it (5(5)50) = £5(5)) — 1.

The map § is well-defined and that we have

oy = |00t €d(8) = (6(3) + 1
o(B)  if £(s:0(B)) = £(6(B)) — 1.
Note that § is not a homomorphism of monoids, e.g. §(c¥) = s; for k > 1, however 6(8(w)) = w,w € W.
For u,v € W we will sometimes write u * v = d(uv).

£(6
L(6

3.2. Relative position. Following the identification W = Ng(T')/T, we have a bijection between the
Weyl group W and the set of double coset representatives B\G/B, see [20]. Moreover, we have the Bruhat
and Birkhoff decompositions:

(4) G= || BuB= || B_uB.
weW weWw
We say that a pair (zB,yB) € G/B x G/B is in relative position w € W if 27!y € BwB. We denote this
relationship by B —— yB. The relative position of flags satisfies many properties related to the Coxeter
group structure of W:
Lemma 3.1. Let G be a simple Lie group and B C G a Borel subgroup. Then the following holds:
(1) If 2B % 4B, yB =% 2B and w < ws;, then B 255 2B.
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(2) Ifi,j € D are not adjacent and we have a sequence of flags in the corresponding relative positions
=B 25 yB N zB,
then there exists a unique flag y'B that fits in the following diagram:
2B =L /B 245 2B.
(3) Ifi,5 € D are adjacent and we are given the sequence of flags:
B 2L 1B BN 2B LN zB,
then there exist unique flags y1B and y4B that fit in the following diagram:
2B 5 B =5 yhB L5 2B
Lemma (1) follows from the following property of the Bruhat decomposition:

Bws;B, w < Ws;
BwB U Bws;B, else.

(5) (BuB)(Bs;B) = {

Lemma [3.1](2) and (3) are deduced from the following result:

Lemma 3.2. Let w € W and assume that w < ws; for some i € D. Consider xB, 2B € G/B such that
B X5 2B. Then, there exists a unique flag yB such that

=B % yB 25 2B.

Proof. Existence follows from . For uniqueness, assume that we have yB, y'B satisfying the conclusion
of the lemma. Then 2~ 'y € Bs;B, 271y’ € Bs;B. Since s; = 3;1, we have that y~1y" € (Bs;B)(Bs;B) =
Bs;BLIB; it thus suffices to show that y 'y’ & Bs;B. By contradiction, suppose that y =1y’ € Bs;B. Then,
since B % yB, we have 7'y’ = 27 'yy~ 'y’ € (BwB)(Bs;B) = Bws;B, where we have used w < ws;.
Nevertheless, this contradicts 2B — y’B, and the result follows. O

3.3. Braid varieties. Let § = 04, ---0;, € Br+W be a positive braid word, and let §(8) € W be its
Demazure product. The notation ¢ := §(3) will be used for §(3) if 8 is clear by context. The braid
variety associated with § is

X(8) :={(Bi,...,By11) € (G/B)"™ | By = B, By —% Byy1,Brp1 = 0B}

where ¢ is a lift of 6 € W = N¢(T')/T to Ng(T'). (The flag 6B does not depend on such a lift.) Note
that X (8) does not depend on the chosen braid word for 3, cf. Lemma and there is a canonical
isomorphism for the braid varieties of two representatives of the same braid [68, Theorem 2.18]. These
have been studied at least in [6] [14] 23] [49] 59] [68] under different names and contexts.

Remark 3.3. Instead of requiring B,11 = 0B, we can require B.11 = 2B for any flag B € B6B/B, and
obtain an isomorphic variety, see [23, Theorem 3.3] and its proof. The choice of B,11 = 6B allows for
certain torus actions to be defined on X (f3), cf. [I4, Section 2.2].

By [23, Theorem 20], X (/) is a smooth, irreducible affine variety of dimension £(/5) — £(5). Its ring
of regular functions C[X(8)] is a unique factorization domain [I7, Lemma 4.9], and [I9, Theorem 3.7]
shows that X (8) = X(Bo;) if 6(Bo;) = 6(F)s;. In particular, we can assume that §(8) = wy in many
arguments. In fact, these isomorphisms can be refined as follows:

Lemma 3.4. Let 8 € Br?,{, and v € D.

(1) If 6(Boi) = dsi, then X(Bo;) = X(B).
(2) If 6(Bo;) = 8, then X (B) is isomorphic to a locally closed subvariety of X (Bo;).
(3) If 6(0;8) = 0, then X (B) is isomorphic to a locally closed subvariety of X (o;3).

Proof. Part (1) is [I9] Theorem 3.7] but we provide a proof for the sake of completeness, as follows.
Assume that §(So;) = ds;, and it suffices to show that given

(6) (21B 2% 29B — -+ — 2, 1B 5% 2,,,B) € X(B0y)

we are then forced to have x,,1B = §B. Thanks to Lemma it is enough to show that 1B LN ZTy41B.

Since we must have 1B LN xy+1B for some ¢ < 4, but if & < § then d’s; < ds;, we cannot have
xy+1B = 0s;B and Part (1) follows.
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For Part (2), consider an element as in @ above. We must have z1B L’) Zy11B for some 0" < §. If
0" < 6, then we are forced to have §' = ds; and, using Lemma |3.2| again, x,11B = ds;B. Thus, the locus
X°(Bo:) = {(21B 25 25B — -+ — 2,41B =5 2,,5B) € X(Boy) | #1B - 2,41B} € X (Boy)
coincides with the locus z,1B # ds;B and is therefore open in X (f5o;). Let us now fix a flag 2B such

that B = z,B OB z,+1B = dB. Note, in particular, that B # éB. The locus

{(@1B =% 2B — -+ — 2,418 % 2,45B) € X°(B0;) | 2,41B = 2B} C X°(Bo;)
is closed in X°(f0;) and it is isomorphic to X (), by Remark The proof of (3) is analogous. O

3.4. Coordinates and pinnings. In this subsection, we provide ambient affine coordinates to describe
the braid varieties X (8). In particular, we construct an explicit collection of polynomials in Clz1, ..., 2]
defining them, where £ = ¢(). In order to give such coordinates, we first fix a pinning of the group G,
see [56], [68]. Namely, for every i € D we select isomorphisms z; : C — Uf and y; : C — U, where U:r
and U are the corresponding root subgroups of ¢ € D, such that the assignment

((1) T)Hmi(z), (8 b91>HXi(b), C ?)Hyi(Z)

gives a morphism ¢; : SLo(C) — G, where x; : C* — T is the simple coroot corresponding to i € D.
Every simple algebraic group G admits a pinning and any two pinnings are conjugate, cf. [56]. Given a

pinning (x;, y;)iep, define
=0 (0 N eg
si=¢il] g .

Note that s; € Ng(T') is a lift of the simple reflection corresponding to ¢ € D. Given a permutation u € W,
we can define its lift to G by choosing an arbitrary reduced expression and multiplying s; accordingly.
For z € C, we define

z —1
Bi(z) :=zi(2)si = @i <1 0 ) €G.
By [56l Proposition 2.5], the group elements B;(z) satisfy the following properties.

Lemma 3.5. Let i,j € D be two distinct vertices of the Dynkin diagram. Then the following holds:

(1) Ifi and j are not adjacent in D, then B;(z)B;(w) = Bj(w)B;(2).

(2) If i and j are adjacent in D, then

Bi(21)B;(22)Bi(23) = Bj(23)Bi(2123 — 22) Bj(21)
The elements B;(z) can be used for an alternative description of flags in s;-relative position:
Proposition 3.6. Fiz a flagxB € G/B. Then {yB € G/B | 2B 2% yB} = {xB;(2)B|z € C}. In addition,
xB;(z2)B=xB;(2")B only if z = 2.
Proof. The former statement is [68, Lemma A.6], and the latter follows since, in SLy(C), the matrix
¢ H(Bi(2)B; ! (2")) is upper triangular if and only if z = 2. O
This description readily yields a set of equations for X (3):

Corollary 3.7. If B = 0y,04, - 0;, then X(B8) = {(21,...,2.) €C" | §7'B;,(21)--- Bi, (2.) € B},
where 61 denotes the lift of the Weyl group element to G using s;, as above.

Proof. By Proposition for every element (1B NN xr+1B) € X(B) there exists a unique
element (z1,...,2,) € C" such that:

l’lB:B, (EQB:Bil(Zl)B, ey errlB:Bil(Zl)"'Bir(Zr)B
and the condition z,1B = 6B translates to 1 B;,(21) - -- B;, (2,-) € B. O

Note that the condition 6~ 'B;, (21) - B;.(2.) € B can be expressed via the vanishing of several
generalized determinantal identities, which implies that X () is indeed an affine variety, cf. [29]. Note
that X(8) = {0} if 8 = B(w) for some element w € W; indeed, in terms of coordinates one verifies that

(7) (Zl,...,ZT)EX(ﬂ(’W)) — 21:"':Zr:0-
Definition 3.8. The group element Bg(z) associated with B = oy, --- 0y, € Bry is
BB(Z) = Bil (Zl) e BiT(Zr) S G.
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The following identity will be useful, compare to [I4, Lemma 2.13].

Corollary 3.9. Leti e D,z € C, U € B. Then, there exist unique elements U’ € B,2’ € C such that
UB;(z) = B;(z")U".

Proof. Note that B % UB;(2)B. By Proposition wns implies UB;(z)B = B;(z’)B for some 2z’ € C.

By the same argument as in the proof of Proposition such 2’ € C is unique. (I

Corollary is used to show rotation invariance, see also [I5], Section 2.3], in the following sense.

Lemma 3.10. Let 3 = 0y, -+~ 0y, and assume that 6(8) = wo. Let if € D be such that wos;,wo = six.
Then there exists an isomorphism

X(oiy -+ 0i,) = X(0i, -+ 04,047
such that, in coordinates, it is of the form (21,29, ...,2¢) = (22,..., 20, 21) for 2| depending on z1,. .., 2.
Proof. Let us denote wy = Ba(0) € G, and we claim that there exist unique 2 € C and U € B such that

In order to see this, first note that:

e O [ L) AR

Choose a reduced word for A of the form A = ¢;, B(w) = B(w)o;: for a reduced word w. Then
Bi_ll(—z)wo = Bi_ll(—Z)SiBw(O) = SiBil (Z)Bw(O) = Sle(O)Blf (Z) = wOBif (Z)
where the next-to-last equality follows from Lemma Thus, we get woB;, (2)wy = B;Il(fz). Now,

Bi+(—z) € Bs;i=B, so the same is true for B;Il(—z). It follows that B b B&l(—z)B and thus, using
Proposition that Bigl(fz) = Bi;(E)U for a unique Z € C and U € B, which is precisely .

Now assume that (z1,...,2¢) € X(04, -+ 0y,). Then, woBs(z1,...,2¢) = U € B and we get:
Big (22) cee Big (Zg) = Bi_ll(Zl)UJQU

= woUB;;' (21)U
= wOUU'BiEI(zi)
where in the last equality we have used Corollary Thus, wo By, (22) - - - Bi, (2¢) Bix (1) = UU' eB. O

3.5. Framings. Consider the basic affine space G/U, where U is the unipotent radical of B. There is a
natural projection 7 : G/U — G/B with fibers isomorphic to B/U = T. A point of G/U will be called a
framed flag, and its image of G/B is referred to as its underlying flag. The following is a straightforward
analogue of Proposition [3.6

Proposition 3.11. Let zU € G/U be a framed flag and consider Z,z' € C, u,u’ € C*. Suppose that
zB;i(2)xi(u)U = xB;(Z)x;(w)U. Then z =72" and u = u'.

The framed version of Lemma [3.5] reads as follows:.
Lemma 3.12. Leti,j € D be two distinct vertices of the Dynkin diagram. Then the following holds:
(1) Ifi and j are not adjacent in D, then B;(Z1)x:(u1)B;(Z2)x;(u2) = B;(Z2)x; (u2)Bi(Z1)x:(u1).
(2) If i and j are adjacent in D, then
Bi(Z1)xi(u1)Bj(Z2)x; (u2) Bi(Z3) xi(us) = Bj(Z1)x;(u1) Bi(Z)xi(us) B (25) x5 (u3)
provided that
ULUy = UHUY, UsUz = UjUY.
Here Z[ are uniquely determined by Z;, u; and u}.

Proof. This follows from an SLs-computation, and it is directly verified that

l /

N,_~U1 N,_NNU1U3 ~ Uy N,_~u2
21 = X3, Rg = R1%3 ;T T R2T, B3 = 21—, -
(5 Uy (5% Uy

A relation between the z-coordinates and the z-coordinates is as follows:



10 ROGER CASALS, EUGENE GORSKY, MIKHAIL GORSKY, IAN LE, LINHUI SHEN, AND JOSE SIMENTAL

Lemma 3.13. Let 8 =0y, --- 04, be a positive braid word and fix ui,...,u, € C*. Then the variety
{(217 e ,gg) S (CK : (S_IBZ‘1 (El)xil (ul) v Biz(Eg)X” (Ug) S B} (- Cé

is isomorphic to the variety X (B). Furthermore, the coordinates Z; are related to the coordinates z; on
X (B) by Laurent monomials in uy, ..., uy.

Proof. Similarly to Corollary we have DB;(z) = B;(2')D?* where D € T,D% = s;Ds; and 2’ is
related to z by a monomial in the elements x;'(D). Using this identity, we move all x;, (u;) to the right
and get

8 By, (1) () - Biy (Ze) X, (ue) = 67 By, (21) - - By, (20) D

for some D € T and some z; related to z; by monomials in ug, ..., us. Since
6 'Bi(21)---Bi,(z)D € B+ 6 'B;, (1) Bi,(2) €B,

we have that (z1,...,2) defines a point in X (5). ]

3.6. Open Richardson varieties. In the last rest of this section, we study the relationship that braid
varieties bear to two families of previously studied varieties: open Richardson varieties and half-decorated
double Bott-Samelson varieties. Braid varieties generalize both of these families of varieties in a sense
that we now make precise.

Let us recall that we have fixed both a Borel subgroup B as well as its opposite Borel B_. By the
Bruhat (resp. Birkhoff) decomposition , every B (resp. B_) orbit in G/B is of the form S,, := BwB/B
(resp. S,, := B_wB/B) for a unique element w € W. Moreover, the space S,, (resp. S,;) is an affine cell
of dimension ¢(w) (resp. ¢(wp) — ¢(w)) and it is known as a Schubert cell (resp. opposite Schubert cell)
of the flag variety G/B. Note that we can describe the Schubert cells in terms of relative positions:

-1
w

S, = {zB € G/B| B % xB}, S, ={yB € G/B | yB "—%° wyB}.
By definition, the open Richardson variety associated with a pair v,w € W is
Rw,w) =8, NSy.

It is known that the intersection S, NS, is nonempty if and only if v < w in Bruhat order, in which
case it is a transverse intersection of dimension ¢(w) — ¢(v).

Theorem 3.14. Let v,w € W be such that v < w. Let B(w), B(v" wg) € Bry, be minimal lifts, and
0:=l(w) + (v wpy). Then the map

X(B(w)B(v~twy)) = R(v,w)
(1B, 2B, ..., 2¢41B) = Ty(u)41B

s an isomorphism.

Proof. This is analogous to the proof of [I5, Theorem 4.3]. Indeed, since 5(w) is a minimal lift of w and
1B = B, we have B —» Typ(w) B, 1.6 Tpu)4+1B € Sy Independently, since v < w the Demazure product
§(B(w)B(v~twy)) is precisely wg, we have 2y11B = woB. The minimality of the lift (v ~"'wg) implies

that x/()+1B v_Y4o woB, that is, 24(,)+1B € S, . Therefore x4(,,)41B € R(v,w), as needed.

Given zB € S, it follows from Lemma that, given a reduced decomposition w = s;, - -+ s;,,,, there
is a unique sequence of flags:

Sig(w
(w)

Sil Si2
B—By —--- zB.

Lemma also implies that, given a reduced decomposition v~ wg
sequence of flags

= Sigwy41 ' Sig, there is a unique

5s
“e(w)+1
B =

Si,
x - — woB,

and we conclude that the map is an isomorphism. O
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3.7. Double Bott-Samelson varieties. Let us now describe the relationship that braid varieties bear
to double Bott-Samelson varieties, which were introduced in [68], and see also [38, Section 4.1].

Definition 3.15. Let 3 € Briy,, the (half-decorated) double Bott-Samelson variety Conf(3) is
Conf(B) :={(z1,...,2-) € C" | Bg(z) € B_B = (woBwy)B}.
It is shown in [68], §2.4], see also [38, Proposition 4.9], that Conf(8) is a smooth affine variety and that
it is an open set in C” given by the non-vanishing of a single polynomial.
Lemma 3.16. Let 8 € Br{;,. Then there exists a natural identification
X(AB) = Conf(8)
where A € Br% s a minimal lift of the longest element wg € W.

Proof. Let us denote by z1, ..., 2z, the variables corresponding to the letters of 3, and by w1, ..., w, those
corresponding to the letters of A. Since §(AS) = wy, we have that (w, z) € X(AB) iff woBa(w)Bg(z) € B.
Either condition implies Bg(z) € B_B because the map w +— Ba(w) gives an isomorphism C" — Uwg so
that woBa(w) € B_. (See Proposition and Equation (5)).) Given z € Conf(), so that Bg(z) € B_B,
we can decompose uniquely Bg(z) = z_x4, where z_ € U_ = woU_wq. Therefore there exists a unique
w € C” such that z_ = woBa(w) and the identification follows. O

The varieties Conf (/) admit cluster structures, as proven in [68]. This was independently shown in [I7]
via the microlocal theory of sheaves on weaves for G = SL,,. Let us now briefly review the cluster structure
on Conf(f) as in [68], which serves as a starting point for constructing cluster structures on more general
braid varieties. The basic combinatorial input in [68] is that of a triangulation of a trapezoiﬂ In our
setting, the trapezoid is a triangle and we have a unique triangulation of the form:

NN

where § = oy, ---0;,. There is a quiver Q(8) associated with this triangulation: the vertices of Q(8)
correspond to the letters of 8 and are colored by the vertices of the Dynkin diagram D. For each triangle

of the form
[ ]
[ ] S—l [ ]

we have an i-colored vertex in Q(f), pictured in blue above. The arrows in the quiver correspond to the
following configurations:

Sj

si
[ ] [ ] [ ] [ ]

where, in the first case, there is no i-vertex in-between the pictured i-vertices and, in the second case,
1 and j are adjacent in the Dynkin diagram D and there are neither i- nor j-vertices in-between the
pictured vertices. For each ¢ € D the rightmost i-vertex is declared to be frozen, and these are all frozen
vertices in Q(B). Finally, we add a half-weighted arrow from a frozen i-vertex to a frozen j-vertex if the

We remark that, just as in [38], our notation differs from [68] by a horizontal flip.
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last appearance of o; in 5 comes after the last appearance of o; and i, j are adjacent in D.

The cluster variables associated with the vertices of () are constructed as follows. First, note that an
i-vertex of Q(f) is nothing but an element k = 1,...,r with 4, = . For such an element k, define

Ap = Awi(Bil (Zl) - By, (Zk))
where A, is the generalized principal minor associated to the fundamental weight w;, cf. [29, 40]. By
[68, Theorem 3.45], the quiver Q(f) together with the variables Ay give rise to a cluster structure on
C[Conf(8)]. For a coordinate-free interpretation of the cluster variables Ay, we consider the following
function on pairs (zU, yU) of framed flags:

A, (zU,yU) := Ay, (27 1y).

An element

Siq Sig Siy
B B1 Bi,_, —— B»

in Conf(8) admits a unique lift to a sequence of framed flags

Uo Uy —25 ... U

Siy

Sip
— U,

inl
subject to the condition that Uy = U, cf. [38, Lemma 4.14]. Then, Ay = Ay, (U, Ug), where i = i.

4. DEMAZURE WEAVES AND LUSZTIG CYCLES

This section develops the necessary results in the theory of weaves. The core contribution is the
construction of Lusztig cycles and their associated quiver. The former are built using a tropicalization
of the Lie group braid relations in Lusztig’s coordinates, hence the name, and the latter is obtained via
a new definition of local intersection numbers of cycles on weaves.

4.1. Demazure weaves. The diagrammatic calculus of algebraic weaves is developed in [I4], following
the original geometric weaves in [I8]. In this manuscript, we exclusively use Demazure weaves, see [14]
Definition 4.2 (ii)], and we thus use the terms ‘weave’ and ‘Demazure weave’ interchangeably. By defini-
tion, a Demazure weave 20 C R? is a planar graph with edges labeled by braid generators o; and vertices
of the types specified in Figure

FIGURE 1. The types of vertices allowed in weaves. Here, we take i, j and k such that ¢
and j are adjacent in D, but ¢ and k are not.

Each (generic) horizontal slice of a weave is a positive braid word, and we interpret weaves as sequences
of braid words or “movies” of braids. By [I4, Lemma 4.5], the Demazure products of all these braid words
remain constant. In particular, if we start from a braid word £ on the top and the braid word at the
bottom is reduced, then we get 6(5) on the bottom. This is expressed with the notation 20 : 8 — 4(5).
By convention, all our weaves will be oriented downwards.

Each slice of an algebraic weave carries a variable, with the variables on top being z1,..., z,; this
is capturing the variables in Corollary The vertices correspond to the following equations between
elements B;(z):

9) Bi(21)Bj(22)Bi(23) = Bj(23)Bi(2123 — 22)Bj(21),  Bi(21)Bi(22) = Bi(22)Bi(z1)

_ zo —1
(10) Bie)BiCee) = Bila - 500, V=i (7 1)
2
The equation is defined only when z5 # 0 and can be applied in the middle of a product of several
braid matrices. In this case, we apply Corollary to move the element U € B to the right of all the
elements By (z) appearing to the right of B;(z2). This implies that at every trivalent vertex we must
modify all the variables appearing to the right of this vertex. Finally, we require that all variables on the
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bottom of the weave are equal to 0, cf. Equation .

Z1 zZ2 Z3 z w Z1 z9

#8123 — 29 1 w z 2 -2yt
FIGURE 2. The effect that the basic weaves have on variables, which reflects Equations
@D and . Note that the rightmost weave is only defined when z5 # 0.

The results in [I4] imply the following:

Lemma 4.1. ([I4, Proposition 5.3,Corollary 5.5]) Let 3 € Brjy, be a positive braid word and 2 a
Demazure weave. Then 2 defines an open affine subset Toy C X (B), isomorphic to the algebraic torus
(C*)?, where d is the number of trivalent vertices. In addition, the variables on all edges of 20 are rational
functions in the initial variables z;, and (Laurent) coordinates on Tay are given by the variables on the
right incoming edges at trivalent vertices.

The following lemma is a more precise coordinate version of Remark [3.3}

Lemma 4.2. Let Uy € B and consider Xy, (B) := {(21,...,2-) € C" | §7'UyBs(z) € B}. Then there is
a canonical isomorphism of varieties

®: X(B) = Xu, ().

Furthermore, given any weave for B, the isomorphism ® extends uniquely to all variables in the weave,
and for any slice vy of the weave we have

UoB, (9(2)) = B, (2)U.

Finally, the right incoming edge at every trivalent vertex is multiplied by a scalar depending only on the
projection of Uy to T'.

Proof. The existence and uniqueness of ® follows from Corollary To prove that ® extends to a weave
correctly, it is sufficient to check it for any vertex, and this is verified in [I4] Section 5.2.1]. The last
assertion follows from the identity (compare with [I4] Section 5.2.1]):

a b\ [z1 -1 2271:%“’—1 52’2*1 a(). 0
0 c 1 0 1 0 1 0 1 0 0 ¢
Remark 4.3. The second part of Lemma [{.9 can be interpreted as an analogue of Lemma for
Xu,(B). Note, however, that we do not require that the variables ®(z) at the bottom vanish, rather

that ® determines specific values for them (which depend on the flag U(;1§B/B). In this sense, the second
part of the Lemma[].9 states that the isomorphism ® preserves the torus Toy.

Following [I8, Section 5], the torus Tpy has the following moduli interpretation, used repeatedly
throughout the manuscript. The weave 20 C R? is considered inside a rectangle R C R? in such a
way that 20 N OR only has points in the northern and southern edges of R. The northern edge inter-
section points dictate (8 left-to-right, and the southern edge intersection points dictate 6(3) left-to-right.
Then the weave itself 20 describes an incidence problem in the flag variety G/B as follows. For each
connected component C of R\ 20, assign a flag Bo € G/B such that:

(1) B¢ = B for the unique connected component C_ of R\ 20 intersecting the left boundary of R.
(2) Be, = 0B for the unique component Cy of R\ 20 intersecting the right boundary of R.
(3) If C, D C R\ W are separated by an edge of 20 of color i, then we require B¢ —% Bp.

See Figure |3| for a depiction. Indeed, equations @ and imply that all flags B are determined by

those flags corresponding to components intersecting the northern boundary of R. (In the setting of
Lemma [4.2] the condition (2) should be replaced by B, = Uy '6B, cf. Remark [4.3])
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FIGURE 3. A weave 20 : 8 — §(8) with its configuration of flags. Note that the flags
Bs, ..., Big are completely determined by (B,By,...,B7,B_) € X(5), and that the flags
Bis and Big are coordinate flags.

4.2. Weave equivalence and mutations. The notion of weave mutation was introduced in [I8] Section
4.8]. Equivalences between weaves, also known as moves, were discussed in [I8, Theorem 1.1]. See also
[14, Section 4]. The equivalence relation on weaves can be defined as follows:

(i) Let 25,20’ : B — 3’ consist only of braid moves, i.e. 4- and 6- valent vertices, where 3, 8" are two
positive braids words representing the same element in the braid group Br;rv. Then 20 and 20’
are equivalent.

(ii) Suppose that i, € D are adjacent. Then the weaves ijij — jijj — jij and ijij — iiji — iji —
jij are equivalent. See Figure [4

(iii) Suppose that 7, j € D are not adjacent. Then the weaves iji — iij — ij — ji and iji — jii — ji
are equivalent. In other words, one can move a j-colored strand through an i-colored trivalent
vertex.

FIGURE 4. The two equivalent weaves in (i7): the two weaves ijij — jijj — jij,
depicted on the left, and ijij — iiji — 1ji — jij, on the right, are declared equivalent.

The relations (ii) and (iii) are parameterized by rank 2 subdiagrams of D which are of types As and
Aq x Aj respectively. To ease notation, we often write ¢ = 1 and j = 2 for the second case, so that we
have an A, subdiagram of D; we therefore refer to the braid word ijij on top of Figure ] as 1212. Note
that the weave calculus in [I4] 18] used two more equivalence relations. The first relation was that all
weaves from 12121 to 121 are equivalent — by [I4] Section 4.2.5] this is a consequence of our equivalence
relation (ii) for 1212. The second relation was the Zamolodchikov relation for different paths of reduced
expressions for the longest element in A3. Such reduced expressions are related by a sequence of braid
moves, and hence any two weaves of this type are equivalent by item (i). In the same vein, applying the
same braid relation twice 121 — 212 — 121 is equivalent to doing nothing. Finally, [14, Section 5] shows
that two equivalent weaves 20; and 29 yield equal tori, i.e. Toy, = Thy,.

The two weaves for ii¢ — ¢ depicted in Figure [5| are not equivalent. By definition, these two weaves
are said to be are related by weave mutation. Two weaves 21,25 that differ by a weave mutation do
not yield equal tori, i.e. Toy, # Toy,.
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FIGURE 5. Weave mutation

Lemma 4.4. Let 201,205 : 8 — 6(8) be Demazure weaves, where we have fizxed a braid word for 6(8).
Then 21 and Ws are related by a sequence of equivalence moves and mutations.

Proof. In type A this is proved in [I4, Theorem 4.6]. For arbitrary simply laced type, we consider all
possible positions in a braid word where one can apply the operations ¢ — ¢ and braid relations. If such
positions do not overlap, the operations commute. If they overlap, then these involve at most 3 different
simple reflections, hence the problem is reduced to a rank 3 subgroup of W. Since any rank 3 subgroup is
of type A, the result follows. A direct proof can also be provided by arguing as in [I4, Theorem 4.11]. O

4.3. Inductive weaves. Both [I8] and [I4], Section 4] provide construction for weaves. In this subsection,
we introduce two distinguished Demazure weaves 3(5)7 <IE(B) : 8 — 6(B) that will yield the initial cluster
seeds in our proofs.

Definition 4.5. The left inductive weave %(ﬂ) : B — d(B) is the weave constructed as follows:

(7) %(ﬂ) is the empty weave if B is the empty word.
(#3) Suppose that 6(0;08) = $;6(8). Then <t?(glﬂ) is obtained as the concatenation of <t;(ﬁ) and a
vertical s;-strand to its left.
(#3i) Suppose that 6(o;8) = 6(B). Then, choose a braid word for §(8) which starts at s; and form
%(mﬂ) by appending a trivalent vertex labeled by s; to the bottom left of E(ﬂ)

The right inductive weave ?(ﬁ) is defined analogously, instead reading the braid word B left-to-right and
having all the trivalent vertices to its right.

There are choices in defining the left or right inductive weave, and the weave depends on these choices.
Nevertheless, all these inductive weaves are equivalent. Note also that, while the variety X (8) does not
depend on the choice of a word for 8, both of the weaves <6([3) and E)(B) do depend on the word. We
elaborate on this in Section [£.9

Remark 4.6. By construction, a weave 2 : B — §(5) is left (resp. right) inductive if and only if the left
(resp. right) edge of each trivalent vertexr v goes all the way to the top. Thus, trivalent vertices in such
weaves can be identified with certain letters in 8. The trivalent vertices in a left (resp. right) inductive

weave are parameterized by the letters in the complement of the rightmost (resp. leftmost) reduced subword
for 6(B) inside the word for 3.

Both left and right inductive weaves are special cases of double inductive weaves defined below in
Section [6.41

4.4. Lusztig cycles. Following the geometry of 1-cycles on surfaces represented by weaves, as developed
in [I8], Section 2], we now present the algebraic notion of a cycle on a weave 2 that works for any G.

Definition 4.7. A cycle in 20 is a function C' : E(2) — Z>o that assigns a non-negative integer to each
edge of the weave. The values of C' are referred to as the weights of the edges in C.

If two weaves 201,205 can be vertically concatenated (i.e. the southern boundary of 20 coincides with
the northern boundary of 2s) and C; is a cycle on 207;, then the cycles C; can be concatenated provided
that their values agree on the southern edges of 20,, which are the northern edges of 2J5. We denote the
concatenation of the cycles by Cs 0 Cy : E(2Ws 0 W1) — Z>o.

Given a weave 20 : f — §(f), we will extract a quiver from a particular collection of cycles and an
intersection form defined on that collection. Let us focus on constructing such a collection, motivated by
work of G. Lusztig on total positivity [66]. For that, let x;(¢) = exp(F;t) be the one-parameter subgroup
in G corresponding to the positive simple root «;; in particular, x;(t1)z;(t2) = x;(t1 + t2). In addition, if
1,7 € D are not adjacent, then

zi(ty)z;(t2) = xj(t2)2(ty).
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If 4, j € D are adjacent, and t; 4 t3 # 0, then

xi(tl)xj(tg)xi(tg):xj< fats )xi(tl—f—tg)xj( fata )

t1 + 13 t1 + i3

These can be verified directly [56, Proposition 2.5]. These relations can be considered as rational maps

tots tito
(11) @1 : (t1,t2) = t1 +ta, @2 (t1,t2) = (ta,t1), s (t1,ta,t3) —= | ———,t1 + t3, .
t1 + 13 t1 +t3

The coordinates (t;);ep are referred to as Lusztig’s coordinates for G in [24, Section 1.2.6] and as Lusztig
factorization coordinates in [68, Definition 3.12]. A tropical version of the maps ¢1, @2, @3 is obtained by
replacing multiplication with addition and addition with min. The rational maps 1, @2, ©3 then become
(12) q)l : (CLl,CLg) — min(al,ag), (I)Q : (al,ag) — (0,2,0,1),

®5 : (a1, a2,a3) — (az + ag — min(ay, as), min(aq, a3), a1 + a2 — min(aq, as)).
Note that the equations for @1, ®s and ®3 do not depend on the indices i, j of the corresponding simple

roots, and ®3 (a1, az,az) = (a1, as,az). These tropicalization maps define the following collection of cycles
on a Demazure weave.

Definition 4.8. Let 20 be a Demazure weave. A Lusztig cycle is a cycle C' : E(2) — Z>q satisfying the
following conditions.

(1) For a trivalent vertex with incoming edges ey, ea and outgoing edge e, C' satisfies
C(e) = ®1(C(er), Cle2))
(2) For a 4-valent vertex with incoming edges ey, ea and outgoing edges €}, ey, C satisfies
(C(e1), Cey)) = @2(Cler), Cle2))
(3) For a 6-valent vertex with incoming edges ey, e, e3 and outgoing edges €}, eh, es, C satisfies
(C(eh), Cley), Cles)) = @3(Cer), Clez), Cles))

Definition [£.§ implies that the weights of a Lusztig cycle on a weave are completely determined by the
weights of the top edges. In fact, the following strengthening holds.

Lemma 4.9. Let 2 : 8 — u be a Demazure weave, where u = §(8) is a choice of reduced braid word,
and C' a Lusztig cycle. Then, given the input values of C' on (3, the output values on v do not depend on
the weave 3.

Proof. Suppose that § = oy, ---0;, and u = 0, ---0;,, and choose variables t1,...,tp,t;,...,t, € C.
Consider the factorization problem

wp(t) = wiy (1) -+~ @i, (o) = @y (01) - 2 (B) = wu(t).

For a fixed weave, Equation implies that the variables t; can be written as certain rational functions in
t1,...,ts, where both numerator and denominator have nonnegative coefficients. Indeed, apply ¢1, @2, @3
at every 3-,4- and 6-valent vertex, respectively. By [29] Proposition 2.18], see also [56], the map

(1, 1) = 2 () = a5, (1) - -, (17,)

is an isomorphism between (C*)¥ and a Zariski open subset of a Schubert cell. In particular, ¢, ...,
are uniquely determined by x,(t') and hence by t,...,t;. Then the lemma follows by tropicalization of
the above argument. O

The following identity will be useful.
Lemma 4.10. Let a,b,c,d € Z, then
min (a, ¢ + d — min(b, d)) + min(b, d) = min (d, a + b — min(a, ¢)) + min(a, c).

Proof. This is a tropicalization of the following identity, which is readily verified by direct computation:

tetd totb
<t“ + ) (t° + %) = <td + ) (t* +t°). O

tb 4 td te 4 te
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Example 4.11. Consider the pair of Demazure weaves 201,20y for the braid word 8 = 1212 as in Figure
[4, where 20y is the left figure and 2o is the right figure. Suppose that the incoming edges for a cycle
have weights a,b,c,d. Then 21 has the form 1212 — 2122 — 212 and the weights transform as follows:
(a,b,c,d) = (b+ ¢ —min(a, ¢), min(a, c),a + b — min(a, ¢), d) —
(b + ¢ — min(a, ¢), min(a, ¢), min(a + b — min(a, c), d)) =: (a’,b’, ).
The weave Wy has the form 1212 — 1121 — 121 — 212 and the weights transform as:
(a,b,c,d) = (a,c+ d — min(b, d), min(b,d), b + ¢ — min(b, d)) —
(min(a, ¢ + d — min(b, d)), min(b, d), b + ¢ — min(b,d)) — (a”, 0", "),
where we have that
b"" = min(min(a, ¢ + d — min(b,d)), b + ¢ — min(b, d)) = min(a, ¢ + d — min(b, d), b + ¢ — min(b,d)) =
min(a, min(b, d) + ¢ — min(b, d)) = min(a, c).
By Lemma the weights also satisfy a’’ =b+c—b" = b+ ¢ —min(a,c) and
¢’ = min(a, ¢ + d — min(b, d)) + min(b,d) — b" = ¢’
The cycles that lead to an initial quiver are associated to trivalent vertices of a weave. These cycles are

not directly Lusztig cycles, but are “Lusztig cycles below the trivalent vertex v”, in the following sense.

Definition 4.12. Let 2J be a Demazure weave and v € 2 be a trivalent vertex. Given the decomposition
W = Wy o Wy, where the southernmost edge of W, is the outgoing edge of the trivalent vertex v, the
cycle v, is defined to be the concatenation -y, := Cy o Cy, where
- C1 : E(1) — Zxq is the cycle that assigns weight 0 that all edges except for the (downwards)
outgoing edge of the trivalent vertex v, to which Cy assigns weight 1.
- Cy: E(Ws3) — Z>q is the unique Lusztig cycle that can be concatenated with C;.

The cycles v, in Definition v € W a trivalent vertex, will often be referred to as Lusztig cycles as
well, in a minor abuse of notation and only when the context is clear, given that they are Lusztig cycles
except at their origin vertex v. The following terminology is also useful.

Definition 4.13. Let 20 be a Demazure weave and v € 2 be a trivalent vertex. By definition, -y, is said
to bifurcate at a 6-valent vertex with incoming edges e, ez, es and outgoing edges €}, e, eh if
’y'u(el) = P)/'U(e?y) = 077’1}(62) 7é 0.

Note that this implies that v,(€}), v (e4) # 0 and v,(e5) = 0, justifying the terminology. By definition,
vy 18 non-bifurcating if it never bifurcates.

FIGURE 6. The cycles v, associated to the topmost trivalent vertex (left) and second
topmost trivalent vertices (right) of the weave.

Example 4.14. Consider the weave 20 : 8 = 01020201010202 — 020102 in Figure[§ The cycles v, for
the topmost (resp. second topmost) trivalent vertices are also depicted in Figure@ left (resp. right). The
cycle on the left bifurcates at two 6-valent vertices, while the cycle on the right is non-bifurcating.
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Remark 4.15. Note that relations similar to those in Definition[{.8 appear in the definition of Mirkovié-
Vilonen polytopes [50, Proposition 5.2]. The connection between the cycles on Demazure weaves and
Mirkovié- Vilonen polytopes is intriguing and we plan to investigate it in the future.

4.5. Local intersections. In our construction, the arrows of the quiver Qgy, which we discuss mo-
mentarily, are determined by considering (local) intersection numbers between cycles on 23. Given two
cycles C,C" : E(2) — Z>o on a weave 20, we now define their intersection number as a sum of local
contributions from intersections at the 3-valent and 6-valent vertices and a boundary intersection term.

Definition 4.16 (Local intersection at 3-valent vertex). Let 20 be a Demazure weave, v € 20 a trivalent
vertez, and C,C" : E(20) — Z>q two cycles. Suppose that C (resp. C') has weights a1, as (resp. b1, b2) on
the incoming edges of a trivalent vertex v, and the weight a’ (resp. b') on the outgoing edge. By definition,
the local intersection number of C,C" at v is

1 1 1
£, (C-C)=|a1 d as.
by b by

Definition 4.17 (Local intersection at 6-valent vertex). Let 20 be a Demazure weave, v € 2 a hex-
avalent vertez, and C,C" : E(Q0) — Z>¢ two cycles. Suppose that C' (resp. C') has weights a1, az, a3
(resp. by, ba,b3) on the incoming edges of a 6-valent vertex v, and weights al,ah, al (resp. by, b, b5) on
the outgoing edges. By definition, the local intersection number of C;C’" at v is
1 1 1 1 1 1
£, (C-C)==||a1 ax a3z|—l|a} a) d
by by b3 by by b
Example 4.18. Let C,C" be Lusztig cycles. Suppose C has weights (a1, as,a3) = (1,0,0) on the top of
v. Therefore (a},ab,a%) = (0,0,1). Then their local intersection at v is
1
§(C - C,) = 5 (ba — b3) — (5/1 - blz)) :
Since by = ba + bg — by, we get §,(C - C") = by — b3, and §,(C" - C) = by — b,
Lemma 4.19. Let 20 be a weave and v a G-valent vertex v. Consider three Lusztig cycles C,C",C"
whose weights are (a1, az,as3), (b1,ba,bs) and (c1,ca,c3) on the top of v. Then the following holds:
(1) If (Cl, Ca, Cg) = (bl,bg, b3) + (]., 0, 1) then tiv(C . C/) = ﬁv(C . CH).
(2) If (01, Ca, 03) = (bhbg, bg) + (07 1, 0) then ﬁU(C . Cl) = ﬁv(C’ . C”).
Proof. For (1), we have min(cy, c3) = min(by,bs) + 1 and (), ch, c5) = (b)), b5,b5) + (0,1,0). The local
intersection number being bilinear, it suffices to consider (b1, ba, b3) = (0,0,0). Then #(C - C’) = 0 equals
1 1 1 1 1 1

1 1
1O 0" =3 (| ax as|—|af ah b | = 3 (a5 —ar) — (@} —a)) = 0,
1 0 1 0 1 O
as required. The proof of (2) is similar. O

Definition 4.20. Let 20 be a weave and C,C’ : E(Q0) — Z>o cycles. By definition, the intersection
number oy (C - C") of C and C' is

B (C-C) = > #,(C-C)+ Y 4,(C-C)

v 3-valent v 6-valent

Note that #o3(C - C") = —tan(C’ - C) and that #oy(C - C’) is an integer when C, C" are both Lusztig cycles.

4.6. Quiver from local intersections. Let 20 be a Demazure weave. Definition [£.20] along with the
following notion of boundary intersections in Definition allow us to associate a quiver Qgy to 20.

Recall the Cartan subgroup 7. Denote by X and XV the lattices of characters and cocharacters of T
Consider the perfect pairing

(13) () Xx XY — 7.

Let {a;} and {a}} be the set of simple roots and simple coroots, indexed by the vertices in D. Now given
a braid word 8 = oy, - - - 0, , we consider the following sequences of roots and coroots (cf. [19]):

(14) Pj = Siy "’Sij—l(aij)a P;/ =Syt Sij—l(o%\'/j)a V1< J< k.

Note that p; = s, -+ s;;(—ay,;). For a weave 2 and a cycle C, such that 8 appears as a horizontal
section of 20, we denote by c¢; the weight of C on the j-th letter of 3.
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Definition 4.21. Let 20 be a weave and C,C" : E(WW) — Z>o cycles and f = oy, --- 0y, a braid word
which is a horizontal section of 2. By definition, the boundary intersection tg(C - C') of C,C" at j is

I ..
15(C- 0 =5 > sign(j — i)eic) - (pi pY)

i,5=1

where (-,-) is the pairing defined via , and

1 if k>0,
sign(k) =40 ifk=0,
-1 ifk<0.

Remark 4.22. In Definition [{.21] and throughout this section we are assuming that the group G is of
simply laced type. For non-simply laced type Definition[{.21) has to be modified to take into account cycles
for the Langlands dual group GV of G, see Section and in particular below.

Definition 4.23. Let 20 be a Demazure weave. By definition, the quiver Qgy is the quiver whose vertices
are (in bijective correspondence with) the trivalent vertices of 20, and whose adjacency matriz is given by

Evp! = ﬁm}(% ) '71)’) + ﬁé(ﬁ) ('71) : 7v’)~
where §(B) is the bottom slice of the weave 2.

Remark 4.24. The entries €, , in Deﬁm’tion are always half-integers but not necessarily integers.
Note also that the boundary intersection terms for &, v vanish for cycles vy, v, (either of ) which do not
reach the bottom part of the weave: in the language of Subsection[{.7], the boundary intersection terms only
appear between frozen vertices, and the weights of arrows between mutable vertices are always integers.

Let us now continue our study of Qgy and its dependence on the weave 20.

Lemma 4.25. Let 2 be a weave with no trivalent vertices. Then for any two Lusztig cycles C,C’ the
sum of local intersection numbers equals the difference of boundary intersection numbers.

Proof. Tt suffices to verify this for a single 6-valent vertex and a single 4-valent vertex, which are local
computations. For the former, suppose that the Lusztig cycle C' has weights (a1, as,as) on top of a
6-valent vertex, while the Lusztig cycle C' has weights (b1,be,b3), also on top. By Lemma we
can assume that as = ag = by = by = 0, so the intersection number around the 6-valent vertex is
8(C - C") = —a1b3. We may also assume that the roots at the top boundary are ps = o, p2 = a; + @
and p; = «; where 4,5 € D are adjacent. Thus, the top intersection number is
1 . 1

#iop(C - C") = 581gn(3 — 1)a1b3(ai,a}/) = —§a1b3

and the bottom intersection number is

1 . 1
Hoottom (C - C') = o sign(1 = 3)agh (a5, 0)') = Saibs

and the result for 6-valent vertices follows. For a 4-valent vertex, suppose that we have Lusztig cycles
C, C’ with weights a1, as and by, by at the top, respectively. Then the top boundary intersection number
is a1by — agby, while the bottom boundary intersection number is a}by — abb} = azby — a1by. Thus, the
difference between the boundary intersection numbers is 0, as required. (]

Corollary 4.26. Let 201,20, : § — 3’ be two weaves with no trivalent vertices. Suppose that C’ml,C’éﬂl
are Lusztig cycles in 21, Cyy,, Oy are Lusztig cycles in W, and the initial weights of Cay, (resp. Coy, )
are the same as those of Cyy, (resp. Cyy,). Then fgn, (C' - C") = oy, (C - C”).

Proof. Indeed, both intersection numbers are equal to 3(C - C") — 5/ (C - C’). Note that by Lemma
the output weights of Cyy, (resp. Cyy ) are the same as those of Cay, (resp. Cgy, ). O

Corollary implies that two weaves 20,20’ that are equivalent via an equivalence that uses only 4-
and 6-valent vertices, then the corresponding quivers Qgy and Qg3 coincide. Let us now prove the
stronger result that any two equivalent weaves yield the same quiver. For that, it suffices to study weave
equivalences that involve 3-valent vertices, which locally are those in Example [1.11} see Figure [4

Lemma 4.27. Let 2, : 1212 — 2122 — 212 and Wy : 1212 — 1121 — 121 — 212 and C;, C! be Lusztig
cycles on W;, i = 1,2. Suppose that the initial weights of C1 (resp. C) coincide with those of Cy (resp.
C%), and let v be the cycle originating at the unique trivalent vertex of 20;. Then we have the equalities:
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(1) ton, (C1,7,) = fam, (Ca,77)
(2) taw, (C1,C1) = faw, (C2,C3)

Proof. For (1), we follow the notations of Example so C1, Cy have weights a, b, ¢, d on the top. For
the weave 207, the only local intersection is at trivalent vertex and thus

ﬁml(Cl,'ﬁ) =a+b—min(a,c) —d.

For 201, the local intersection at trivalent vertex equals a — ¢ — d 4+ min(b, d), while the local intersection
at the bottom 6-valent vertex equals b + ¢ — min(b, d) — min(a, c¢), as in Example By combining
these together we also obtain

fom, (G, Gy) = (a — ¢ — d + min(b, d)) + (b 4+ ¢ — min(b, d) — min(a, ¢)) = a + b — min(a, c) — d.

For (2), Lemma implies that adding (1,0, 1,0) and (0,1, 0,1) on top of either weave does not change
the intersection number at any vertex of either weave. Thus we assume that C; and C] have weights
(a,0,0,b) and (c,0,0,d) on top, where a,b,c,d € Z. Note that a,b, c¢,d could be negative here. Denote
Mgp := min([a]+,b) and meq := min([c]+, d) and let us compute the intersection numbers for 20;. At the
6-valent vertex we have

1 1 1 1 1 1 1 1
zle 0 0 =5 |=la- la- la]+| = la]+[c]- —la]-[c]+.
c 00 2|l [- [+
At the 3-valent vertex we have
1 1 1
(als ma b = ma((dls + [d- — [4) + mealaly — Bl — [B]-)+

[c]ly mea d

Bl [el + B[l — lal+[d]s — [al4[d].
The intersection numbers for 205 are as follows; at the top 6-valent vertex we have

1 1 11 1 1 1 1
S0 0 b= | B bl | = B-fdl — Bl
00 d [dy [d- —[d]-
At the 3-valent vertex we have:
1 1 1
a me+[a]- —[b]- [b]1| =map([d]+ — [c]+ — [c]-) + mea(lal4 + [a]- — [b]4)+
¢ e+ [c]- —[d]- [d]+

—[b]-[d]+ + [bl+[cl+ — [a] - [d] - + [a]+[d]- — [a]+[d]- = [a]-[c]+ + [b]-[¢] - + [b]-[c]4 + [b]+-[d] - — [a]+[d]+,
where we have used the equality min(a, [b]4+) = min([a]+,b) + [a]— — [b]—. Finally, at the bottom 6-valent

vertex we have
1 1 1 1 1 1 1 1
Ll o) Bl B | - 5 |l e mas| = ma(d +[d) ~ mea(bl + o)+
Mea + [~ —[d- [d]- —[d]- —[d- [d- mea
fa]_[d] — [B]_[d_.
By adding these local intersection indices, we obtain fay, (C1, C]) = fan, (C2, C4) as required. O

Corollary 4.28. Let 201,25 : 8 — §(8) be two equivalent weaves, where the same braid word has been
fized for 6(B). Then the quivers Qay, and Qy, coincide.

Let us now study the effect that weave mutation has on the associated quivers. We use the following:

Lemma 4.29. Let a,b,c,d € Z, then the following two identities hold:

(1) [b—a+min(a,b,c) — ¢]- = —[a + ¢ —b—min(a,b, )]+ = min(a,b) — ¢ — a + min(b, ¢).

(2) [b—a+min(a,b,c) — ]+ = —[a+ ¢—b—min(a,b,c)]- = b+ min(a, b, c) — min(a,b) — min(b, ¢).
Proof. Part (1) is a tropicalization of the identity

O+t ) () (" +t°)
L+ tate - tatge ’

and (2) follows by [(b—a)+(min(a, b, ¢)—c), 0]+ +[(b—a)+(min(a, b, ¢)—c)]- = (b—a)+(min(a,b,c)—c). O
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Lemma 4.30. Let 207,205 be the two Demazure weaves for cr{’ depicted in Figure @ Consider the
following three types of cycles: C,C" are Lusztig cycles with initial weights a,b,c and a',b',; 7, is the
short cycle connecting the trivalent vertices; 7,, is the cycle exiting the bottom trivalent vertex. Then:

(1) tan, (Csyv,) = —Han, (C, Y0,)-

(2) tan, (Yor, Yoo) = 1 fom, (Yo Y0s) = — 1

(3) faw, (€ y0,) = taw, (CYo2) + [, (C )4 = o, (€ v0,) — [Baw, (O o)) [Bamy (Yoo s )]
(4) #20,(C,C") = taw, (C, C") — [faw, (Cs 7o) ]+ 20, (€7 7o )] = + [How, (O 70,)] = [0, (C75 70)]+

Proof. For (1), we have toyg, (C,v,) = (@ — b) + (¢ — min(a, b, ¢)), and similarly f#oy,(C,vy,) = (b —¢) +
(min(a, b, ¢) — a), and Part (2) is also immediate. For (3) we have

(C
am, (

Wo

ﬁml (O’ ryvz) = min(a, b) - ¢ ﬂmz (O? 7112) =a— min(b, C)'
By Lemma we obtain ﬁ‘lﬂz (Oa 7112) - ﬂﬁfh (Oa 7112) =atc— min(a7 b) - min(b7 C) = [ﬁQU1 (G7 le )]+ , as
required. Finally, For Part (4), let us denote m = min(a, b, ¢),m’ = min(a’, b, ¢’). Then we have

fan, (C, C") — fam, (C, C") =

1 1 1 1 1 1 1 1 1 1 1 1
b min(b,¢) c¢|+|a m min(b,c)|—|a min(a,b) b|—|min(a,b) m c¢|=
b min(d',¢) | |d m' min(,)| |¢ min(a,b’) | |min(a’,b) m ¢

(a+c)' +m') — (b+m)(a" +¢)—
(min(a,b) + min(b, ¢))(b' +m’' —a’ — ) + (min(a’, V) + min(t/,))(b+m —a —c) =
(a + ¢ — min(a, b) — min(b, ¢)) (b’ + m’ — min(a’, b") — min(¥', ¢'))—
(b +m — min(a, b) — min(b, ¢))(a’ + ¢ — min(a’,v’) — min(¥’, ’)).
By Lemma [4.29] this equals —[fan, (C,vv, )]+ [fan, (", 70, )] - + [fan, (C, 70, )]~ [f2m, (C7, 70,4 O

Theorem 4.31. Let 201,Ws : B — §(B) be two Demazure weaves, where the same braid word has been
fized for 6(B). Then the corresponding quivers Quy, and Qsy, are related by a sequence of mutations.

Proof. By Lemmal4.4] any two such Demazure weaves are related by a sequence of equivalence moves and
weave mutations. By Corollary [£:26] and Lemma [£.27] equivalence moves for weaves do not change the
quiver. By Lemma and a weave mutation corresponds to the quiver mutation in the cycle v,,
connecting two trivalent vertices. O

4.7. Frozen vertices. Let 20 : 8 — 6(8) be a Demazure weave and let Qg be its associated quiver.
Recall that the vertices of Qgy are in bijection with the trivalent vertices of 2. In this section, we specify
which vertices of Qg are frozen.

Definition 4.32. Let v be a trivalent vertex of 20, equivalently a vertex of the quiver Qgyg, and v, is its
associated cycle. We say that v is frozen if there exists an edge e € E(20) on the southern boundary of
W such that v,(e) # 0.

Definition [1.32] allows us to upgrade Qqy to an iced quiver. Corollary [£.28]is refined as follows.

Lemma 4.33. Let 20,1, : 8 — 0(8) be two equivalent weaves. Then the quivers Qou, and Quy,
coincide as iced quivers, i.e. their frozen vertices coincide.

Proof. For equivalences with only 4- and 6-valent vertices, let v be a frozen trivalent vertex and assume
that the equivalence moves in the weave are performed after the appearance of the trivalent vertex v;
otherwise the result is clear. Then, in the area where the moves are performed, 7, is a Lusztig cycle and
the result in this case now follows by Lemma [£.9] Now assume that 20, and 20, are related by a single
equivalence involving a 3-valent vertex, i.e. they are related by a move as in Example If v is not
the trivalent vertex involved in the move, the computations in Example imply the result. Else, the
values of 7y, on the bottom of both weaves in Figure |4] are (0,0, 1) and the result follows. O

The behavior that weave mutation has on these iced quivers is readily computed as well:

Lemma 4.34. Let 201,205 be two weave related by one mutation at a trivalent vertex v € Qaoy,. Then:

(1) The trivalent vertex v is not frozen.
(2) The quivers p,(Qan,) and Quu, coincide as iced quivers.
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Proof. Part (1) is clear by the definition of weave mutation and Definition For Part (2) it suffices to
notice that, if C'is a cycle entering either one of the weaves in Figure |5| with weights (a, b, ¢), the exiting
weight is min(a, b, ¢), independently of the weave. a

4.8. Quiver comparison for AS. In the study of braid varieties of the form X(AfS), Lemma es-
tablished the isomorphism X (AS) 2 Conf(8). Subsection also described the quiver Q(8), following
[68], which gives a cluster structure on the configuration space Conf(8). The purpose of the present
subsection is to show that the quiver QQ( AB) for the right inductive weave @(Aﬁ), see Definitions

and coincides with the quiver Q(f).

In Subsection we assigned a sequence of roots p1, ..., pr, via Equation , to a horizontal slice of a
weave spelling the word o, - --0;.. By definition, in that case pj is said to label the k-th strand of the
weave. We now explain how strands labeled by simple roots are of particular relevance, starting with the
following observation:

Lemma 4.35. (1) The word (8 is reduced if and only if all roots p1, ..., pr are positive.
(2) Let w = s;, -~ -85, € W satisfy {(w) = r and assume that there exists a simple root o, j € D, such
that w(—cy,) = a;. Then w has a reduced expression starting with s;.

Proof. Part (1) is well known (see e.g [4, Proposition 4.2.5]). Let us prove Part (2).
Since s;w(—aq;,) = —a; is a negative root, by (a) the word s;s;, - - - s;, is not reduced; since s;, - - - s;,.
is reduced the result follows. ]

Lemma 4.36. Let 0;, ---0;, be a horizontal slice of a weave which is reduced. Suppose that the k-th
strand of this weave is labeled by a simple root ;. Then the following holds:

(1) The k-th strand cannot enter a siz-valent vertex through the middle.

(2) If the k-th strand enters a siz-valent vertex through the right (resp. left) then the k—2-nd (resp. k+
2-nd) strand of the next horizontal slice is labeled by ;.

(3) If the k-th strand enters a 4-valent vertex through the right (resp. left) then the k—1-st (resp. k+1-
st) strand of the next horizontal slice is labeled by ;.

Proof. The assumption states s;, - - - s;, (—a;, ) = o, for each of the items we then have:
(1) Assume that i5_1 is adjacent to ix and 4x4y1 = ip—1. Let w = s;, - -8, ,. Then «o; =
Siy - Sip (—ay,, ) = w(ay, +ay,_, ) and it follows from Lemma a) that ws;, _, and ws;, cannot
be simultaneously reduced. Since ws;, , is reduced, ws;, is not and ws;, ,s;
is not reduced either. Contradiction.
(2) This is a straightforward check based on s;s;s;(—a;) = «; if ¢ and j are adjacent.
(3) This is a straightforward check. O

& Sikp1r — WSy Sip_q iy

Corollary 4.37. Let A = o, ---0;, be any reduced lift of wy defining the positive roots py, k =1,...,r.
For each j € D, consider jo := min{l < k <1 | gjo;, -0, is not reduced} and j; :=min{l <k <r |
pr = aj}. Then, jo = ji.

Proof. Lemma implies j; > jo. For ji < jo, Lemma [£.36] (b) and (c) imply that it is enough to
find one reduced expression for wq that satisfies this property. It is straightforward to check that the
expressions given in e.g. [I, Table 1] work, i.e. there exist such reduced expressions. O

k

Remark 4.38. We have defined the sequence of roots p1, ..., pr by reading 5 in a left-to-right fashion. We
may read it in the opposite order to get a different sequence of roots pl,. = «;, ph._1 = s; (i, _, ), ph_o =
SinSip_ (i _y) e ey i = 85 -+ 8iy (e, ). Alternatively, pi, ..., p.. is the sequence p of roots for the opposite
word © := o, -+ 04y, but ordered oppositely: p'(8); = p(®)r—it1. Lemmas and Comllary

are still valid with appropriate, straightforward, modifications.

Let us now study the weaves of type r_0>(AB) inductively. Suppose that Q(Aﬁ) has been given, with its
lower boundary being reduced expression for A, that we also refer to as A. By the right-handed version
of Corollary the weave E)(Aﬁai) is obtained by taking the first strand (counting right to left) such
that pj, = «;, and move this strand to the right in order to obtain a reduced word for A that ends in
0;. By Lemma [4.36] in the process of doing this the strand will not enter a 6-valent vertex from the
middle so, if there was a cycle containing this strand, it will not bifurcate. Lemma [4.36| also implies that
any cycle containing a strand labeled by a simple root will not bifurcate. Once we have finished moving
the strand to the right, we pair it with the strand coming from the rightmost ;. This ends the cycle
containing the strand that has been moved (if any) and creates a new cycle starting at the new trivalent
vertex. Note that this new cycle is labeled by the positive root «;. This discussion implies the following:
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Lemma 4.39. FEvery cycle in the inductive weave r_o>(Aﬁ) is non-bifurcating, and all of its weights are
equal to 0 or 1.

For finer information, we first fix some notation. For every enumeration s of vertices of the Dynkin di-
agram D, we have a reduced expression A(k) = AR AY") of the half-twist A, so that A Ag'{) is a
reduced expression of the longest element of the Weyl group of the Dynkin diagram consisting of the first
m vertices (under the enumeration ) of D. Let us fix an enumeration of D, and we denote A = A,, - -+ Ay
the reduced decomposition of A corresponding to this fixed enumeration. Note that this implies that the
first strand (reading from right to left) that is labeled (as in Remark by «; is precisely the leftmost
strand on A;. Note also that every other enumeration corresponds to an element in the symmetric group
Sp. Fori=1,...,n, let us denote by A(i) a reduced expression of A corresponding to the enumeration
given by the permutation (12---4), that is, corresponding to the enumeration (i,1,...,i—1,i+1,...,n)
of the vertices of D. Note that the rightmost strand of A(7) has color ¢ and is labeled by o;.

In order to obtain the inductive weave Q(A/B), we iteratively build the weaves g := Q(AL ;=
E)(Acril), g 1= E)(Aaila,-a), I O e ?(Aﬁ). In fact, we build these weaves as follows:
- The bottom boundary of the weave oy is A = A, --- Ay for every k=0,...,r
- To build tvgy; from tog, we use braid moves to change the bottom boundary of wy to A(ig41).
The rightmost strand of A(ig,1) is labeled by oy, ,,, and we may form a new trivalent vertex in
wgy1. After, we use braid moves to return the bottom boundary to A.

Definition 4.40. Let 20 be a weave and Qgy its corresponding quiver. For i € D, a verter of Qg is said
to be an i-vertex if it corresponds to an i-colored trivalent vertex of 2, compare with Section[3.7]

By Lemma the quiver Q, has a frozen i-vertex if and only if there exists a (necessarily unique)
cycle that has a nonzero weight on the leftmost strand of A; in the bottom boundary. In particular, Qy,
has at most one frozen i-vertex for every i € D.

Proposition 4.41. Let i € D and let f(i) € Qg ap) be the unique (if any) frozen i-vertex. Then, the
quiver Qg(Aﬁgi) is obtained from QQ(Aﬂ) by the following procedure.
(1) Thaw the vertex f(i) and add a new frozen vertex f'(i), together with an arrow f(i) — f'(4).
(2) If j is adjacent to i in D and the vertex f(j) was added after f(i), add an arrow f(j) — f(i).
(3) Ifi is adjacent to j in D, add an arrow of weight 1/2 from the frozen vertex f'(i) to the frozen
vertex f(j).

Proof. To obtain the weave Q(Aﬂo’i) from Q(Aﬂ), we have to take the left-most strand of A; and move
it to the right. The vertex f(i) exists if and only if this strand is carrying a cycle, that we call C(7).
By Lemma the cycle will end at the new trivalent vertex in @(A,@’Ul) which corresponds to f/(4).
Thus, Part (1) is clear. For Part (2), we use Lemma[4.25] to count the new intersections that are formed
in Q(Aﬂai) We only look at the portion of the weave that is between the bottom boundary of 1 (AB)
(corresponding to the braid word A) and the new trivalent vertex in m(ABaZ) (so that the bottom
boundary is A(i)). By Lemma[d.36] the top and bottom boundaries of the cycle C(j) consist of a single
strand labeled by ¢;. The permutation p; = (12- - -4) satisfies the property that if a < b but p;(b) < p;(a),
then b = 4. Thus, the only new intersections involve the cycle C(7), and these intersections may only
involve cycles C(j) where j is adjacent to ¢ in D and j < 4. Now it is straightforward to compute

. v
(15) £1onC/(0) - C7) = HbatsamC() - C(3) = { bJ < and{ane)) £0

0 else.

Let us now look at the intersections that are formed after the trivalent vertex. These intersections will
only involve C’(i), where C’(4) is the cycle that has started at this trivalent vertex. Similarly, we have

+1 j <i,and (a,)) #0
0 else.

(16) ﬁtopcl(i) . C(J) - ﬁbottomcl(i) : C(]) = {

Now, if (@i, af) # 0 and f(j) was added after f(i), then we observe an arrow f(j) — f(i) from
if j < ¢ and from if i <j. If (w,af) # 0 and f(j) was added before f(i), then either we do not
observe any intersections (if ¢ < j) or the terms and cancel. Finally, we need to study the
(half-weighted) arrows between f/(i) and f(j) for j # i. It follows easily from and the fact that f(7)
is on a strand with root a; that (3) above holds. The result follows. g

Inductively, the analysis above concludes the following result.
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Corollary 4.42. Let B € Bry, be a braid word and Q(8) the quiver for the initial seed for Conf(B), as
introduced in Section . Then Q7 (ap) = QB).
_>

4.9. Quivers for inductive weaves. The inductive weaves <1;(6), W (B) in Deﬁnition depend on the
braid word for # and not only on the braid 5. In this section, we examine the dependency of the quivers
Qg( 8) and Qg(ﬁ) on the choice of braid word. First, we have the following result.

Proposition 4.43. Let 8 = B20;0,0,81 and ' = Bao;0,0i61, i, € D adjacent, be two braids words that
differ on a single braid move. Then the following holds:
(1) The quivers Q+ 5 and Qs (resp. Qw (g and Qi) are isomorphic if d(oioj0:61) # 0(51)
(resp 5(620z0301) 7é 5(ﬂ2))
(2) Else, the quivers Qs and Qg (s (resp. Q) and Qg ) are related by a single mutation
at the vertex given by the middle letter in the braid move.

Proof. Let us focus on right inductive weaves, as the proof for the left inductive weave fo is entirely
analogous. The statement (2) follows by studying the two right inductive weaves in Figures [7| and
which correspond to those for 5 and 3’ respectively. In these figures, the cycles are indicated with colors,
as depicted on the right, and the quivers are related by a mutation at the green vertex.

The proof of (1) is similar, and we leave it as an exercise for the reader. The key observation is that
any two weaves starting from the same braid word in the list

03040;045; 04050;04 ~ 05004045 0;,050;0;04; 0;0;0;0;05 ~ 0;0;0;0;0;

and ending at o;0;0; are equivalent. U

FIGUrRe 7. Right inductive weave and cycles for B20;0,0;, together with some of its
cycles and intersection quiver.

Flnally, for the relation between the quivers Qg; and Qg(aiﬁ), we note that 6(8) = 0(0;03) and the
weave 1o (o’zﬂ) can be obtained from the weave E B) by adding a new i-colored trivalent vertex v, which
will be frozen. Since the left arm of the trivalent vertex v goes all the way to the top, v is a source in the
quiver Qg(ai 3)- We thus obtain the following result:

Lemma 4.44. Let 8 be a braid word such that 6(c;8) = 6(8), and let v € %(mﬂ) be the last trivalent
vertex of the weave %(azﬂ). Then:
(1) The vertex v is frozen, and it is a source in Qi (0:6)-
(2) The quiver Qg(ﬂ) can be obtained from Qﬁ(o—iﬁ) by the following procedure:
— Remowe the frozen vertex v.
— Freeze all vertices that were incident with v.
— Remowe possible arrows between frozen vertices.

If otherwise 8 is a braid word such that 6(c;8) = s;6(8), then the quivers Qi (0:p) and Qg (g coincide.

Remark 4.45. The appropriate modification of Lemma@ is valid for the right inductive weaves .
The quiver Qg s obtained from Qi (,,) by removing a frozen sink, provided that 0(B) = 6(Boy).
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FIGURE 8. The right inductive weave for f20;0;0;, and its intersection quiver. It is easy
to see that the quiver here is obtained from that in Figure [7] by mutating at the green
vertex. Note that the arrow from the blue to the purple vertex appears only if these
cycles are not frozen in the right inductive weave of 3.

5. CONSTRUCTION OF CLUSTER STRUCTURES

In this section we focus on simply laced cases. We introduce the (to be) cluster A-variables, which will
be indexed by trivalent vertices of a Demazure weave, study their properties and prove Theorem

5.1. Cluster variables in Demazure weaves. Given a Demazure weave 20, let vy, : E(20) — Z>q be
the cycles associated to the trivalent vertices v € 20 as in Definition [f.12] and fix variables z1,...,2, € C
at the top of 20. We assign a framed flag B, € G/U to every region r on the complement R? \ 20 of the
weave as follows. If an edge e € 20 colored by s; separates two regions r, 7’ C R?\ 20, then we require that
the corresponding framed flags B,., B, are related by B;(Z)x;(u) for some v € C* and Z € C. Proposition
implies that such w, z are unique.

Theorem 5.1. Let W be a Demazure weave. Then there exists a unique collection of rational functions
Ay = Ay(z1,...,20) € Clz1,...,20), indexed by the trivalent vertices of 20, such that for every pair of
regions r,r' C R? \ 20 separated by an edge e € 20, the flags B, B, are related by

B;(2)xi (H AZ“(E)> , for somez e C.

Proof. We construct each function A, inductively by scanning the weave 20 from top to bottom. At the
top, we have 7,(e) = 0 and the framed flags are simply of the form U, B;, (z1)U, ..., B;, (1) -+ - Bi,(z¢)U
by Corollary This implies that the framed flag on the left unbounded region of 2 is always the
standard framed flag U and, in particular, z; = z; for 1 < j < /4.

First, suppose that we arrive at a 6-valent vertex, and that we have the framed flags
xU, IBi (El)xi (ul)U, xBi(El)Xi(ul)Bi(zg)Xi(UQ)U, and l‘Bi (El)xi (’ul)Bl(22)Xl(’u,2)Bl(23)Xl(U3)U

on top, as depicted in Figure [0} where, by induction, u;,us and usz are products of the rational functions
A,, as in the statement, for the trivalent vertices above. If v is a trivalent vertex, then -, has incoming
weights a, b, ¢ and outgoing weights a’, V', ¢’ satisfying a +b = b + ¢’ and b+ ¢ = @’ + b’ which implies
that the consistency condition in Lemma holds. Therefore at this stage z; are determined by z; and
A,, and the framed flags above the 6-valent vertex uniquely determine the framed flags below it.
Second, if we arrive at a 3-valent vertex v € 20, with e; and ey the two incoming edges and e3 the
outgoing edge, then ~,(e1) = v, (e2) = 0, v,(e3) = 1. The framed version of the identity is:

a7) B () B Elun) = B o) (52, ).
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B, (Z1)xi(u1) Bj (22) x; (u2)U

2 B;(Z1)xi(u1) B;(22)x; (u2) Bi(23) xi(u3)U

FIGURE 9. The initial framed flags at the top before scanning a 6-valent vertex.

where 2’ = 21 — 1/(u323). Therefore

A’U H AZ},/(CB) — g2 H Az},/(el)—‘r'yu,(eQ)

v’ #v v’ #v
and
(18) Ay =% H AZ;J/(61)-&-%’(62)—%’(63)_
v’ #v
The right hand side of this equality involves only the trivalent vertices v/ above v, and thus we can use
Equation to define A, inductively as we scan 20 downwards. ]

The following two lemmas establish how these functions A, change under weave equivalences, in Lemma
and mutations, in Lemma [5.3

Lemma 5.2. Let 21,205 be the two weaves for 1212, as in Example (see Fig. , and denote their
unique trivalent vertices by v1 € Wy, ve € Wsy. Then the variables A,, (W) and A,,(Ws) agree.

Proof. Let us denote both v; and vy by v, as the weave determine the index. Suppose that the z-variables
on the top are 21, 22, 23, 24 and for v’ # v the incoming edges have multiplicities a,r, by, ¢y, dy. For 207,
the right incoming (red) edge at v has position variable Zy, hence
A, (1) = % H AZ,“(U )
v#v!

where my(v') = (ay + by —min(a,, ¢y)) + dy — min(a, + by — min(a,, ¢,r), dy ). For Wa, the right
incoming (blue) edge at v has position variable

2«4 H A,Il);//_cv/,
v #v
by Lemma [3.12)). Therefore
A, (Ws) =24 H A$2(v’)

v/ #v
where
mo (V') = (by — cor) + @y + (cor + dyr — min(byr, dyyr ) —
min(a,, ¢y + dy — min(byr, dy)) = my(v')
by Lemma Since my (v') = ma(v’'), this shows that A,(201) = A, (22). O

Lemma 5.3. Let 21,2, be the two weaves for o3, as in Figure @ and for each of them let vy, vy be
the two trivalent vertices, v1 on top of va. Then the cluster variables A, = A,(21) and A, = A, (2W2)
satisfy

. Av — sz H Al[)ﬁlmll ('Yu/ Yvq )]+ + H A;[ﬂqnl (’y,u/ Yoy )]7

v/ #v1,02 v/ #v1,v2

and A, = A, for v # vy.
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Proof. We need to verify the statement for two trivalent vertices vy, vs. Suppose that the z-variables on
the top are Z1, 22, 23 and for v’ # vy, v9 the incoming edges have multiplicities a,, by, Cyr.

In 20; : (11)1 — 11 — 1 the position variable at the right incoming edge at v; is Z> and the cluster
variable is

vl _ ZZHAa o/ +b,s—min(a /,bvz).
The position variable at the right incoming edge at vy is 23 — 2, | II, Av 2t Indeed, we have

-2
T2y Ug

1 -zt - o a1 -
ero 7)) B = B - 5 ()
Therefore the function A,, at ve equals

A 23 _ 3 —1 H A 2b, A HAmln(a 150y )4cyr—min(a,s,byrie,r)
V2 T 2 U1 -
v#v!

(5253 . HA 2b,,/ HAaU/er o/ +Cyr —min(a,s b,l,/,cuz)'

For 205 : 1(11) — 11 — 1, the function A,, at the top vertex v is

I _ 53 H Aby/ +c,r—min(b,s,c,)
1 v

v’

and by

A ( Ty — 2 —1 HA_Qb A HAav/erm(b 7yCyr)—min(a,r,byr,c,r)
3 V1 -

v’
2223 o HA 2b,,/ HAav/er o/ FCpr—min(a,s,b,s,c,r) _ Av2~
Finally,

(19) Alevl _ Z2Z3 HAa o/ +2b,r+c,r —min(b,,c,s)—min(a,,b /)

sz HAb s—min(b,s,c,s)—min(a,s,b,s)+min(a,s,b,s,c,r) + HAa o/ Feyr—min(b,s,c,r)—min(a,s,b /)

v’

By Lemma we get fag, (Gu, - Guy) = —1 and

by — min(by, ¢,y) — min(ayr, by ) + min(ay, by, ¢ ) = — [y, (Go - Gy, )]
and
Ay + Cpr — min(by, ¢yr) — min(ayr, by ) = [y, (Gor - Goy)]
concluding that Equation coincides with the equation in the statement. (I

The transformation described in Lemma[5.3]is precisely a cluster mutation, see Section[2} Therefore, from
this moment forward we refer to the functions A,(20) as the cluster variables associated to a Demazure
weave 2J. Theorem at the end of this section proves that these functions are indeed cluster variables
for a cluster structure.

Theorem 5.4. Let 207,20, : 8 — §(8) be two Demazure weaves. Then the collections of functions
A, (201) and A, (23) are related by a sequence of cluster mutations.

Proof. By Lemmal4.4] any two such Demazure weaves are related by a sequence of equivalence moves and
weave mutations. By Lemma [5.2] the equivalence moves for weaves do not change the collection A, and
by Lemma a weave mutation corresponds to a cluster mutation. O
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5.2. Cluster variables in inductive weaves. In an inductive weave, the procedure for computing the
cluster variables A, from Theorem can be made more explicit, as we now describe. At each trivalent
vertex of a left inductive weave, the left incoming edge goes all the way to the top, but the right incoming
edge may be contained in some cycles.

Definition 5.5. Let 20 be a left inductive weave and v,v' € 2 trivalent vertices. By definition, v’ is
said to cover v if vy (er) # 0 where e, is the right incoming edge of v.

Theorem 5.6. Let 20 be a left inductive weave and v € W a trivalent vertex with color i € D and
U1,Us € G/U the framed flags associated to 20 to the left and right of this trivalent vertex, respectively.
Then:

(1) The z-variable s, on the right incoming edge of v agrees with the corresponding z-variable.

(2) The cluster variable A,(2V) associated to v € W satisfies the equation

Av =8y H A"/v’(er).

v’

v’ covers v

(3) We have the equality
Av = Awi(Ula U2)7
where A, is the generalized principal minor associated to the fundamental weight w.

Part (3) also holds for a right inductive weave.

Proof. For Part (1), all edges e of the weave to the left of v, including the left incoming edge at v, go all
the way to the top, and thus we have v,/(e) = 0 and u, = 1. On the right incoming edge at v, we have
the matrix B;(2)x;(u) and, if we move x;(u) to the right as in Lemma then z would not change.
Therefore z = z.

For Part (2), let e1,e2 and eg be the left incoming, the right incoming, and the outgoing edge of v,
respectively. We have v,/ (e1) = 7y,(e3) = 0 for all v/ # v and 7,/ (e2) # 0 if and only if v’ covers v, so
the result follows from Equation .

For Part (3), we get A, (U1,Us2) =[], Az/”'(eg). By the above, we have 7,/ (e3) = 8,7, which implies
the result. The proof for a right inductive weave is identical. |

Next, we consider the right inductive weave Q(Aﬁ), constructed in Section and compare the
variables A, (Q(Aﬁ)), for the trivalent vertices v € E)(Aﬁ), with those cluster variables coming from the
cluster structure on Conf(f) = X(Ap), as defined in [68] and described in Section [3.7] above. We will

denote by w the variables corresponding to the crossings of A, and by z the variables corresponding to
the crossings of .

As explained in Section the trivalent vertices of Q(AB) correspond to the letters of § = o, - - - ;...
Denote by Ay = A,, (E)(Aﬁ)), 1 < k < r, the cluster variables, constructed in T heoremand associated

to the corresponding trivalent vertices in Q(A/@). Similarly, denote by A}, the rational function (in fact,
polynomial) defined in Section Le. Ap(21,...,20) == Ay, (Biy(21) - By (1))

Proposition 5.7. In a right inductive weave, we have Ay = A'k foralll1 <k <r.

Proof. For that, we use the description of the variables Ay, Ay in terms of the distances between framed
flags, as follows. First, consider a configuration of flags

Sjé Sq

By —s Byyy —2s - —"3 Byy,) € X(AB)

(B Sj1 Bl Si2

where A = 0y, ---0;,. This admits a unique lift with the condition that B gets lifted to U; denote by
U, the lift of Bs;. Let k be such that 1 < k < r and i = ¢. Then, by definition, ﬁk = Ay, (U, Upyp).
The function Ay is given as follows; let U’, U” be the decorated flags to the left and right of the trivalent
vertex corresponding to o, , and note that by the definition of the right inductive weave @(AB) we have
U” = Uy, see Figure Theoremimplies A = Ay, (U, Upig).

It thus suffices to show that Ay, (U, Uryr) = Ay, (U, Ugsk). Consider a slice of the weave right below the
trivalent vertex corresponding to ¢;,, which gives a sequence of framed flags A, Ay,...,As,, with A= U
and Ay = Uy, see Figure The required equality now follows by [44, Lemma-Definition 8.3] upon the
observation that, since the weave at this point spells a reduced decomposition of A, the only appearance
of the simple root «; in the sequence f; i (cf. 44, Lemma-Definition 8.3]) is at the last step. |
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FIGURE 10. The right inductive weave for Af together with its collection of framed
flags. Every horizontal slice inside the rectangle is a reduced word for wy.

Corollary 5.8. Let 5 € BrIJ/rV be a positive braid word. Then
CIX(AB)] = up(Qz (ap) = AQwas)-
In fact, C[X(AB)] Z up(Qw) = A(Qw) where vo : A — A is any Demazure weave.

Proof. By Proposition and Corollary the first statement is equivalent to [68, Theorem 3.45].
The second statement follows from Theorems [£.31] and [5.4] above. O

5.3. Existence of upper cluster structures. Theorem [I.1] in the simply-laced case, is proven in two
steps at this stage. First, for any braid 5 € Brf,rv, we now show that the algebra of regular functions
C[X ()] is an upper cluster algebra. Second, we prove A = U in Subsection The main result of this
subsection is the following:

Theorem 5.9. Let 8 € Br% be a positive braid word, %(6) the left inductive weave and Qg(ﬂ) its
corresponding quiver. Then we have

CX(B)] = UP(QS(ﬁ))~

Remark 5.10. The use of the left inductive weave <tg(ﬁ) simplies part of the arguments in the proof

of Theorem [5.9 Nevertheless, by Theorems and [5.4), we then also have C[X(B)] = up(Qay) for
W :  — §(8) any Demazure weave.

In order to prove Theorem [5.9] we need the following preparatory lemmata, describing how the braid
variety X (f) and the quiver Qg( P change upon adding a new crossing on the left of 5. The following is
a more precise version of Lemma

Lemma 5.11. Let f3 be a positive braid word, § = 6(5) its Demazure product, and let z = z; € C[X(0;0)]
be the (restriction of the) coordinate associated to the first crossing in o;8. Then the following holds:

(1) If 6(0sB) = 0id, then z = 0 on the braid variety X (o;08) and X (0;0) = X(B).
(2) If 6(0;8) = 6, then we have an isomorphism
X(8) x C* 2 {p € X(0:8) : 2(p) £ 0} € X(0:6).
Proof. For Part (1), note that the variety X (o;3) is cut out by the conditions
(0:0) ' Bgo, (2,20, ..., zep)11) = U, Bgo, (2,22, ..., z05)11) = Bi(2)Bg = 0:6U = Bg,5(0,...,0)U

for some U € B. We can uniquely write Bg = By(a1, ..., ayuw))U’ for some reduced expression w < 0
and some a; € C. If we had w < 4, then o,w < o6, but we have

Bi(2)Bg = Bo,w(z,a1, ..., ag))U’,

which is a contradiction. For w = §, we have z = a; = ... = ays5) = 0, and so U = U’ and B = 6U.

For Part (2), let us assume z # 0. Then we can decompose

& ()G 56 1)
and factor B;(z) = L;(2)U;(z) accordingly. Now we also have
57 'Bi(2)Bs = 6" Li(2)U;(2)Bs = U'6 ' BgU”
where U’,U" are in B. Indeed, U;(z)Bg = Ej@U” by Corollary and 0~ 1L;(z) = U'57! since £(0;6) <

£(8) and £(671o;) < €(671). Therefore, for a fixed z # 0, the matrix 6! B;(2)Bg is in B if and only if
§71'Bg is in B, and the result follows. a
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In the notation of Lemma [5.11] the next statement follows from the construction:

Lemma 5.12. Let 8 be a positive braid word, 6 = 6(8) its Demazure product, and assume §(o;3) = ;0.
Then the inductive weave %(Uiﬂ) is obtained from E(ﬁ) by adding a disjoint line, and the cycles and
cluster variables for X (o;8) and X () agree.

For the the case §(0;3) = §, the inductive weave %(ai B) is obtained by adding a trivalent vertex v at
the bottom left corner of <E(ﬁ) Then the isomorphism X (8) x C* = {z # 0} from Lemma b) can
be extended to the weave <5(5) as in Lemma

Lemma 5.13. Let 8 € Br{fV be a positive braid word with §(o;8) = 6(8), i € D, and v € %(aiﬁ) the
trivalent vertex for o;. Let z,a1,...,a; be the variables associated to the slice of o (o;8) above v, read
left-to-right, so that z and ay are the incoming variables at the vertex v. Then we have:

(1) ag =271 ag=...=a,=0.

(2) The cycles and the quiver for g(mﬂ) and <tg(ﬁ) agree, up to removing the vertex for v. The
frozen vertices of the quiver for to(8) are precisely the frozen vertices of the quiver for %(aiﬂ)
together with those mutable vertices that have an arrow to the vertex for v.

(3) The cluster variables for <tg(aiﬁ), except for A,, and the cluster variables for <t;(,@) agree.

(4) The variable z is a cluster monomial for v (0;0).

Proof. For Part (1), since the first output variable for the weave vanishes, we have z —a;' = 0 and
a; = z~'. For the other output variables, we use the change of variables prescribed by Lemma On
the top of %(ﬂ), we use the change of variables from Lemma b) which is determined by the matrix
Ui(z) from (20). At the bottom of %(6), we can write § = 0,7, then

5_1Ui(z)B5(a1, e ,G,g) = 5_1Ui(Z)Bi(G,1)B,Y(a2, ey ag) =

_ 1 -2t 27t 1 1(0 -1
6 1901' <O 1 >SOZ< 1 0>B’Y(a27"'7a€):5 1<1 0>B’Y(a27"'7a€):

Yy 'B,(a1,...,am-1)
This belongs to the Borel subgroup if and only if a1 = ... = ay—1 = 0. This concludes Part (1). Part
(2) is immediate by construction, see also Lemma Part (3) follows from Lemma Indeed, the
matrix U;(z) has a 1 on each diagonal entry, so it does not change the variable at the right incoming
edge of any trivalent vertex. By Equation , this implies that the cluster variables do not change as well.

For Part (4), note that the cycles in the weave %(oiﬂ) can approach v only from the right. If the cycle
corresponding to the cluster variable A; has weight w; on the right incoming edge at v, then it has weight
min(w;,0) = 0 on the outgoing edge. By Equation , see also Theorem we have

AU = al 1_[14:201 = Z_l 1_[14;1)17
and therefore
(21) 2= A A
O

Lemma 5.14. Let 8 € Br{fV be a positive braid word with §(o;8) = 6(8), i € D, and v € <t;(aiﬁ) the
trivalent vertex for o;. Suppose that the cluster variables A, for the braid variety X (o;8) are reqular
functions, A, € C[X(0:8)], u € %(alﬂ) trivalent vertices with u # v, and that the cluster variable A,
associated to v is invertible. Then all cluster variables for X(B) are regular functions, and all cluster
variables with nonzero weight at v are invertible.

Proof. By Lemma all cluster variables for 8 are regular on X(3) x C* and do not depend on z.
Therefore all cluster variables are regular on X(3). Furthermore, by assumption, A, is invertible on
X (0;8), and z = A, [], A is invertible on X (8) x C*. Since a product of regular functions is invertible
if and only if each factor is invertible, we conclude that the cluster variables A; are invertible on X (53)
provided that w; > 0. ]

The following lemma shows that Theorem [5.9] holds for a braid word o;4 if it holds for the braid word
o;B, for any i € D.
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Lemma 5.15. Let 8 € Br;,rv be a positive braid word and suppose that there exists an isomorphism
ClX(0iB)] = up(Qég(r,5)) for some i € D. Then we have

Clx(B)] = UP(QS(/B))-

Proof. The case that 6(c;3) = s;6(8) follows by Lemma[5.11[a) and Lemma Thus, we assume that
0(o;8) = 6(B), and use the notation of Lemma By the same Lemma we can identify X ()
with the algebraic subvariety {p € X(0:0) : z(p) = 1} C X(0;8). By Equation , we also identify
the algebra of regular functions C[X (8)] with the algebra obtained from C[X (0;3)] by freezing all clus-
ter variables that have an arrow to the last variable in Q¢ ,. 5 and, moreover, specializing A, =T]A; ™.

Note that when we freeze all variables adjacent to the last (frozen) variable in Qg(ai 8) the quiver becomes
disconnected and the specialization A, = []A; ™" simply deletes the isolated vertex corresponding to v
from the quiver. Since Qg(ﬁ) is obtained from Q?F(mﬂ) by exactly this procedure, see Lemma b),
we obtain the following inclusion, cf. [62] Proposition 3.1]:

CIX(B)] € up(Qi(s))

Let us show the reverse inclusion. By Lemma the cluster variables for %(alﬂ), without A,
and the cluster variables for <5(5) agree. Every mutable variable in %(ﬂ) is not to the last vertex in
Q5 (0,5 and it follows that in C[X (B)] we can mutate at all these variables and still get regular functions.
Now, by [I7, Lemma 4.9], the algebra C[X ()] is a UFD and by [4I Theorem 3.1], all cluster variables
are irreducible in up(Q 4)) and thus they are also irreducible in C[X(f)]. Appealing once more to
factoriality of X(8), as well as to its smoothness, we use [28, Corollary 6.4.6] (see Remark 6.4.4 in loc.
cit) to conclude

up(Qig(s)) € CIX(B)):
O

Proof of Theorem[5.9 By Corollary|5.8 Theoremholds for words of the form A3, 5 € BHVI/ a positive
braid word. Then the general result follows by Lemma [5.15] as we can use it to delete each crossing of
A, left to right, until we obtain the desired result for 3. ([

5.4. Cyclic rotations and quasi-cluster transformations. In order to show the equality up(Q (5)) =
A(Qg(ﬁ)) we use the notion of a quasi-equivalence of cluster structures, following C. Fraser’s work [32]
and see also [33], as follows. Given a seed ¥ and a mutable variable A;, consider the following ratio,
which is the quotient of the two terms in the mutation formula from Equation :

L, .04 )
2 N1 OV L s D
H A Eij J
€i;<0 77 J
Let X,Y be two seeds in different cluster structures. By definition, the seeds 3, Y’ are called quasi-
equivalent if they satisfy the following conditions:

- The groups of monomials in frozen variables X3, Y’ agree. In other words, the frozen variables in
>’ are monomials in the frozen variables in ¥, and vice versa.

- The mutable variables in ¥’ differ from the mutable variables in ¥ by monomials in frozens.

- The ratios in ¥ and in ¥’ agree for any mutable variable.

A key result [32] Proposition 2.3] is that quasi-equivalence commutes with mutations; if we mutate two
quasi-equivalent seeds in their respective vertices, the new seeds will be quasi-equivalent as well.

Let us now prove the equality up(Qw) = A(Qyw) by studying cyclic rotations of braids words. Consider
two positive braids words 8 = oy, --- 0y, and B’ = 0y, - - - 05,05, with 6(8) = 0(8") = wo and s;wy = wps;.
Then Lemma implies that

(a) The braid varieties X (8) and X (') are isomorphic,
(b) The isomorphism in Part (a) changes the variables as follows:

(21,29, .,20) V> (22,...,20,2"), for some 2" := 2'(z1, 22,.. ., 20).

The goal is to show that this isomorphism is in fact a quasi-cluster transformation, when we consider
the upper cluster structures on X (8) and X (') built in Theorem Let 20 be an arbitrary Demazure

weave for oy, - - - 03, and 201, 2, its extensions using o; and o; respectively, as depicted in Figure
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W, = 20 W, = 2

FIGURE 11. The weaves 2J; and 20,. We assume that the southern boundary of 27 is
a reduced word for wq starting with s;. The equality s;wo = wos; assures that we can
bring the blue string on the left to the right using Reidemeister moves, as in 2.

Lemma 5.16. Suppose that a cycle C; enters a 6-valent vertez v with weights (w;, 0,0), z1,u1, 22, U2, 23, U3
are input variables as in Figure |4, and 2|, u, 2}, ub, 24, u}y are output variables. Then zj,u} are related
to z1,u1 by monomials in A; and

(zru1) ™" = (2hufy) ™ HAg”(C"'Cj).
J

Proof. The cycle C; exits v with weights (0,0,w;). Suppose that other cycles C; (j # i) enter the
6-valent vertex with weights (a;,b;,c;) and exit with weights (a’, ¥, ;). By Example we obtain

7173073
ﬁv(ci . CJ) = wz(b; — Cj) = wz(b] — CL;)

’ 'l . P a;
By Lemma|3.12|we have 2z} = z; Z—? = 21 [ A;% 7%, and by construction we have u; = A¥ [] Ay uy =

AV A;j . Now

—w? Wi
(zrug) ™" = 2] WA HAJ' Wik
J
while

I —wi wi(bj—ai) _ _w, —w;(bj—af) —w? —w;c} wi(bj—ai) _ _w; 4 —w? —w;a;
(zuy) ™ [T 4] =" [14 A7 T4 T4 T | E
J J J j

J

where we have used the identity b} + ¢} = a; + b;. O

Theorem 5.17. Let 201, 205 as in Figure|11l. Then:

(1) All the cluster variables for 201 and Qs agree, except for the last variables.
(2) The last cluster variables for 201 and Wa are inverse to each other, up to monomials in frozens.
(3) The cluster variables in 201 and Wa are related by a quasi-cluster transformation.

Proof. Part (1) holds by construction, as Lemma shows that the variables 2o, ..., 2y do not change.
For Part (2), let v; and vy denote the bottom trivalent vertices of 20; and 25, respectively. Let
z1 = z1 and 2z denote the variables at the left and right incoming edges of vy, while z3 and z; denote the
variables at the left and right incoming edges of vy. Note that z; may differ from the variable 2z’ at the
top of the weave. For 207, we have A,, = Zau and the right incoming edge carries the matrix B;(22)x;(u),
where v =[], A;”. For 205, the left incoming edge carries the matrix B;(z3)x;(u") and by Lemma
the variables z3 and Z3 (resp. v’ and ) differ by a monomial in frozen variables. Equation implies

Z— ()25 =0, ie Zy=(u)2(5)7L
The cluster variable A,, equals Z;u’ = (Z3u/) ™! and thus it agrees with (Zu)~! = A ! up to a monomial

in frozen variables, as required.

For part (3), we need to verify that the ratios agree. Let C; be a mutable cycle. In the weave 20
we have

1 1 1
ﬁﬁﬂl (C’L . C’Ul) = 0 0 w’i - wl?
01 0

so we obtain the equality

—w; iy I 1] 1(Ci-Cy
vi = A, ’HAﬁ(C ) = (z2u) ’HA?Q’J ( ),

J J
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By Lemma [5.16] this equals
CTOR | Ca
J

In 25, the last cluster variable is (Z3u/)~! and the corresponding intersection index with C; equals
1 1
0 1

oo+
I
g
S

from which the result follows. O

Let us remark that quasi-cluster transformations may not preserve the mutation class of the iced quiver
@, as the following example illustrates.

Example 5.18. Consider the braid word § = o1010202010102. The quiver Qoy for any weave 200 :  —
0(B) has three frozen variables, one mutable variables and it is of the form

Quw=0—e—=01 0.
For ' = 01010102020101 and its right inductive weave @(B’) the quiver reads
QE}(&) =e — [ O 0.

Remark 5.19. Let QY denote the full subquiver whose vertices are the mutable vertices of Q, and
21,y be weaves as in Figure . Then we have an equality lefh = Q%Q.

5.5. Theorem in simply-laced case. Theorem [5.17] allows us to conclude A = U, as follows:

Corollary 5.20. Let § € Br‘fV be a positive braid word of length r = £(8) and consider the upper
cluster structure on C[X(B)] for X(B) C SpecClz1,..., 2] constructed in Theorem[5.9 Then, for each
i, 1 <i <, there exists a cluster seed in C[X(B)] such that the restriction of the function z; to X (B) is
a cluster monomial in that seed.

Proof. By Lemma the variable z; is a cluster monomial in a cluster seed. By Theorem [5.17] we
can consider the braid variety with variables (zg, ..., 2., 2’) and the corresponding cluster structures are
related by a quasi-equivalence and mutations. Therefore 25 is a cluster monomial as wellE| By repeating
this procedure, we conclude that each z;, 1 <17 < r, is a cluster monomial in some cluster seed. O

Theorem 5.21 (Theorem u in simply-laced case). Let B € Br{;,(G) be a positive braid word in a
simply-laced algebraic simple Lie group G and v : § — 6(8) a Demazure weave. Then we have

CIX(B)] = up(@w) = A(Qu)-

Proof. That C[X (8)] = up(Qw) is Theorem [5.9and Remark[5.10} It is enough to conclude that C[X (3)]
A(Qr). By construction, see Corollary |3.7, C[X ()] is generated by the variables z1,..., 2., r = ¢(8

and thus the result follows from Corollary [5.20]

N

O

This concludes the proof of Theorem in the simply-laced case and thus, by Theorem also proves
Corollary [T.2]in its entirety.

Remark 5.22. Corollary implies that any Demazure weave 20 : 5 — 6(B) defines a cluster torus
Ty = {11, Av # 0} € X(B). Independently, Lemma also associates a torus Toy C X (B) to such a
weave. It follows from Equation that these two toric charts coincide, i.e. Ty = Tay.

6. NON SIMPLY-LACED CASES

In this section, we extend the results in the previous sections to an arbitrary non simply-laced Lie
group, concluding the proof of Theorem [I.1]

2Possibly in another cluster seed.
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6.1. Construction of cluster structure. The construction of braid varieties for an arbitrary group G
carries over as in Section [3[ verbatim. The braid relations induce isomorphisms of braid varieties by [68]
Lemma 2.5] which are canonical by [68, Theorem 2.18].

We modify the definition of Demazure weaves as follows. Let d;; denote the length of the braid relation
between the simple reflections s; and s; (that is, 3 for type Ag, 4 for By and 6 for G3). Instead of 6-valent
vertices, we now use (2d;;)-valent vertices with d;; incoming and d;; outgoing edges (see Figure (1eft)
for a By example). This is similar to the Soergel calculus conventions [22]. The trivalent vertices for each
s; are defined as usual. The proof of Lemma [4.1| goes through and any Demazure weave defines an open
torus in the braid variety.

The definition of Lusztig cycles is generalized as follows. A cycle still starts at an arbitrary trivalent
vertex. For a (2d;;)-valent vertex, one needs to use the more complicated tropical Lusztig rules as in
[50, Proposition 5.2], see also [3| Section 7] and [57] and Section The rules for a trivalent vertex
remain unchanged. Also, for any Lusztig cycle 7, there is a corresponding cycle v,/ for the Langlands
dual group, which satisfies the Langlands dual tropical Lusztig rules. Lemma [6.1] below relates the cycles
v» and 7./, but to state it we need some notation first. In what follows, if p is a root of G we denote

(23) dy = (p",p")

where the pairing (—, —) is normalized so that if p¥ is a short coroot then (pV,p¥) = 1. Moreover, if 20
is a weave and v (resp. e) is a trivalent vertex (resp. edge) of 20 colored by i € D then we define

(24) de = dgo, =: d,.

Note that d.,d, € {1,2} if G is of type B,C or Fy, and d., d, € {1,3} if G is of type Gs.
Lemma 6.1. We have v/ (e) = v, (e)d.d, .

Proof. The identity is clear near v, where ~,(e) = v/(e) = 1. We need to check that multiplication by
d. changes Lusztig rules to their duals. For simplicity, we consider the doubly laced case and leave triply
laced case to the reader. Suppose that we are in type By. If the root «; is long and as is short then the
tropical Lusztig rule is given by

(25) (I)Bz(avbv Gy d) = (b+ 2c+ d — P2, P2 _p1a2p1 — D2,a + b+ c _pl)a
while if o is short and as is long then the tropical Lusztig rule is given by

(26) (I)*Bz(a”bac7d) = (b +c+ d _p172p1 _pgvp; —P1,a + 2b +c _p§)7
where

p1 =min(a+b,a+d,c+d), po = min(2a + b,2a + d,2c + d), p5 = min(a + 2b,a + 2d, ¢ + 2d).
Observe that p1(a, 2b, ¢, 2d) = p;, pa(a,2b, ¢, 2d) = 2py, so
2 00

D4 (a,2b,¢,2d) = ®*(a, b, c,d).

o OO
_ o O O

1 0
0 2
0 0

O

In the non-simply laced case, we can take the boundary intersection between a Langlands dual Lusztig
cycle CV on 20U — that, we reiterate, is a cycle in 20U that satisfies the Langlands dual tropical Lusztig
rules — and a Lusztig cycle C’ as follows:

T
(27) 5(CY ') i= 5 S sian(j — i)Y - (o ).
i,j=1

Note that for a simply-laced group, the Lusztig tropical rules and their Langlands dual coincide, so this
formula is consistent with Definition [£:2I] By Lemma this allows one to define the intersection
number of a cycle and a Langlands dual cycle at a (2d,;)-valent vertex. The intersection of a cycle and
a Langlands dual cycle at a 3-valent vertex does not change from the simply-laced case. We then define
the exchange matrix:

(28) gigi= > () + s On )

v vertex of 20
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where 6() denotes the bottom slice of 2J. Note that this specializes to Definition in the simply-
laced case. This completes the definition of the exchange matrix. Note that in non simply-laced case it
is not skew-symmetric but skew-symmetrizable as in [68], see Lemma below. More precisely, there
are two separate pieces of data. First, the exchange matrix, which is the important data for the cluster
algebra, and which is skew-symmetrizable but not skew-symmetric in non-simply-laced type. Second,
there is the intersection form, which encodes the Poisson structure and is skew-symmetric; it is the skew-
symmetrization of the exchange e-matrix.

The choice of framing and the definition of cluster variables follow Section [6} For the non-simply laced
case, we will use a special class of weaves, generalizing the inductive weaves of Section that we
introduce in Section

Remark 6.2. In we matched the weights of cycles 09 with coroots p}/, while the dual cycles ¢
are matched with roots p;. This can be motivated as follows: in the definition of cluster variables in
Theorem we evaluate the coroot y;(u) at u = HAZ"(e), where the cluster variables are weighted by
Lusztig cycles. Thus cycles correspond to coroots, and dual cycles to roots.

6.2. Folding. In order to understand the (2d;;)-valent vertices better, we can interpret non simply-laced
rank 2 Dynkin diagrams by folding simply laced ones: Bs is a folding of A3 and Gs is a folding of Dy.
We will focus on the case of By for reader’s convenience, the case of G5 is analogous.

The Dynkin diagram for By has two nodes 1 and 2, we assume that 1 corresponds to the long root. We
can relate it to the Dynkin diagram for A3 where the nodes 1 and 3 of the latter fold to the node 1 in the
former, and the nodes labeled by 2 match. The By braid relation 1212 = 2121 corresponds to the braid
equivalence 132132 ~ 213213 in A3 which can be realized by the weave in Figure

1 3 21 3 2

1 2 1 2

FI1GURE 12. A3z weave unfolding the 8-valent vertex for By

In fact, there are two possible weaves here related by Zamolodchikov relation [14], Section 4.2.6], and
we can choose either one. Let us analyze the behaviour of Lusztig cycles under unfolding. First, the
variables t; from transform in the weave as follows:

tb c atb
(2o, 7, 80,80, 80, %) — (2, T 4 ¢, g0t ) —
ta + tC ta + tc
L thte ottt te) om tethte Lttt vt . om tethee
t ) 7t +t ) ) ) — t ) ) 7t +t ) y T —
te + t¢ T te + t¢ T te 4 t¢ T te 4 t¢ T
tt2etdn, my  tthtenm T tethte
1 ’ 727 1 T4t 1 7 —
T m1 (t“+tc)7rg ta 4 te 1
tht2etd my my wi o tebte tathte
T2 77T1,7T1’7T2’ T1 ’ T1 '

Here we have used the notation
mp= 0 4 (1 ) g = 200+ (10 1)
and employed the identities
10y 4+ 1t 4+ 1°) =m0, U 4 1y = (1% 4 )7y
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Note that the weights for the edges colored by 1 and 3 agree both in the input and the output. By
tropicalizing, we get precisely the equation . Similarly, any By weave 20 can be “unfolded” to an As
weave 20’ which has the following symmetry:

Lemma 6.3. Let 20" be an Az weave obtained from 25’ by swapping the colors for 1 and 3. Then 25"
is equivalent to W' with added 4-valent vertices at the top and at the bottom.

Proof. This is a local check, so it is sufficient to check it for trivalent and 8-valent vertices in the Bs
weave 20. A 2-colored trivalent vertex in 20 lifts to a 2-colored trivalent vertex in 20’ or 20, so there is
nothing to check. A 1-colored trivalent vertex in 20 to a pair of 1- and 3-colored trivalent vertices in 20,
these are swapped in 20”. Since we can move a 3-colored strand through a 1-colored trivalent vertex,
and a l-colored strand through a 3-colored trivalent vertex, we get the desired equivalence. Finally, an
8-valent vertex in 27 lifts to a weave in Figure[I2] with reduced braid words on top and bottom, and any
two such weaves are equivalent. O

By abusing notations, one can say that there is a Zy action on the weave 20’ which sends it to 23” and
adds 4-valent vertices at the top and at the bottom. We can summarize the properties of braid varieties
and weaves under unfolding as follows:

Proposition 6.4. Let 8 be a braid word for By, and 3’ its unfolding to Az where we replace each o1 in
B (assume there are ny of these) by o103 in 3. Then the following holds:
(1) The group H = (Z3)™ acts on X(B') by swapping each o1 and o3, and swapping the corresponding
z-variables.
(2) The fived point locus X (B') is isomorphic to X(B). Furthermore, the fized point locus for the
diagonal Zs C H coincides with X (3) as well.
(3) Any Bs weave 20 for 5 can be unfolded to an As weave 2’ for ', and the action of Zy extends
to ' as in Lemma 6.3
(4) Bsy cycles lift to either one Za-invariant cycle, or two As cycles exchanged by the action of Zs.
(5) To calculate the entry e, of the exchange matriz for two trivalent vertices v and v' of 20, one
takes the intersection between the average of lifts of v, and the sum of lifts of v, in 20, In this
sense it is just a restriction of the As intersection form/Poisson structure.

Proof. Parts (1)-(2) are clear, (3) is a straightforward consequence of Lemma [6.3] and (4) is clear.

To prove (5), suppose that 7, and v, lift to k and &’ cycles with total sums <, and 7,  respectively.
Let n be an arbitrary slice of 20 and 7’ the corresponding slice of 20’. We claim that

ﬁn(’V;/ . 'yv’) = %ﬁn’ (% %) .
To lighten the notation, we will denote C := ~,, CV := v and C’ := ~,s. First we make some simple
observations. Suppose that p; is a root associated to an edge in some slice. This edge has some color
which is then associated with a simple root . By definition, p; is a Weyl group translate of «. Edges
with color a lift to (@, a") roots after unfolding, where we normalize the pairing (—, —) so that if pV is
a short coroot, then (p¥, p¥) = 1. Thus an edge labelled by p; lifts to (p), p;’) roots after unfolding.
Now suppose that a root p; lifts to a = (p)’, p)’) roots p; 1,. .. pio with the same weight ¢; in the unfolding,
while a coroot p; lifts to b = (p], pY) coroots p}/,...pJ, with the same weight c; in the unfolding.
We need a few facts:
o ¢/ = %Ci, this is Lemma

® Di1,...piq are mutually orthogonal, so that (p; 4, ﬁyy) =0 unless z = y.

-~ b o~
* (pi,p}) = (Piws 24—y Pyy) for any lift p; , of p;.
We are now ready to calculate

b b a b
~ a ~ 1 -
C;/C;'(Pi,ﬂjy) = Cz'vC;‘ (Pi,h Zﬁﬁ) = ECiC} (pi,h Zﬁ;t) = %Cicg‘ (Z Pit Zﬁft) :
t=1 t=1 t=1 t=1
Hence the boundary intersections of (CV, C") and (C, @) differ by a factor of k. Therefore the intersections

at any (2d,;)-valent vertex differ by a factor k as well, and the result follows. O

More generally, we can unfold any non simply-laced Dynkin diagram: C,, unfolds to As,_1, B, unfolds
to Dyy1, Go unfolds to Dy and Fy unfolds to Eg. Proposition [6.4] and its proof have a straightforward
generalization to all these cases. We define a diagonal matrix D := diag(d, ) using Formula .

Lemma 6.5. The matriz eD~! is skew-symmetric, so € is skew-symmetrizable.
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Proof. Suppose that trivalent vertices v, v’ unfold to d,, and d,- trivalent vertices, respectively. Let v, o
be the corresponding cycles, and let 7,7, be the sum of all of their respective lifts. Then by Proposition
[6-4)5) we get
N NP I PP
Evw! = a (%,%’), Ev oy = %(’%}’7’%})7

SO e’:‘U,U/d;,l = —sv/,ud;l and the result follows. O

6.3. Weave equivalence. We would like to relate different weaves by weave equivalences and mutations.
The definition of weave mutation is unchanged, but the definition of weave equivalence is modified
similarly to the 2-color relation in Soergel calculus [22], see below. There is one such equivalence relation
(generalizing 1212 from Figure [4)) for each rank 2 subdiagram, see Figure Informally, one can say
that the weave equivalence allows one to push a trivalent vertex through a braid relation.

12121 1212121
21211 11212 2121211 1121212
| | | |
21921 1212 212121121212

FIGURE 13. Weave equivalences for By (left) and Gz (right) from braid word graphs

Proposition 6.6. In any type, the weave equivalence does not change the e-matriz, the intersection form
and the cluster variables.

Proof. If a weave has no trivalent vertices inside, the intersection form can be computed using Lemma
and, in particular, does not depend on the choice of braid relations for the fixed input and output.

Next, we need to check the equivalence relations in rank 2. In types As and A; x A; this is done above.
In type Ba, we unfold the 8-valent vertex to an Az weave as in Figure For the weave equivalence,
we have two cases: either we add a trivalent vertex labeled by 2, or we add a trivalent vertex labeled by
1 for By which unfolds to a pair of trivalent vertices labeled by 1 and 3 for A3. In the first case, after
unfolding we get an A3 weave with one trivalent vertex. By Theorem [f.4] any two such weaves are related
by a sequence of (type A) weave equivalences and mutations. Since there is only one trivalent vertex,
there are no mutations. In the second case, we have two trivalent vertices, but the corresponding type A
quiver has two frozen and no mutable vertices, so there are no mutations either.

Therefore by Lemma and Lemma [5.2] the cluster variables and the intersections between cycles in
the unfolded weave do not change, hence they do not change for the By weave as well. O

6.4. Double inductive weaves. We would like to encode ways of writing 8 by adding letters on the left
and on the right. This is reminiscent of the double-reduced words of Berenstein, Fomin and Zelevinsky
[2]. We will notate such a way of writing 8 by a double string of entries of the form ¢X where ¢ is the
number of a node in the Dynkin diagram, and X = L or R. The entry X means that we should add
the braid letter o; on the left if X = L and on the right if X = R. For example, (2L,1R,3R,1L,2L,2R)
encodes writing the positive braid word op0102010302 using the following string of subwords: o3, o201,
020103, 01020103, 0201020103, 020102010302.

Suppose that we can write 8 using the double string (i1 X1,42X5,...,4X;). Let us call 8 the k-th
subword (of length &) coming from a double string. We may set 8y = e, the identity. Then fj41 = 04, , Bk
or fo;,,, depending on whether X3, = L or R, respectively.

Let us now construct the weave associated to a double string, that we call a double inductive weave. At
each stage we get a weave from Sy to uy := §(8;). We start with the empty weave. If £(up41) = f(ug)+1,
then we just add a strand of color ¢;4+1 on the left or right, depending on whether X1 = L or R. Oth-
erwise, we have £(ug4+1) = (ug). In this case, we add a strand of color ig41 on the left or right, and this
strand can form a trivalent vertex with an additional strand of color iry1. In both cases, we see that we
get a weave from Sii1 to ugr1 = 6(Br41). For example, the left inductive weave <tg(ﬂ) is the weave as-
sociated to (i.L,%.—1L,...,i1L), while the right inductive weave Q(B) is associated to (i1 R, isR, ..., i, R).
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Note that in the first entry in the double string, the L or R is superfluous, and does not affect the
resulting string of subwords or the corresponding weave. We will sometimes suppress X; or freely change
it between L and R.

We will often abbreviate the first k£ entries in the double string by §j if we are not concerned with this
part of the double string. For example, we might write a double string as (B, tk+1Xk+1, tk+2Xkt2, - - - )-
It will be convenient to introduce a book-keeping device into our notation. Given a double string
(i1 X1,19Xo,...,4X)), let us write the (k + 1)-st entry as ik+1Xk++1 when l(ugs1) = l(ug) + 1. In
other words, we will add a superscript “+” to those entries that increase the length of the Demazure
product. For example, if we are working in type A4, the word (2L,1R,3R,1L,2L,2R) would be written
(2L, 1RT,3RT,1L* 2L, 2R™).

Remark 6.7. Note that, given a double string for B, (i1X1,i2Xa,...) where X; € {R, L}, the cluster
variables for the braid variety X (B) are in correspondence with the steps that do not increase the length
of the Demazure product, that is, with the complement of those entries that have a + in the superscript.
Theorem (3) is valid for the double inductive weaves, with the same proof.

Theorem 6.8. Let Q1 and Wy be double inductive weaves for the braid word B in arbitrary type. Then,
W1 and Wy are related by a sequence of weave equivalences and mutations.

Proof. We will consider the following kinds of moves on double strings:

(Z'1L7 ing, A ) — (ilR, iQXQ, e )

(BryiLyjR,...) < (Br, jR,iL,...)
First, observe that any two double strings for the same braid word § are related by a series of the two
moves above. The first move is trivial, as remarked before, and does not change the weave. The second
move breaks down into several cases. We will break up the cases according to the lengths of £(s; * u),
l(uy * s;) and £(ug42), which we will now analyze.

(1) Case 1: (Bg,iLT,jRT,...) «— (B, jRT,iL*,...)
First, let us suppose that £(s; * ug) = f(u) + 1, (ug * s;) = L(ug) + 1 and €(ugy2) = f(ug) + 2.
Both weaves come from just adding an i strand on the left and a j strand on the right. Thus,
the weave does not change, the cluster variables do not change, and the cluster variables are still
attached to the same entries.

(2) Case 2: (Bk,iLT,jR,...) +— (B, jRT,iL,...)
This is the case where £(s; * ug) = £(u) + 1 and £(ug * 55) = (ug) + 1, but £(ugs2) = £(ur) + 1.
We have that

Uk+2 = Si * Uk * S5
= S; * Uk
= Siug
= Uk * Sj
= UESj.

From this, we get that s;ui, = ugs;. Because £(uy) < €(us;), we know that uj cannot be written
with an s; on the right. However, s;uj, can be written with an s; on the right. This means that
this s; must come from moving s; to the right through u;, using a series of braid moves. Similarly,
moving s; to the left through uj, using a series of braid moves gives an s; on the left.

Let us now compare the weaves coming from the two different double strings: The weave for
(Br,iLT,jR,...) comes from adding an i strand on the left, pulling it through u using braid
moves, and then merging with the j strand on the right to get a trivalent vertex. The weave for
(Bk, jRT,4iL,...) comes from adding an j strand on the right, pulling it through wuy using braid
moves, and then merging with the ¢ strand on the left to get a trivalent vertex. These two weaves
are related by a series of equivalences, see Figure [14] below.

Thus we have that the weaves are equivalent. The cluster variables stay the same, but the cluster
variable attached to the entry jR in (Bg,iL™,jR,...) becomes the cluster variable attached to
the entry ¢L in (B, jRT,iL,...).
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An important specialization of this is when u; = wgy. Under this specialization, we will have
that 7 = ¢*. This situation will arise repeatedly in Section when we compare our work with
previous work on cluster structures on Richardson varieties.

2

I
=

FIGURE 14. On the left, the weave for the double sequence (8y,iL*,jR). On the right,
the weave for (8, jR",iR). These weaves are equivalent.

Case 3: (Bi,iLT,jR,...) +— (Bx,jR,iL",...)
This is the unique case where £(s; * u) = €(uy) + 1 and €(ug * s;) = £(ug). In this case we must
have that £(ugy2) = €(s; * ug * s5) = L(ug) + 1.

In this case, because adding j to the right of 5 results in a trivalent vertex, one can write a
reduced word for u; with an s; on the right. This means that the trivalent vertex coming from
adding j on the right does not interact with adding a strand i on the left. Thus, the weave does
not change, the cluster variables do not change, and the cluster variables are still attached to the
same entries.

There is a similar case with the roles of L and R reversed, which can be treated similarly.

Case 4: (fk,iL,jR,...) «— (Br,jR,iL,...) and £(s;ugs;) = (uy) — 2.

Cases 4 and 5 will deal with what happens when £(s; * ux) = (ux) and f(ug * s;) = £(ug). In
both these cases, we have that £(s;ux) = ¢(ux) — 1 and ¢(ugs;) = £(ur) — 1. Therefore we have
that £(s;us;) = ¢(uk) or £(uy) — 2. We deal with the latter case first.

If £(s;us;) = €(ux) —2 means that uy, has a reduced expression of the form s; - - - s;. Thus adding
an ¢ strand on the left and a j strand on the right gives trivalent ¢ vertex on the left and a
trivalent j vertex on the right. These trivalent vertices do not interact with each other. Thus
the resulting double inductive weave are identical, the cluster variables are the same, and they
remain attached to the same entries.

Case 5:(0j,iL,jR,...) «— (Bk,jR,iL,...) and {(sjurs;) = £(ug).

In this case, we have that u; = s;v for some reduced word v of length one less than wug. Note
that v cannot be written with s; at the end. Thus ¢(vs;) = £(v) + 1 = €(ug). Let v be the lift
of v to the braid group. From this, we have that £(s; * uy * s;) = €(uy * s;). This means that
up = 0(s; * ug * ;) = 0(ug * ;). Therefore we have uy = vs;. This means that when we write
uy, with the strand ¢ on the left, and in order to use braid moves to write it with strand j on the
right, we have to pull the ¢ strand through v to get the j strand on the left.

Now we can compare the weaves on the two sides. The weave for (8,iL,jR,...) comes from
writing ug with an 4 strand on the left. We add another ¢ strand and create a trivalent vertex.
The ¢ strand on this trivalent vertex then gets pulled to the right using braid moves until it be-
comes a j strand on the right, which merges with the j strand added on the right to give another
trivalent vertex, see Figure [15] below.

There are two cluster variables. The first variable, which is attached to iL, has a cycle starting at
the left ¢ trivalent vertex and ending on the right j trivalent vertex. The second cluster variable,
which is attached to jR, starts at the right j trivalent vertex and goes downwards.

Mutation at the cycle corresponding to the first variable gives precisely the weave corresponding
to (Bk,jR,iL,...). The cluster variable formerly attached to L mutates to become the one at-
tached to jR. The variable formerly attahced to jR does not change, but it is now labelled by L.
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This case has some similarities to Case 2, with the role of uj in Case 2 now played by v. An
important specialization of Case 5 is when uj; = wg. Under this specialization we will again have
that j = ¢*. This situation will also arise repeatedly in Section

=
I

g

=

FIGURE 15. On the left, the weave for the double sequence (B,iL,jR,...). On the
right, the weave for (8, jR,iL,...). These weaves are related by a mutation.

In summary, Cases 1, 3 and 4 are uninteresting. The moves
(Bro L™, jRY,...) ¢ (B, jRY,iLT,..0)
(B, iLt, R, ...) +— (B, jR,iLT,...)
(Br,iL,jR,...) «— (Br,jR,iL,...) and £(s;ugs;) = £(ux) — 2
involve no changes in either cluster variables or which entry corresponds to which cluster variable.

Case 2 is mildly interesting in that the move
(B, iLt, jR,...) +— (B, jRT,iL,...)

changes the entry corresponding to the unique cluster variable, though the weave is unchanged.

Case 5 is the only move involving a mutation. In the move
(BksiL,jR,...) «— (Bk,jR,iL,...) and €(s;ugs;) = f(uk),

the cluster variable attached to iL on the left mutates to the cluster variable attached to jR on the right,
while the cluster variable attached to jR on the right does not change but becomes labelled by the cluster
variable attached to ¢L on the right. O

Corollary 6.9. In arbitrary type, the cluster seeds associated to any two double inductive weaves are
mutation equivalent.

Proof. The proofs of Lemma [£.30] and Lemma [5.3] still apply, so weave mutations correspond to the
mutations of the exchange matrix and cluster variables. By Proposition weave equivalences do not
change the exchange matrix or cluster variables. Now the result follows from Theorem O

6.5. Cluster structures in the non simply-laced case. With these results and notations, we are
ready to prove Theorem in the non-simply laced case for double inductive weaves.

Theorem 6.10. Let G be a simple algebraic group, 5 € Br{fV a positive braid word and v : 8 — 6(B) a
double inductive weave. Then we have

CIX(B)] = up(ew) = Alew),
where €y, is the skew-symmetrizable exchange matriz associated to to in Section|6. 1)

Proof. The proof follows the argument for the simply laced case, as presented in Section [5] quite closely.
Thus we only list the key steps and necessary changes:

(1) Since we are considering double inductive weaves, where Theorem and Corollary apply,
the cluster seeds associated to the left and right inductive weaves are mutation equivalent.

(2) In the case of Bott-Samelson varieties, the results of Section in the simply-laced case imply
the corresponding results (for Bott-Samelson varities) in the non-simply laced case, as follows.
Assume the Dynkin diagram D is obtained from D’ via folding. Note that the unfolding of the
longest word in W(D) is the longest word in W(D’). Thus, a braid of the form AS € Br(D)
unfolds to A’S" € Br(D’). As for the weaves, except possibly for 4-valent vertices that do not
influence the exchange matrix, the inductive weave Q(Aﬁ) unfolds to Q(A’ B'); this follows from
Remark The result now follows since the exchange matrix B for Conf(3) is obtained from
that of Conf (/) via folding, see e.g. [24] Section 3.6]. The results of Section[5.2] go through in the
non-simply laced case with the same proofs. Thus, at this point we can conclude that Theorem
[1.1]is true in the non-simply laced case for words of the form Af.
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(3) The freezing argument from Lemma remains unchanged and applies in the non-simply laced
case, from which we conclude the equality C[X (8)] = up(ew) between the ring of functions and
the upper cluster algebra.

(4) Finally, in order to prove that cyclic rotation is a quasi-cluster transformation, we use the cor-
responding statement of Theorem [5.17} which follows from the simply laced case by unfolding.
Note that if the weave 2J in Figure |'1;f| is double inductive, then both 20; and 20, are double
inductive as well. This proves that C[X(8)] C A(ew) and thus C[X(8)] = A(ew)-

O

Theorem constructs cluster structures in arbitrary type. The only difference with Theorem is
that the latter states that any Demazure weave can be used to construct a cluster seed, whereas the
former restricts to double inductive weaves. Let us now conclude Theorem by providing the following
generalization of Lemma [£.4] in arbitrary type.

Proposition 6.11. Let 257,25 : § — §(B) be Demazure weaves in arbitrary type, where we have fized
a braid word for §(8). Then 201 and W, are related by a sequence of weave equivalences and mutations.

Proof. We follow the logic of [2I] and [14] Section 4]. It is sufficient to check all possible overlaps of the
braid relations and Demazure moves ii — 4 and verify the statement for all Demazure weaves in these
cases. It is proven in [2I, Lemma 5.1], in the language of minimal sets of ambiguities, that checking
these overlaps is indeed sufficient in Type A and analogous arguments should apply for other types.
Equivalently, we can draw the braid word graphs in all these cases and interpret the Demazure weaves
as paths from top to bottom vertex. We need to check that, up to mutations, all cycles in these graphs
are generated by pentagons as in Figure [13 and squares (for non-overlapping moves).

The overlap between two Demazure moves is a mutation. The overlap between a Demazure move and a
braid relation (for example, 11212 in type Bs) is covered by Figure This leaves us with the overlaps
between two braid relations. To check these, we can restrict to a rank 2 subdiagram and consider the braid
word graphs for § = 1212... with {(8) = d+k, k < d—1, where d = d15 is the length of the braid relation.

We proceed by induction in k, the base case k = 1 is our definition of equivalence, see Figure Assume
that we verified the statement for all 8 = 1212... with ¢(8) < d + k — 1, then we verified all overlaps
of lengths at most d + k — 1 and by the above argument any two weaves for an arbitrary braid word of
length at most d + k — 1 are equivalent.

Now consider 8 = 1212... with ¢(8) = d+k,k < d—1. We can apply (k+1) different braid relations to /3
and obtain braid words 8,1 < a < k+ 1. Note that £(8,) = d+ k. It is easy to see that our assumption
k < d —1 implies that we cannot apply any braid relations to [/ (except going back to ), so we must
cancel double letters in all possible ways and obtain words ;/,1 < b < 2k of length ¢(5}) = d+ k — 1.
Specifically, 81 is #) = 2121.., with one repeated letter, 8, is 83, = 1212.., with one repeated letter,

d+k—1 d+k—1
and for 2 < a < k the word 3/ is @ = 1212... with two repeated letters, and can be simplified to two
d+k—2

words 5,5, f5,_1 which can be further simplified to . We illustrate these words in Figure [16|for type
By, d=4 and k = 3.

1212121
- T
2121121 1121221 1221211 1211212
212127 121221 112121 121211 122121 121212
\\12121//

FIGURE 16. Braid words for type Bs, d = 4 and k = 3: 8 on top, 8, and 5} on next
two layers and « at the bottom.

Consider an arbitrary path of braid words from f to §(8) = wy, it must pass through g;’ for some b. By
the assumption of induction, any two paths from (3} are equivalent, so we can choose a path from ;' to
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wp by first going to «, and then following an arbitrary path to wg. On the other hand, we can describe all
cycles involving 3, i and o: there are k pentagons (weave equivalences), k — 1 squares (non-overlapping
relations), and k — 2 triangles of the form:

1121...=112...1* 12... 1*1*
N~ e N~
d d / d
121...=12...1*
Vel
d d

Here we denote by 1* the index of the conjugate of the generator s; by wg, which is 1 for even d and 2
for odd d. A straightforward verification shows that such a triangle can be obtained as a combination
of three elementary equivalences (one of them corresponding to a commutative square in the braid word
graph and two others corresponding to pentagons) and two mutations. Therefore, any two paths from 3
to a are mutation equivalent, and any two paths from [ to wg are mutation equivalent. O

Theorem and Proposition [6.11] now imply Theorem in its entirety:

Corollary 6.12. Let G be a simple algebraic group, § € Br;rv a positive braid word and vw : § — 6(8) a
Demazure weave. Then we have
CIX(B)] = up(ew) = Alew).

where €y s the skew-symmetrizable exchange matriz associated to tv.

6.6. Langlands dual seeds. Consider a Demazure weave w : 8 — () for a simple algebraic group G.
This gives us a cluster seed for the braid variety X (3). The Langlands dual group GV has the same Weyl
group and braid group. Therefore, to can also be viewed as a weave § — §(8) for G¥ and it also gives a
seed for the corresponding braid variety for GV; let us refer to this variety XV (). Let us study how the
seeds for X (8) and XV (3) obtained from w are related to each other.

Definition 6.13 ([26]). Two cluster seeds (I, 1" e,d) and (I,1" & d) are said to be Langlands dual if
there is a bijection between I and I inducing a bijection between ' and I such that

® g = —Ej;,

e d; = d; 'c for some constant c.

In other words, the exchange matrices are transposed and negated, while the multipliers are inverted up
to rescaling.

Proposition 6.14. Let 2T be a weave for a braid word 8. Then the corresponding seeds for the cluster
varieties X (B) and XV (8) are Langlands dual.

Proof. Let v and v’ be trivalent vertices of 20. Let ¢, , be the corresponding entry in the exchange
matrix for X (), and ¢, , that for XV(53). We would like to check that €, ,» = —&,/ /.

This can be checked purely locally at trivalent vertices and at (2d)-valent vertices. In principle, this is
a finite check that can just be done by hand, though it is somewhat tedious. We will give a conceptual
proof for the most interesting case, the (2d)-valent vertices.

We use Equation [27] to conclude that for any slice 7, we have
1 . . . I~
B0 ) =5 D sign(j — D)) - (pip)) = =5 D sign(i = 5)cjel - (o) pi) = ~Ea(0) - ).
i,5=1 ,j=1

By taking 7 to be a slice before and after any (2d)-valent vertex, we see that the local contribution to
the intersection pairing at a vertex v satisfies

Bo (7 Y0r) = —Ho(Yor - W)-
as needed.
Suppose that at a trivalent vertex v, we have that 7, has weight ¢ along the left vertex and ~,  has
weight ¢ along the right vertex. Then

o (1 ) = —ed S = —e¥d,

so that again we have #5(7,) - 1) = —fs(70 - V)
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Finally, it is easy to verify that the constant ¢ required by Definition [6.13]can be taken to be the square
ratio between the length of a long root and that of a short root, so ¢ = 2 in types BC and Fy, and ¢ = 3
in type Ga.

O

Section [§] below shows that braid varieties admit a cluster Poisson structure. Moreover, under the
conditions of Lemma [B.1] and the existence of a cluster DT-transformation, proven in Section [§ we can
conclude that the braid varieties X (8) and XV (8) are cluster dual.

7. PROPERTIES AND FURTHER RESULTS

This section collects a series of properties and results about the weaves and cluster structures presented
thus far. These are additional facts that are not required for any of the previous results but might still
be of independent interest. Each of the following subsections is also logically independent of each other.

7.1. A characterization of frozen variables. In this subsection, we give a combinatorial characteri-
zation of the trivalent vertices of a weave 20 whose associated cluster variable is frozen. We start with
the following lemma, which is a consequence of Corollary and [41] Theorem 2.2]:

Lemma 7.1. Let 2 : 8 — §(8) be a weave and v its trivalent vertex. Then, v is frozen if and only if
the cluster variable A, is nowhere vanishing on X (B).

Lemma allows us to give a characterization of frozen trivalent vertices of a weave 20 that has the
combinatorial advantage of not referencing the cycle -, as follows. Let us suppose that a trivalent vertex
v of 2 corresponds to a move

8" = proioifzy — Broife.
By definition, this trivalent vertex v is said to be Demazure frozen if §(5182) < §(8') = 6(B). It is easy
to see [I4] Section 5.1] that, if Z denotes the variable on the right arm of the trivalent vertex v, then we
have a decomposition of the form

X(B") = (X(Br1oiB2) x C*)L(Y x C)

for some algebraic variety Y, where the strata correspond to z # 0 and z = 0 respectively. In particular,
v is Demazure frozen if and only if Y is empty or, equivalently, the locus {Z = 0} is empty.

Lemma 7.2. Let 20 be a weave and v € QI a trivalent vertex. Then, v is frozen if and only if v is
Demazure frozen.

Proof. Let us assume first that v is not frozen, that is, the locus {4, # 0} is nonempty. Now consider
the collection of all vertices v’ that appear above v on the weave, so that
A, =zZ]J A7
v’
for some nonnegative integers m,,, cf. . To check that v is not Demazure frozen, it is enough to check
that the locus {Z = 0} N{]],, A # 0} is nonempty or, equivalently, that {A, =0} Z {[],, A, = 0}. By
assumption, {A, # 0} # () and by [41, Theorem 1.3] cluster variables are irreducible, so A, and [[,, Ay
are coprime. Thus, v is not Demazure frozen. Conversely, assume that v is not Demazure frozen. We

want to check that {A, = 0} # 0. But by definition v not being Demazure frozen means that the locus
{Il,, A # 0} N {Z = 0} is nonempty, and the result follows. O

Lemma [7.2 can be used to give an upper bound on the number of frozen vertices of the cluster structure

on C[X(B).

Proposition 7.3. Let g € Br?,{, be a positive braid and 2 : f — §(8) a Demazure weave. Then the
cluster structure A(eqn) = C[X(B)] has at most £(8) frozen variables.

The upper bound in Proposition [7.3] is sharp. Indeed, there are braid words such that Qoy has exactly
£(6(B)) frozen variables. For example, take any reduced word § and let § € Br{;, be obtained by repeating
every letter of § at least twice; then the left inductive weave E(J) has a quiver Qg( 5) Which is a disjoint
union of ¢(d) linearly-oriented type A quivers, each with one frozen variable.

Let us show Proposition [7.3] The non-simply laced case is proven similarly to the simply laced case by
unfolding, so we will focus on the latter. In order to prove Proposition in the simply laced case, it is
enough to show that the quiver Qg 4, for the left inductive weave has at most £(6(53)) frozen vertices.

For each trivalent vertex v of E(ﬂ), we define a path ¢(v) in the weave %(6) as follows:
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(1) Start at v and move downwards from this trivalent vertex.

(2) If we reach another trivalent vertex, say ve, the path ¢(v) stops at vs.

(3) If the path ¢(v) enters a hexavalent vertex from the upper left (resp. upper right, resp. upper
center) edge, then it exists the hexavalent vertex from the lower right (resp. lower left, resp.
lower middle) edge.

(4) If the path +(v) enters a tetravalent vertex from the upper left (resp. upper right) edge, then it
exists the tetravalent vertex from the lower right (resp. lower left) edge.

Note that ¢(v) is, in general, different from the cycle 7,. By definition, the trivalent vertex v is said to
fall down if ¢(v) does not stop, i.e., if ¢(v) never reaches a trivalent vertex. Since we can always trace
back ¢(v) to v, we have an injection from the set of trivalent vertices that fall down to the letters of (a
reduced decomposition of) §(8). Thus, Proposition [7.3| follows from the following result.

Lemma 7.4. Let v be a Demazure frozen trivalent vertex of the weave E(ﬁ) Then v falls down.

Proof. Note that if v is a trivalent vertex in <tF(B)7 then the left arm of v goes straight up to £, without
encountering any vertices. From here, it follows easily that the right arm of v cannot lead directly to the
middle strand of a hexavalent vertex. In fact, more is true. Assume that we have taken a trivalent vertex
v in the weave %(5) and we have slided it up through tetra- and hexavalent vertices using moves from
[14, 4.2.4]. We obtain a weave t : 8 — §(3) with a special trivalent vertex v on it. Since all the weave
moves are local, note that the part of the weave which is placed northeast of v is a weave of the form
%(ﬁ) where f is a suffix of 5. From here, it follows again that the right arm of v cannot directly lead to
the middle strand of a hexavalent vertex.

If we have two consecutive trivalent vertices (318;8;5;82 — [18;8:82 — [18;02 then the top trivalent
vertex is never Demazure frozen. Assume now that v is a trivalent vertex that does not fall down, i.e.,
such that ¢(v) stops at another trivalent vertex, say vi. If ¢(v) does not pass any hexavalent or tetravalent
vertex, then by the observation at the beginning of this paragraph v cannot be Demazure frozen. If it
does, we slide v; through these hexavalent and tetravalent vertices to bring it next to v. These are all
legal moves since, by the discussion above, we will never have to slide v; through the middle strand of
a hexavalent vertex. Note that sliding v; does not affect the condition that defines v being Demazure
frozen. Thus, v cannot be Demazure frozen. O

The converse of Lemma does not hold: v falling down in %(ﬂ) does not imply that v is (Demazure)
frozen. For example, in Figure [26] below, which becomes a left inductive weave after reflecting along a
vertical line, the top trivalent vertex falls down but it is not frozen.

Remark 7.5. Note that in Lemma it is essential that we work with the inductive weave %(,6’) For
ezample, in Figure [, the topmost trivalent vertex is Demazure frozen but it does not fall down.

7.2. Polynomiality of cluster variables. Theorem [1.1| proves that the algebra C[X ()] is a cluster
algebra. In particular, we have defined cluster variables and shown that they satisfy the corresponding
exchange relations. In this subsection, we show that there is a way to lift the cluster variables in C[X ()]
to polynomials in C[zy,. .., 2], where £(8) = r, in such a way that the exchange relations are still satisfied.
Note that Corollary yields a projection 7 : C[z1,...,2,] = C[X(5)]. More precisely, we prove the
following result:

Theorem 7.6. Let B = oy, -+ 0;, € Bry, and consider the projection w : Clz1,. .., 2] — C[X(B)]. Then,

for each cluster variable ¢ € C[X(B)], there exists a polynomial ¢ € Clzy,...,2,] such that:
(1) 7(c) =c.
(2) The polynomials ¢ satisfy the cluster exhange relations: i.e. ifc = {c1,...,¢cs} andc’ ={c},...,c.}
are clusters in C[X ()] related by a mutation in k then, in Clz1,..., 2], we have:

5k5§€ _ Hégemﬂ +Hé;[€kl]7

First, let us observe that the non-simply laced case of Theorem follows from the simply laced case
since, by Proposition [6.4] the cluster variables in the non-simply laced case can be obtained from those in
the simply laced case by restricting to a closed subset. Thus, we focus in the simply laced case and we
start proving Theorem [7.6]in the case of Conf(8) = X (AfB). We denote by w’s the variables corresponding
to A, by z1, ..., 2. the variables corresponding to 8 and recall that

Conf(8) = {(21,.. ., %) | Ba(2) € B_B}.
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According to [68], the frozen variables in C[Conf(3)] are precisely f; := A, Bs(z), where A,,, are gener-

alized principal minors as in [29, [40]. So we can take this as the definition of f;:
fi = Ay, Bg(z) € Clzy, ..., 2] C Clw, ..., Wewe)» 215 - - - 5 2r)
Moreover, according to [68], we have
C[Conf(B)] = Clz1, ...,z ][f; ' | i € D]
so that
Clwi, -+, We(wp)s 215 - - - » 2r] [fi_l | i € D] = Clwy, ..., W) @C[Conf(B)] = Clwy, . .., Wy(wy)| @C[X (AB)]

and Theorem for X(ApB) follows if we show that cluster variables do not involve denominators in
frozen variables. For this, the following lemma is useful.

Lemma 7.7. Let f(z) € C[Conf ()] be a cluster variable. Then f(z) is a cluster variable of C[Conf(So;)]
for every i € D.

Proof. First, let us assume that f(z) belongs to a cluster associated to a weave w of AS. Extend this
weave to a weave w’ of Afo; by adding an i-colored trivalent vertex on the bottom right of the weave.
This adds a new cluster variable, but does not change the cluster variables that appeared before.

In general, assume that f(z) = pg, o, - - - ik, 9(2), where g(z) is a cluster variable in a cluster coming
from a weave v and ki, ..., ks are mutable vertices of the quiver Qy,. From the weave Q- as above. It
is easy to see, cf. Lemma [£.44] and Remark that this will:

e Add a new frozen variable.

e Thaw some frozen variables of Q.

e Add new coefficients to the matrix ¢, all of which involve only variables mentioned in the previous
two bullet points.

In particular, mutable variables of @y, do not have new incident variables in Q.. Since ki, ko, ..., ky
correspond to mutable variables of @y, this implies that the equality f(z) = pg, - - ug,g(z) is also valid
in C[Conf(8)] and we are done. O

Proposition 7.8. Let f(z) € C[Conf(8)] = Clz1,...,2][f; ' | i € D] be a cluster variable. Write
f(2) = h(2)/9(2)

where h(z),g(z) € Clz1, ..., 2] have no common factors, and g(z) is a monomial in f;’s. Then, g(z) = 1.

Proof. Let i € D. By Lemma f(z) is also a cluster variable in C[Conf(80;)]. It is clear from
the construction of the frozen variables, see also the proof of Proposition that f;(z) is a cluster
variable in C[Conf(fS0;)] which is no longer frozen. Thus, f;(z) cannot divide g(z) in Clz1,...,241] or
in C[z1,...,2,]. The result follows. |

Theorem for AB is now a consequence of Proposition Let us now move on to general braid
varieties.

Proof of Theorem[7.6 Following the same argument as in the proof of Lemma [7.7} every cluster variable
of X(B) is also a cluster variable in X (Af) and, moreover, the exchange relations do not change. So the
result follows from the corresponding statement on X (ApS). O

Theorem has the following geometric corollary.

Corollary 7.9. For every braid 8 = o;, - - - 0;,. there exists a principal open set U C C" such that:

(1) The inclusion 7* : X(8) — C" factors through U.
(2) There is a projection v* : U — X (B) with section 7*.

Proof. Let fi,..., fr be the frozen variables in X () and let U := {Hf:1 f; # 0} C C". By the starfish
lemma, we have an embedding ¢ : C[X(8)] — C[U] = C|z1, ..., 2][f; !] sending the cluster variable ¢ to
¢. Now it is straightforward to verify (1) and (2). O

We refer the reader to Section[II]below for several examples of cluster variables where it is straightforward
to verify that the exchange relations are already valid in the polynomial algebra.
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7.3. Local acyclicity and reddening sequences. The purpose of this subsection is to show that the
cluster algebra C[X ()] is always locally acylic, in the sense of [62], and that it always admits a reddening
sequence [52].

Let us first quickly discuss reddening sequences. Indeed, Lemma [£:44] implies that the quivers we
consider have reddening sequences as follows:

Proposition 7.10. Let 20 : § — 6(8) be a Demazure weave. Its corresponding exchange matriz admits
a reddening sequence.

Proof. By Theorem it is enough to fix a weave 20 : 8 — §(/5) and we fix the inductive weave <E(ﬁ)
By Corollary |4.42f together with [68, Section 4] (see also [II Corollary 4.9]), @(AB) admits a maximal
green sequence. Since %(Aﬁ) is mutation equivalent to E)(Aﬁ), [63, Corollary 3.2.2] implies that <E(Aﬂ)
has a reddening sequence. By Lemma and [63, Theorem 3.1.3], then so does <t;(ﬁ) O

Assume that the exchange matrix of a cluster seed has full rank and its mutable part has a reddening
sequence. Then, by works [20, 46], the corresponding upper cluster algebra has a canonical basis of
theta functions parameterized by the integral tropicalization of the dual cluster X-variety. In the skew-
symmetric case, the upper cluster algebra also has a generic basis parameterized by the same lattice [65].
See [52] for more details and references. Thus, Proposition implies the following corollary, see also
Theorem [B.8 below.

Corollary 7.11. The upper cluster algebra structure on C[X(B)] defined via Demazure weaves has a
canonical basis of theta functions parameterized by the lattice of integral tropical points of the dual cluster
X-variety. If G is simply-laced, it also has a generic basis parameterized by the same lattice.

Proof. We only need to show that the exchange matrix has full rank. This follows from Corollary [8.5]
below, which is independent of the intervening material. O

Remark 7.12. In fact, one expects that there is a precise link, close to be an equivalence, between the
existence of a reddening sequence, local acyclicity, and the isomorphism between the upper cluster algebra
and the cluster algebra, see [61].

Let us now focus on local acyclicity; recall that locally acylic means that there exists a finite open cover

k
X(B) = U Ui
i=1

where each U; is a cluster variety such that the mutable part of its associated quiver does not have
directed cycles. Clearly, to show that X (f) is locally acyclic it is enough to provide such a decomposition
such that each U; is itself a locally acyclic cluster variety.

Theorem 7.13. For any positive braid word € Br+W, the cluster structure on the braid variety X (8)
1s locally acyclic.

Proof. We focus on the simply-laced case, the proof in the non-simply laced case is similar. As usual, let
§ := §(B). We work by induction on £(8) — £(5), which is the number of vertices on the quiver Qqoy for
any weave 20 :  — . Since the quiver Qqy always has at least one frozen vertex, the result is clear for
0(B) —£(6) € {0,1,2}.

In the general case, upon applying a cyclic rotation to 5 we may assume that 8 = o;0;8" for some
positive braid word 8’ € Bry,. If § = 5;6(8’) then it is clear that we have X (3) = C* x X(#'), while
L(B) —L(6(B)") = £(B) — £(0) — 1 and we may use induction to conclude that X () is locally acyclic. So
we will assume that § = §(5’). In this case, we may consider a weave 2 : 8 — § as in Figure

Locally around vy, v the quiver Qgoy looks as follows:

where v{, ..., v}, are the trivalent vertices v such that -, has a nonzero weight at the right incoming leg
of v9. We will consider the elements:

k
A1 = A,Ul, A2 = HAU:
i=1
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. 20’

U2

FIGURE 17. A weave 2 : 0,0;8" — &, where 20’ is a weave 20’ : 3 — §. Note that
v1 € Qqp is a mutable sink, while vy € Qgy is a frozen source

1+ Ay, Az
Ay
and Ay cannot simultaneously vanish. In other words, X (8) = Uy UUs, where U; = Spec(C[X (B)][A;1]).

Let (1 be the quiver obtained from Qqoy by freezing the vertex v;. We have (cf. [62, Proposition 3.1]):
A(Q1) € A(Qu)[AT"] = up(Qu)[AT "] S up(Qq).

But Q1 is easily seen to be a quiver for the braid word ¢;8 with a disjoint frozen vertex. By Corollary
A(Q1) = up(Q1) and we conclude that U; = Spec(A(Q1)) = C* x X (0;4') is a cluster variety that,
by induction, is locally acyclic.

Similarly, let Q2 be the quiver obtained from Qgy by freezing the vertices v}, ..., v}, so that

A(Q2) € A(Qu)[A3 '] = up(Qun)[43 '] € up(Q2),

and Q- is easily seen to be the quiver Qg with a disjoint quiver of the form O — e, so A(Q2) = up(Q2)
and Us = Spec(A(Q2)) = X(B') x X(0}) which, again by induction, is locally acyclic. The result
follows. O

Mutating at v1, we obtain that the element is a regular function on X(8) and therefore A;

A similar strategy to that of the proof of Theorem allows us to deduce more properties on the
quiver Qgy and the variety X (8). First, let us recall that the class P’ is the smallest class of quivers
without frozen vertices that satisfies the following property:

e The quiver with a single vertex belongs to P’.
e If Q € P/, then any quiver mutation equivalent to @’ also belongs to P’.
e If Q € P/ and Q' is obtained from @Q by adjoining a sink or a source, then Q' € P’.

See [10, 11, 53]. We say that an iced quiver @ belongs to P’ if its mutable part Q" belongs to P’.

Proposition 7.14. For any braid 8 € Br% and any weave W : § — 8, the quiver Qg belongs to the
class P'.

Proof. Since cyclic rotation does not change the (mutation class of the) mutable part of the weave 20,
see Lemma we may assume that 8 has the form 8 = 0;0;6" and take the weave 20 as in Figure
so that Qgy is obtained from Qgy by adjoining a mutable sink and a frozen source and the result
follows. O

Note that by [I0, Theorem 3.3] this yields another (similar in spirit) proof of Proposition By [63,
Theorem 4.6], resp. by [64, Lemma 8.13], we also get the following corollaries.

Corollary 7.15. For any braid 8 € Br?/'v and any weave W : B — &, the quiver Qoy admits a unique non-
degenerate potential (up to right equivalence). It is rigid and its Jacobian algebra is finite-dimensional.

Corollary 7.16. For any braid 8 € Br;‘r/ and any weave W : B — §, any quantum cluster algebra whose
exchange type is given by the quiver Qo equals its corresponding quantum upper cluster algebra.

7.4. Topological view on weave cycles. Let us provide a topological interpretation of weaves and
their cycles, building on [I8, Section 2]; for this subsection we set G = SL,,+1. Given a weave 2J C R?
with n colors, $1,...,8, € Spt1, let S(20) be the smooth surface obtained as a simple (n + 1)-fold
branched cover of R? along the trivalent vertices of 2J, where the monodromy transposition around a
trivalent vertex is declared to be s; if the (three) edges incident to the vertex are labeled with s; € S,,.
The weave 20 itself can then be interpreted as branch cuts for the projection S(20) onto R?; there are
more branch cuts than necessary but that is allowed and this choice appears naturally in this interpreta-
tion.
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a ) a

FicURE 18. The topological 1-cycle near an s;-edge of the weave and the shorthand
notation of train tracks, where the number a € N indicates a parallel copies. The
numbers (i) in parentheses indicate that the segment in the plane parallel to an s;-edge
is lifted to the ith sheet of the branched cover. Note that the orientations are depicted.

FIGURE 19. The projections to R? of the relative 1-cycles v1,7v2,73 C S(24;) near a
trivalent vertex. Each cycle v; has two projections, one contained in the weave 2;,.; and
the other is (the projection of) its generic perturbation.

First, at a generic horizontal slice of the weave 20 a local 1-cycle on S(20) of weight a is defined
according to Figure with a parallel copies at each side of an s;-edge, lifting to sheet ¢. Figure [18| also
prescribes the orientations which are needed to compute signed intersections. Second, by construction,
the cycles v1, 72 and 73 in Figurelift to homonymous geometric relative 1-cycles on the surface S(2;,;)
associated to the weave 2J;,.; given by a trivalent vertex, which is a 2-disk. Figure[19actually depicts two
projections to R? of these cycles 71, 72,73 € S(2Wy;): a non-generic projection, literally above a weave
edge, and a generic projection. The former provides neater descriptions of 1-cycles in terms of the edges
of the weave itself, and the later is useful for computing intersection numbers, see [I8, Section 2] and [17,
Section 3]. These two different projections of each v; lift to (smoothly) isotopic, and thus homologous,
1-cycles. In the notation of Section 71 (resp. va2,7v3) geometrically realizes the weave cycle that has
weight 1 (resp. 0,0) on the top leftmost edge, has weight 0 on the top rightmost edge (resp. 0,0) and
weight 0 (resp. 0,1) on the bottom edge. A weave cycle in 2;,; with arbitrary weights (a,b, ¢) € Z3 can
be realized geometrically be a linear combination of these v1,72,7s: such relative 1-cycle y(a,b;c) can
be drawn by taking a disjoint copies of 1, b disjoint copies of v and ¢ disjoint copies of =3, oriented
appropriately according to signs.

Third, Figure [20 similarly depicts cycles vy, ve,v3,v4 that lift to (homonymous) geometric relative 1-
cycles on the surface S(2Wpe.) associated to the weave ... given by a hexavalent vertex, which consists
of the (disjoint) union of three 2-disks. In the notation of Section v1 (resp. va,vs,vs) realizes
the weave cycles with top weights (1,0,0) (resp. (0,0,1),(0,1,0),(1,0,1)) and bottom weights (0,0, 1)
(resp. (1,0,0),(1,0,1),(0,1,0)). Note that Figure (1) also depicts the geometric cycles associated to
those with top weights (1,0, 1), resp. (0,1,0), and bottom weights (0,1,0), resp. (1,0, 1), when the blue
and red colors are exchanged. A weave cycle with arbitrary weights can be represented as a linear com-
bination of these as well, which is geometrically represented by drawing copies of v; suitable superposed;
denote this geometric 1-cycle by v(a,b,c;a’,b',¢’). In both cases of S(Wy,;) and S(Whes), we refer to
these actual relative 1-cycles as being geometric cycles, in contrast to the (algebraically defined) weave
cycles in Definition [£.7] The following lemma states that the intersection numbers of these geometric
cycles coincide with those intersection numbers defined in Section [£4] for the respective weave cycles.

Lemma 7.17. The algebraic intersections of the homology classes associated to the geometric 1-cycles in
S(Wyri) and S(Whes) described above coincide with the intersections of the corresponding weave cycles.

Proof. This readily follows by computing the geometric intersections of the +; and v; cycles among
themselves. From the generic projections from Figure [I9] it is immediate to see that the geometric
intersection matrices are



CLUSTER STRUCTURES ON BRAID VARIETIES 49

U1 vy
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Vo Vg

U3

Uy o

FIGURE 20. The projections to R? of the relative 1-cycles vy, va, v3,v4 C S(Whe,) near
a hexavalent vertex. The numbers in parentheses indicate the sheet, 1,2 or 3, to which
that part of the segment is being lifted. Note that adjustements at the ends of vs need
to be inserted so as to have boundary conditions match with other pieces of the cycle

according to the rule of Figure [I8

1

1)

(i)

(iii)

(iv)

FIGURE 21. (i) Two geometric relative 1-cycles associated to hexavalent vertices, in line
with Figure Parts (i1), (¢¢7) and (iv) depict relations for the geometric 1-cycles that

hold in the (relative) homology of S(2U).

The curve v in (i7) is lifted to sheets ¢ and

i+ 1 if the blue edges are s;-edges; same with the curves in (4i¢). The curve v in (iv) is
meant to be anywhere in R? \ 20 and lifted to any sheet. In particular, both curves v in
(7) and (4v) are null-homologous in the first homology group H;(S(20),Z).

0 11 L0 0o
(v ={ 1 0 1], (woud=|¢ o o0l
-t 0 0 00
and these coincide with the intersections from Section [4.4] O

In general, the geometric realizations y(a,b,c¢) C S(Wy,) and v(a,b,c;a’, b, ") C S(Whey) for arbi-
trary a,b,c,a’,b’, ¢’ € Z described above are immersed relative 1-cycles. For Lusztig weave cycles, as in
Definition we can find embedded relative 1-cycles geometrically representing them, as follows:

Lemma 7.18. Let a1, az,a3 € Z and . Then the relative 1-cycles y(a1, az; min(ay, az)) C S(Wyr) and

v(a1, a2, as; (a2 + az — min(a1, ag), min(a, as), a; + az — min(aq, as)) C S(Whes).

are represented in homology by the embedded relative 1-cycles in Figure [23
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ay —min(ay, az)

[ / 7\ \
/ 1 1

O

ay + as — min(ay, asz)

/@ )
as + az — min(ay, az) min(ay, az)

FIGURE 22. Embedded representative for the Lusztig cycles near a trivalent (left) and
hexavalent vertices (right). The hexavalent picture uses the train track notation from
Figure In the hexavalent case, none of the intersections of the projection yield
any geometric intersections in S(2Whpe,) as the branches near each intersection lift to
different sheets. The trivalent picture is drawn in the case that as < a1, the case a; < as
is symmetric and the case a; = as would have no curves going near the trivalent vertex
for 20;,;. The hexavalent picture is drawn in the case that a3 < aq, the case a; < a3 is
also symmetric and the case a; = a3 would have no vi-type curves going from the top
left across to the bottom right.

Proof. Let us describe the case of a trivalent vertex 2;,;, the hexavalent case 2y, is analogous. Con-
sider the 1-cycle y(ay, az; min(ay,az)) C S(W,;), with its projection onto R? as a1 disjoint unions of v;
(the perturbed version), as disjoint unions of v2 (the perturbed version) and min(ay, ag) disjoint unions
of 3, also the perturbed version. These can be drawn so that the geometric intersections between a; - 1
and as - Yo lie in the upper triangle of R? \ 20;,;, those between a; - y; and min(ay,as) - y3 lie in the
left triangle of R?\2;,.;, and those between as -2 and min(ay, az) 3 lie in the right triangle of R?\ 2;,.;.

Consider the outmost copy of «; and the outmost copy of v, and surger their unique intersection point
so that one of the components is a curve that stays in the top triangle, as the ones appearing at the top of
Figure [22] (left). Tterate that procedure with the second outmost representatives, for a total of min(ay, as)
times. Similarly, perform surgeries at the unique intersection of the outmost copy of v, with the outmost
copy of 73, and similarly for 7o and ~s, and then iterate this procedure for a total of min(a;,as) times.
The resulting 1-cycle geometrically represents aq -1 + as - y2 +min(ag, az) - v3. At this stage, the picture
is that in Figure 22| (left) plus a collection of closed immersed curves each of which winds around the
trivalent vertex twice. It suffices to notice that these are null-homologous cycles, as indicated in Figure
(ii), and thus Figure [22] (left) indeed represents this Lusztig cycle. O

We observe that computing intersections with these embedded representatives is rather immediate and
yields the same results as in Section see Figure These local cycles from Figures and all
glue globally to form geometric 1-cycles on S(20): at a generic horizontal slice of the weave 20 the cy-
cle continue according to Figure and the boundary conditions match with those in Figure For
those Lusztig cycles that are contained in a compact region of 20, the associated geometric 1-cycle is
closed. For a Lusztig cycle that falls down, the associated geometric 1-cycle defines a relative 1-cycle.
In general, these geometric 1-cycles can be simplified with the rules in Figure 21](i4), (iii) and (iv),
plus other clear relations in homology, so as to obtain simpler representatives of their homology classes.
For instance, a geometric 1-cycle might have several components, but if one of them is a curve vy homol-
ogous to a curve as in Figure (u) or (iv), then that component + is null-homologous and can be erased.

Finally, there is substantial symplectic topology behind the theory of weaves, braid varieties and their
cluster structures. The reader is referred to [13, [I7, 18] for that symplectic geometric interpretation and
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its relation to the microlocal theory of sheaves, and to [I6], Section 5] for its relation to Floer theory. In
particular, see [I'7, Section 4] for a discussion of how certain first homology lattices associated to S(20)
can arise as the natural A- and X-lattices.

o

FIGURE 23. The intersections of ay - 1 + ag - y2 + min(ay, as) - v3 with 71, on the left,
~2, on the right, and ~3, center. Note that the intersections with +; cancel.

8. CLUSTER POISSON STRUCTURE
This section proves Corollary and discusses DT-transformations.

8.1. Poisson structure. In this section, we prove that braid varieties admit not only a cluster A-
structure constructed in previous sections, but a cluster Poisson structure, also known as a cluster X-
structure. To start, we use the following fact:

Lemma 8.1. Let (g;5) € Mat(n,m), n < m be the exchange matriz of o seed in a cluster algebra.
Suppose we can find an integer square matriz (p;;) € Mat(m,m) such that the following two conditions
are satisfied:

- pij = €ij, unless both i and j are frozen;

- det(pij) = +1.
Then the collection (Xi),k € [m], together with the matriz (p;;), defines an initial seed of a cluster
Poisson algebra, where Xy, are defined by the rule

_ Pkj
(29) X, = H AP
By construction, X are only rational functions on X (), whereas to Ay being regular functions.

Proof. The proof essentially follows from the calculations in [44], §18].
Let A be a free Z-module with a basis {f1,..., fm}. Let us set

ei= Y pijlj
Jjelm]

Note that det(p;;) = £1. Therefore {es,..., e, } forms a new basis of A. Consider the algebraic torus
Ta := Hom(A, G,,). Each v € A corresponds to a character T, of Tp. We set

X, =T, A =Ty,
The variables satisfy the relation .

Following Lemma 18.2 of [44], the mutation at k € [n] gives rise to a new unimodular matrix (p;;)
such that

(30) Pl = —Dij ifk=diork=j
Y Pij + [Pik]+Prj + Dik[—prjl+  otherwise.

Note that p;; = €}, unless both i and j are frozen. Recall that the cluster mutation py gives rise to two
new sets of variables {A}} and {X/} such that

A; if ik
Ay = =
i AFNIT A + TTATS) i = k.

xr = { XU xRk
’ Xt if i = k.
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By Theorem 18.3 of [44], quantum versions of the above mutations are defined via conjugations with the
quantum dilogarithm series following monomial changes. As a semi-classical limit, we obtain

(31) X/ =A%,
J

In this way, we obtain a new algebraic torus with two sets of variables {A}} and {X/} related by (3I).
Repeating the same procedure to the new obtained seeds/tori recursively, we obtain a cluster Poisson

algebra (an upper cluster algebra resp.) as the intersection of the Laurent polynomial rings of the X (A

resp.) variables. These two algebras are isomorphic locally via the isomorphism . O

Note that the existence of the matrix (p;;) as in Lemma implies that the (non-square) matrix
(€ij)iers jer has full rank.

Let us now perform the construction of Lemma for the braid variety X (8). Consider any Demazure
weave 20 : § — §(5). We have defined a cluster algebra structure with a seed determined by 20 on the
algebra C[X(8)]. Let E be the set of edges on the southern boundary of 2J. The ordered sequence of
edges e € F corresponds to a reduced decomposition of w = 6(8), which further gives rise to an ordered
list of positive roots p. as in . Let (v;) be the collection of cycles corresponding to the trivalent
vertices of 20. Recall the bilinear form (-, ) on the root lattice defined via . Following the notation
of Lemma we have the exchange matrix

ci= Y OV g 3 sl —on () (el

2
v vertex of 2o e,e’'€E

where i, j are trivalent vertices of the weave 2. The second term corresponds to the boundary intersec-
tion number of ; and «; as in (27).

We now present a construction of a suitable matrix (p;;) from a weave 20. Set 6; := 0,;(20), 6, := 0, (20)
where

(W)= Y (e, 6/ (W):= D wle)n!.

e€E(20) e€E(20)
Note that 6;,0) # 0 if and only if i is frozen. We define p;; := p;;(20) where
7 J J

1
pij (W) =45 — (9w9gv) =cij 3 > (@) (pepl) -
e,e’ €E(2)
Note that p;; = €;; unless both ¢ and j are frozen, as required by Lemma
Lemma 8.2. For any Demazure weave, the matriz (p;;) is an integer matric.

Proof. Note that

sign(e’ —e) — 1
pi= > #O D f%y (€)7(€') (e, pY)
v vertex of 20 ee’el
> -2 (pespir) = D7 (
v vertex of 2y e'<e eeE
since (pe, p.) = 2. It is clear that p;; is an integer by the last expression. O

Lemma 8.3. The absolute value | det(p;;)| is independent of the Demazure weave 20 chosen.

Proof. It suffices to show that | det(p;;)| is invariant under the following three changes.

(i) Weave equivalences. The matrix €;; and the vectors 6;,6; remain invariant under weave equiva-
lences. Hence p;; remains the same.

(i) Weave mutations. Note that the vectors 6;,6, remain invariant under weave mutation. The
matrix €;; changes according to the mutation rule for exchange matrices. Therefore the
matrix (p;;) changes as in (30). A direct check shows that | det(p;;)| is invariant.

(t43) Add a (2d,;)-valent vertex at the bottom of the weave. It follows from Lemmathat the matrix
(€45) is invariant. Meanwhile a direct local check (and folding in non simply-laced case) shows
that the vectors 6;,0 are invariant as well. Therefore (p;;) is invariant. O

Lemma 8.4. For any Demazure weave, det(p;;) = £1.
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Proof. We work by induction on £(f3), the case £(8) = 1 is clear. So assume the result is true for 8. If
d(Bor) = 0(B)sk then X (Soy) = X (B) and there is nothing to do. Otherwise, we consider the following
weave for Soy:

205

€

where we call e the edge marked in yellow. The extra trivalent vertex corresponds to a cycle v,1, with

Omi1 = —0(8) (), eranrl =-4(8) (042/)-

Therefore
Pim+1 = vi(e), Pm+1,i = —vi(e) — (9i7 9X1+1) ) Pm+1,m+1 = —L.
The matrix p;; for Bo, has the form:
P11 T Pim P1m+1 P/u T pim P1m+1
- / /
Pm1 e Pmm Pm m+1 Pm1 e Prom  Pm,m+1
Prmt1l 0 Pmilim -1 0o .- 0 -1

where the arrow means that we apply elementary matrix transformations, and

p;j = Pij + Pi,;m+1Pm+1,j
1
=¢&i — 5(9i79j-v) — 7 (e)v;(e) — v (e) (8,6, 11)

1 1
= (e 500 80)25(0) — 505,000 ) -

5 (0; + 7, (€)0mi1, 0] + ()04 1)

DN | =

1
= 5;]' ~ 3 (927 (93)\/)
coincides with the matrix for the weave 20 : 8 — (). The result now follows by induction. (]

Recall that an exchange matrix is said to be of full rank if the rectangular matrix (e;; : ¢ mutable, j arbitrary)
has maximal rank equal to |[I"f], the number of mutable variables.

Corollary 8.5. The exchange matriz eqy has full rank.

Proof. If i is mutable then e;; = p;;, so the rectangular matrix (g;; : ¢ mutable, j arbitrary) consists of
several rows of the matrix p = (p;;). By Lemma p has maximal rank, and the result follows. O

Theorem 8.6. The braid variety X (8) admits a cluster Poisson structure.
Proof. This follows from Lemma [8.4] combined with Lemma (8.1 ]

8.2. DT transformation. Thanks to Proposition[7.10} together with the fact that the exchange matrix
has maximal rank, the cluster Poisson variety X (8) admits a Donaldson-Thomas (DT) transformation
DT : X(8) — X(8). In [68, Section 4] an explicit geometric realization for the DT-transformation is
presented for (double) Bott-Samelson varieties; this is used in [I7, Section 5] for a geometric description
of the DT-transformation for grid plabic graphs of shuffle type. The goal of this section is to exhibit the
DT-transformation explicitly for all braid varieties.

Let 8 =0y, - - - 0;,. Recall that we have the cyclic rotation

p:X(B) = X(oizoi, -+ 0i,_y)
that is a quasi-cluster transformation by Theorem Applying this transformation ¢(8) times we
obtain pf : X(B8) — X(B*), where 8* = oz -+ 0. On the other hand, since the map 7 +— 7* is an
automorphism of the Dynkin diagram D, there is a group automorphism * : G — G, x — z*, satisfying
B* = B, and zB =% yB if and only if z*B Ziny y*B. It follows that we have an isomorphism of varieties

x: X(8) = X(5%).
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Tt is easy to see that this is an isomorphism of cluster varieties, as follows. Let 20 : 8 — () be a weave.
From the description of the cluster torus Toy C X (8) in terms of distances of flags, it is easy to see that
T3y € X (B*) is the cluster torus Tay~, where 20% : §* — 6(5*) is obtained by changing the color of every
strand while keeping the shape of the weave intact. Obviously, the quivers Qgy and Qg+ agree. The fact
that the cluster variables also agree follows since these are defined in terms of distances of framed flags.
As a slight modification and generalization of [29] Section 1.5], we define the twist automorphism:

Dg := xopt: X(B) = X(B).
Theorem 8.7. The twist automorphism Dg : X(8) — X(B) is the DT transformation.

Proof. As we have seen, the map Dg is a quasi-cluster automorphism. It remains to show that, if
W : B — 6(B) is a weave and Dg2 : § — 6(8) a weave such that D;;(Tpﬁmy) = Tyy, then the mutable
parts of Qg and of QTDBQB are related by a reddening sequence of mutations. By [62, Theorem 3.2.1],
or [43, Theorem 3.6], it is enough to do this for a single weave.

U1 QH/ oioif' = oiff’ QU/
—>
V2 V2
* O p[ * 0 pi
\/ \/
/ oo v o8 /
W i W
v V2 T
p
o,

o)) U2

FIGURE 24. The weave 20 for o;0;8" (upper left) and that for o;5" (upper right). The
dotted arrows mean that we apply a cluster automorphism followed by a sequence of
mutations. In the right dotted arrow, this sequence of mutations is a reddening sequence
by inductive assumption.

We work by induction on £(8) — £(4), the case £(3) — £(d) € {0,1} is clear. Let us assume for the time
being that 8 = ¢;0;" for some positive braid word 8’, where £(8) = £+ 1. If §(8) = 5;6(8’) then we can
reduce to the word 8 as in the proof of Theorem so we assume that §(8) = §(8’). In this case, we
may consider a weave 20 as in the upper left corner of Figure Following the notation of that figure,
the cycle corresponding to vy is a mutable sink and the cycle corresponding to vy a frozen source. By the
inductive assumption, the DT transformation for o;’ is % o p*. We can apply the same transformation
to B to obtain the word ¢;3'c;«. Note that the quiver for X (0;0) is a subquiver of that for X (o;60;+),
so we can apply a reddening sequence of mutations for X (o;8) to X (c;80;+), see Figure

Applying another cyclic shift to o;3'0;+ we get a weave for 8 = 0,0, that is related to the starting
weave by mutation at the sink v;. This is a reddening sequence for the quiver that consists of the single
vertex vy. Since v; is a sink, it follows from Lemma 2.3 in [10] that we have a reddening sequence for
Qay, s0 poxo p’is the DT transformation for 3. Now the result follows by observing that p o x = % o p.

In the general case, if £(8) —£(d) > 0 we can apply a sequence 7 of braid moves (that can be interpreted
as cluster automorphisms) and cyclic shifts (that are quasi-cluster automorphisms) to bring 3 to the form
o;0;8". The diagram



CLUSTER STRUCTURES ON BRAID VARIETIES 55

X(B) ———— X(0io:)

J{DB J/Daiai[f’

X(B) ———— X(0i0if")
commutes and it follows that Dg is indeed the DT transformation of X (5). O

Thanks to Theorems and [8.6] the braid variety X () admits both a cluster A- and a cluster X-
structure. Moreover, Proposition together with [26][Lemma 1.11] shows that, for any positive braid
B, the pair (X(8),XV(8)) is a cluster ensemble. Finally, since the exchange matrices have full rank
(Corollary and the braid varieties admit a DT transformation, results of [46] and [65] allow us to
conclude the following result, which is an enhancement of Corollary

Theorem 8.8. Let 8 be a positive braid. Then the pair (X (8), XV (B)) is a cluster ensemble such that
the Fock-Goncharov cluster duality conjecture holds. In particular, C[X(8)] admits a canonical basis of
theta functions naturally parameterized by the integral tropicalization of the dual braid variety XV (8). If
G is simply-laced, C[X ()] also admits a generic basis parameterized by the same lattice.

9. GEKHTMAN-SHAPIRO-VAINSHTEIN FORM

Since the cluster algebra C[X(8)] is locally acyclic, the canonical cluster 2-form defined on the union
of cluster tori extends to X (), see [62, Theorem 4.4]. The form on X (3) is known as the Gekhtman-
Shapiro-Vainshtein (GSV) form. In this section, we show that this GSV form may be constructed using
the Maurer-Cartan form on the group G and the matrices Bg, similarly to [59] and [14, Section 3].

9.1. Construction of the form wg on X (8). The construction of the 2-form wg on the braid variety
X (B) following Mellit [59], see also [14] Section 3]), is as follows. Throughout this section, we assume
without loss of generality that §(8) = wp, cf. Lemma Let 0, resp. 6%, denote the left (resp. right)
invariant g-valued form on G, also known as the Maurer-Cartan form, and « : g® g — C the Killing form
on the Lie algebra g of G. These define a 2-form on G x G by:

(flg) = (0(f) N 0"(g))

The 2-form (f|g) satisfies the following “cocycle condition”:

(32) (flg) + (fglh) = (flgh) + (glh).
Given a collection of G—valued functions f1, ..., fs, we define
(33) (frl---1fe) = (fulfo) + (frfalfs) + oo+ (froo fealfo)

By this definition is associative in f;. Using ([33), we define the 2-form wg on X (B) for 8 =0y, -+ - 75,
to be the restriction of the form
w = (Bi, (21)] -+ By, (20)) € Q*(C)

to the braid variety X (/). By definition, upon applying the map Bg : C* — G, the braid variety has its
image contained in woB. Thus, similarly to [14] Lemma 3.1], the restriction wg := w|x (g yields a closed
2-form on X ().

Remark 9.1. In case G = SL,,, we have 0(f) = f~1df and 0%(g) = dgg—*. Moreover, if T : G; — Go
is a homomorphism of Lie groups then T*(0g,) = Og,; similarly for the right-handed versions. We use
these facts below, together with pinnings (Sectz'on to reduce several calculations to the SL-case.

9.2. Coincidence of the forms. Let us show that the closed 2-form wg coincides with the GSV form
on X (). We proceed via several lemmas studying the restrictions of the form to braid words of length
2 and 3, where we may assume we work in the SL-case, see Remark [9.1] above.

Lemma 9.2. Suppose that f = B;(z)x:i(u). Then
(1) The pullback of the left-invariant one-form along f equals
-1
1 f(udu 0
f df = ¥i (—UQdZ —u_ldu>
(2) The pullback of the right-invariant one-form along f equals

-1 -1
1 [(—uTdu dz+2u" z2du
a1 = (7 o
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Proof. We have
uz —u"t 1 0 w! udz + zdu u2du
r=e (U T ) (O ) e (M
and the result follows. O

Lemma 9.3. Suppose that i and j are adjacent. Then

(Bu(21) i (1) | B (22) s (22)| Bz [ usz)) = aiz  dundus - duzdug

U Uz u U3 UgUz
Proof. Tt is easy to see that (B;(z)|x:(u)) =0, so
(Bi(z1)|xi(u1)Bj(22)[x; (22)|Bi(zs) Ixi(us)) = (filfal f3) = (flf2) + (f1.f2lf5),
B;(

j
where f1 = B;(z1)x:(u1), f: 22)xj(22), f3 = Bi(23)xi(23). Now we can restrict to SLs and assume
i1=1,7=2. By Lemmawe get

uy duy 0 0\ /0 0 0 dun d
(filf2) = Tr | —uddz —ul_ldul 0 0 —u;lduz dzo + 2u;1z2duQ - 12
0 0 0/ \0o 0 ug tdusy iz
Similarly, one can compute
U121 _ul_lu222 ul_lugl 0 ul_l 0
hfz2=| w 0 0 (fAf)t=1 0 0 uy !
0 U 0 Uil  —UIUZ] U222
and
wurdz1 + z1duy * ok ul_ldul 0 0
d(fif2) = duy 0 0], (fife) Hd(fife) = 0 uy tdus 0|,
0 dus 0 * * *
50 1 —1
uy dug —u3 dus * 0 durd dund
(fif2lfs) =Tr 0 Uy 1du2 uzldus 0] =— UrGls | Guzdus
* 0 0 uius U2u3

Lemma 9.4. Suppose that
Bi(z1)xi(u1)Bi(22)xi(u2) = Bi(23)xi(us)zi(w),

where z3 = 21 — u1_222_1,u;), = 29U U, W = —22_1162 as in . Then
duldU3 dU3dUQ dU1d’lL2
B; ; B; ; — (B; ; ; =2 — .
(B () B s 0) = (B () = 2 (202020 4, Cote _ ac

Proof. Let f = Bi(z)xi(ux),k = 1,2,3 as above. Then by Lemma [9.2]
(Bi(z1)|xi(w1)[Bi(22)|xi(u2)) = (f1lf2) =
ufldul 0 —u;lduQ dzo + 2u§122du2 duyidusg
TI' 2 -1 -1 = —2
—uidz;  —uy dug 0 Uy dUs U Us
On the other hand,

71 .
(Bl wlas(w) = (aloit)) =T (M98 8 Y (0 §) = -uddzadu =

—dzy (uldzy + Qufuz_lz'gduz).

—zautud(dzy + 2uy 2y Yduy + uy P2y 2 dzg) (25 Pug 2dze 4 225 tuy Pdug) =
—dz; (u?dzz + 2U%U5122d’UQ) — (2uf1251du1d22 + 4uf1u§1du1du2 + 2251u51d22du2),
therefore

(Bi(z1)xi(u1)|Bi(z2)|xi(u2)) — (Bi(23)|xi(us)|zi(w)) = 2 (

Finally, dlog(us) = dlog(u1) + dlog(uz) + dlog(zz), so

duldw, + du;»,duQ _ dulduQ duleQ + dZQdUQ + dU1dUQ

duid duqd dzod
1dz | durdup | de U2>.
U129 UuUiU2 Z2U2

ujus U2U3 Uju2 U122 Z2U2 UjuU2 .
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Theorem 9.5. Let 8 be a positive braid word, 20 a Demazure weave for B, A; the cluster variables for
its associated cluster seed on X(B), €;; the coefficients of its exchange matriz, and d; the symmetrizers.
Then the restriction of the 2-form wg € Q?(X(B)) to the cluster chart corresponding to 23 agrees, up to
a constant factor of 2, with the Gekhtman-Shapiro-Vainshtein form [42] defined by
dA;dA;
= digij———2.
wasv lz]: 1<) AZA]

Proof. Assume first that G is simply laced. We compute the 2-form w at every cross-section of the weave
using and keep track of all the changes. At every edge e we have u = HA;“(G), so dlog(u) =
> wi(e)dlog A;.

As we cross a 6-valent vertex with incoming u-variables us,ug, us and outgoing uj, ub, us, by Lemma
the form changes by

<du1du2 _ duidug N dUQdU3> B <du’1du’2 duf duf duédué)

1,0 /o, ! oyl
Ui Uz u1uU3 UuU2U3 U Uy UqUsg UgyUsg

As we cross a 3-valent vertex with incoming u-variables ui,us and outgoing ugz, by Lemma the form
changes by

9 duldU3 duddug duldu2

( uijus T U2u3 U1u2 )

In both cases, this agrees with the definition of local intersection index up to a factor of 2.

It is easy to see that pushing a unipotent matrix to the right as in Lemma [4.2] does not change the form.
At the bottom of the weave, we are left with scalar permutation matrices and diagonal matrices x;(u).
By moving x;(u) to the left, we transform them to p) (u), and the form

(py (wn)l -~ 1o (ue)), €= L(3(8B))

agrees with the (skew-symmetrized) boundary intersection form as in Definition [4.21]
In the non simply laced case, one needs to compute the form for (2d,;)-valent vertices. This follows
from the simply laced case by folding, see Section [6.2 (]

Remark 9.6. In the above proof, we pull back the form from G x G to SLy x SLy and SL3 x SL3 using the
pinning. The pullbacks of the left- and right-invariant g-valued forms agree with those for SLo and SLs,
but the Killing forms might differ by a factor. If G is simply laced then all simple roots have the same
length and all the factors agree. Otherwise, one needs to scale the local intersection forms at trivalent
vertices by the length of the corresponding simple root.

10. COMPARISON OF CLUSTER STRUCTURES ON RICHARDSON VARIETIES

The open Richardson variety is defined as the intersection of opposite Schubert cells R (v, w) := S, NSy,
for v < w in the Bruhat order, cf. Subsection For G simply-laced, B. Leclerc [55] proposed a cluster
structure for R(v,w) using additive categorification. This cluster structure is difficult to write down
explicitly and, following an idea of J. Schroer, E. Ménard modified Leclerc’s proposal in [60] to give a
more explicit construction of a seed for R(v,w). In this section, we show that Ménard’s cluster structure
coincides with ours. As a consequence, the upper cluster algebra and cluster algebra constructed by
Ménard coincide with the ring of regular functions on the Richardson variety. Note that Leclerc and
Ménard consider strata in B_\G, while we work with strata in G/B,. A detailed comparison between
these versions of Richardson varieties can be found in [34], we will implicitly use the isomorphisms dis-
cussed there. In particular, we use that R(v,w) = R(v=1 w™1).

For open Richardson varieties, the cluster structure we obtain in Theorem can be constructed by
choosing reduced words for w and v¢ := v~ wy = wo(v~1)*, considering the right-to-left inductive weave
for the braid variety X (8(w)8(v®)) and applying the construction of cluster variables from Sections 5| and
[6l Since Subsection shows that X (8(w)B(v¢)) = R(v,w) are isomorphic, it makes sense to compare
these two (upper) cluster structures, that from Theorem and that from [60]. The following is the
main result in this section:

Theorem 10.1. Suppose G is simply-laced. The cluster structure on R(v,w) constructed by E. Ménard
[60] coincides with the cluster structure associated with the left inductive weave for X (B(w)B(ve)), after
an identification of strata in B_\G with strata in G/B. In particular, it equals its upper cluster algebra.
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Note that an advantage of the construction of the cluster structures in Theorem [[.1]is that we can
write down the cluster variables explicitly as regular functions on the coordinate ring C[R(v,w)]. Now,
E. Ménard’s construction begins with a cluster structure on the unipotent cell U* = R (e, w) = R(e,w™!),
performs a sequence of mutations, and then removes some vertices. The proof of Theorem [10.1]is achieved
by first interpreting his construction in terms of weaves. In fact, Ménard’s construction can be rephrased
in terms of double-inductive weaves, as introduced in Subsection [6.4] as follows:

e Start with a reduced word w for w and choose the rightmost representative of v as a subword of
w. This rightmost representative gives a reduced expression v for v and we consider a reduced
expression v¢ for v¢. Then we have that vT* is a reduced expression for wy.

o Consider the left inductive weave w; := %(ﬁ (w)B(v°0*)). Tt defines a cluster seed for the braid
vatiety X (3(m)B(7")) = X (3(@)A).

e Via the twist automorphism, this seed is sent to the cluster seed for the braid variety X (Aw*) =
Conf(w*) given by the right inductive weave for the word vv¢ w*. The latter is the initial seed
for the cluster structure defined in [68], see Section

e The variety Conf(w*) is isomorphic to the unipotent cell 4%, and by the work of Weng [71],
this seed agrees with the image under the twist of the initial cluster seed of the cluster structure
defined in [2], up to n frozen variables. Since the twist map is an automorphism, the seed defined
by the weave tv; agrees with the initial seed of the cluster structureﬁ in [2], up to frozens.

e Asproved in [9] 40], this seed agrees with the one defined as the image under the cluster character
map of the cluster-tilting object V. This is precisely the initial seed of the cluster structure on
the unipotent cell U™ that Ménard begins with.

e We then perform a sequence of mutations to go from the left inductive weave 1, to another weave
. The weave tog comes from %(ﬂ (w)B(v°)) by adding letters of (7*) on the right, which yields
a double-inductive weave.

e Then the deletion of vertices in Ménard’s quiver corresponds to removing the §(7*) on the right.
The deleted vertices correspond exactly to the cluster variables coming from the trivalent vertices
that come from adding 5(7*) on the right. Note that because 6(8(w)S(v¢)) = wy, there is a cluster
variable removed for every letter in the reduced word for v*.

10.1. Comparison of mutation sequences. Let us start comparing our cluster structure with the
construction of Ménard, where we use the double inductive weaves of Section Start with the left

inductive weave to; := %(ﬂ(w)ﬁ(vcﬂ*)) and write
W = 84Si,_1 """ SizSiys
V= 8, Sy 82
Let U = sg, Sk, _, -+ Sk, Sk, be the rightmost representative of v as a subword of w, so that we have
v* = Sk;«LSk:fHI ce 5k§£k{~

Let 1 <z <z < -+ <z, < be the indices of the rightmost representative of v as a subword of w. In
otherwords, the x; are minimal such that s;, Sig, " SiyySiy, = U. Thus we have that i,,, = ky,. The
weave 07 is associated to the double string

(kY k5L, k5L, ... ki L,j1L, ..., jmL, 1L, ..., 41 L).
We wish to relate this to the weave associated to the double string
(1L, .. jmLyir Ly ... i L kX R, ... kT R).
By moving the k’s across one at a time we obtain a sequence of double strings
(ky,kSL, k5L, ... ki L,j1L, ..., jmL, 1L, ... i1 L),
(k3 k3L, ..., krL,j1L,...,jmL,i1L, ... 5L, ki R),
(k3,....k L, 1L, ..., jmLyin L, ..., 4L, k3 R, ki R),

(1L, ... ,dmLya1Ly...,4 L kR, ... kT R).
This involves a sequence of cluster mutations which are now the object of our study. The cases that we
will be referring to are those in the proof of Theorem We first collect two simple lemmas:

3The cluster structures in [2] are defined on double Bruhat cells. Explicit isomorphisms between certain reduced double
Bruhat cells, including the unipotent cells, and suitable Richardson varieties can be found in [8] [34] [55], see also [70].
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Lemma 10.2. For 1 < a <, let u, be the Demazure product s;, * S;, | * -+ * 8, * 8;; * v°. Then
U(ug) > U(ug—1) if and only if s;, is part of the rightmost representative of v.

This straightforward statement that can be directly checked, a proof can be found in [60]. Replacing v

by sk, - - - Sk, , We get:

Lemma 10.3. For1 <m </, let uqp be the Demazure product s;, % 8;, _, %+ %8, %Sy ¥V *Sp, %+ %Sk, -
Then, £(uqp) > L(ug—1,) if and only if a is one of x1,x2,...xp.
In particular, we have that u,p = wo for a > xp.

10.1.1. Mowing kiR in the double string. Let us first analyze what happens as we move the entry kiR
to the right in the double string. To begin with, the superscripts are placed as follows:

({ R kST kLT KELT 5Lt g LT i L, q ).

Thus the k’s and j’s have “+” superscripts, while the ¢’ have none. This means that using Case 1 (from
the proof of Theorem we can move kR across all the £’s and j’s without any mutations to get

(ks Lt k3L, kLT 1LY LT KT RT iy L, ... i L).
In moving ki Rt further to the right in the double string, we can move k}f RT across i, L using Case 3 as
long as the length of the Demazure product

0(8;, % Si,_y * % Siy k Siy * Uk S K-k Sk, )

does not increase. Thus by Lemma there are no mutations until we hit 4, L:

(ks Lt k3Lt kLT i LY G LT KR i L ).

Lemma also yields ugz, 1 = Sz,Usp,—1,1 = Wo = Ug, 1,15k, While (ug, 11) < £(wp). Therefore,
moving kj R across iy, L involves Case 2:

(ks Lt k3Lt kLT i LY gL i, LY RTR, ).
At this point, k7 R loses the “+” superscript. From this point forward, moving kR across to the right
only involves Cases 4 and 5. Because u,,,1 = wo, the Demazure product after this point will always be
wg. Therefore, we will have mutations precisely when kf R crosses a strand i,L with i, = k; using the
specialization of Case 5.

10.1.2. Mowing k3R in the double string. Let us analyze one more case before going to the general case.
We want to understand what happens as we move the entry k3R to the right in the double string. To
begin with, the superscripts are placed as follows:

(R3RT KLY, kiDLt LY, gLt ie LT, i L kI R).

Again, we can use Case 1 to move k3 R across all the £’s and j’s without any mutations to get

(R3LY, . kit i Lt g LT kSR i, L i LK R).
In moving k3 Rt further to the right in the double string, we can move kj RT across i, L using Case 3 as
long as the length of the Demazure product

08, % Si,_y %% Siy k Siy * VS k S K-k Spy)

does not increase and using Case 1 to move across i,, LT. Thus by Lemma there are no mutations
until we hit i, L:

(kiLt, . kiDLt g Lt Lt i LT KSRT ig, L. i L kT R).
Then again using Lemma we see that Uz, 2 = Su,Uzy 12 = Wo = Uz, 1,28k;, While £(ug, 12) <
£(wp). Therefore, moving k3 R across i,, L involves Case 2:

2

(R3Lt, . kLT i Lt Lt i, LT i, LT RS R, i LR L).
At this point, k3R loses the “+4” superscript. As in the previous discussion, from this point forward,
moving k3R across to the right only involves Cases 4 and 5 and, because ug, 2 = wp, the Demazure

product after this point will always be wg. Thus we have mutations precisely when k3R crosses a strand
1oL with i, = ko, using the specialization of Case 5.
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10.1.3. Moving a general term k;R in the double string. The argument continues similarly as the two
discussions above. We begin with
*pt opx T+ * T+ 5T+ Cor+ s : + ; * *
(ky R ky L7 kn L i L g L i Lo iy (LT LRy R, KT R).

Again, we can use Case 1 (in the proof of Theorem to move kj R across all the k’s and j’s without
any mutations. This yields the double string

(ki Lt kL LY g DT KERT i LT, iy LY, i L ki (R, ... KIR).

In moving k; R further to the right in the double string, we can move kj R* across i,L using Case 3 if
the length of the Demazure product

(&
0(84, % Sij,_y %o % Sjy % 8, ¥V xSp Koo kS, )

is not increasing, and using Case 1 to move across i, LT for ¢ < b. Lemma m shows that there are no
mutations until we hit ¢, L:

(ki Lty KLY LY gDt LY iy (LT, KR Vig Ly 0L kf R, .. KIR).

Lemma again shows that ug, p = Sz, Uz, —1,6 = Wo = Uay,—1,55k; , While £(ug, 1) < £(wg). Therefore,
moving k3R across iz, L involves Case 2, and we obtain:

(ki Lt KLY LY g L i DY iy LT iw LT, KIR, 0L ki R, ... KIR).

As above, kj R then loses the “+” superscript and continuing to move kj R across to the right only involves
Cases 4 and 5. Since we have ug, , = wo as before, the Demazure product after this point is wy and we
have mutations precisely when k; R crosses a strand i,L with i, = ky.

10.2. The mutation sequence and proof of Theorem To summarize, when we move k; R
across, we get no mutations until we reach i,,. At this point we have

(...,kiRYJig,L,...) — (.. ig, LT kiR, ...),
which involves no mutation. Then moving k; R across the remaining i,/ involves mutation only when
we cross i, with the color k. Let us describe what this means in terms of quivers.

The quiver for the initial seed, which is attached to the weave for the double string
(KR kST k3LT, .. kELY 5L g LT i L, ... i L).

has one cluster variable for each i, in the reduced word for w. One can associate each node of the Dynkin
diagram with a color, and therefore we can color each of the vertices in the quiver: the vertex associated
with i, will have the color i,.

Let us fix a color and consider all the ¢, of that color. Let the indices be a1, as,...,ay. Now some subset
of these ay, , ..., ap,, belong to the rightmost representative of v in w. Let us suppose that &} ,... k>

are the corresponding letters in v*. Initially the vertices of our fixed color are labelled
tay Lytag Ly .o yiay L.

We move kg R across i, L and our vertices are labelled
—_—

tay Lyiay Ly oo ia, Lokg R, iy L,

s ety

where the hat symbol means we skip that entry. We then mutate vertices by up to N — 1 to move k7 R
to the end:

tay Lytay Ly oo yiay Lyiay 410, iay Ly k2 R
In the next step we move kg, R across iq,, L and our vertices are labelled

tay Lstay Ly oo yiay Lo oo yia,, Lk, R oo iay Lok R

» ey .

Then k7, R corresponds to the by — 1-st entry, and we mutate vertices by — 1 through N — 2 to move it
past i4, L to end up with

tay Lytay Ly oo tay Ly oo ytay, Lytay, oy Ly ooy lay Lo kg, ROE R

) eg £y ey 200
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In general, the mutations come from moving k7 R from

zalL,...,zablL,...,zade,deR...,zaNL, ke, R,....ko R
to
zalL,...,zablL,...7zade,...,zaNL,deR, ke, [R,....k. R.

This involves mutating from vertices by — (d — 1) through N — d.

To summarize, when we move k. across the double string, we mutate only vertices of the color k.
Moreover, we mutate a sequence of vertices of that color, starting at by — (d — 1) and ending at N — d,
where the reflection k7, is the d-th occurence of that color in the representative of v in w, and this letter
in v is the bg-th occurence of that color in w. This is precisely the rule for mutation given by Ménard.

Remark 10.4. Ménard’s work [60, Definitions 5.23 and 6.1] gives an explicit mutation sequence. The
role played by 7, there is what we call d above; the role played by B, is by — d in our notation. Mutating
from the “B,, from the first vertex” of a color to the “y,, from the last vertex” means mutating from
vertices by —d+1 to N — d.

After this sequence of mutations, we end with the double string
(WLF, . gLt il LD G L) KER, . KER).

In the above, we only have a “4” superscript on i,L when i, is part of the rightmost representative of v
in w. Note that all the k’s will correspond to cluster variables. Then, in Ménard’s algorithm, if the color
r occurs X, times in v, we delete the last X, vertices of that color. This corresponds exactly to deleting
the vertices associated with k% R, ..., kT R. Thus the mutation/deletion algorithm in [60] leaves us with
exactly the cluster structure associated to the double string

(j1L, ..., jmL,i1L, ... 4 L).

This is left inductive weave for X (8(w)B(v°)), therefore giving our cluster structure on the Richardson
variety R (v, w). This concludes the proof of Theorem

11. EXAMPLES

This section provides four explicit examples of braid varieties, three in Type A and one in Type B,
and initial seeds for the cluster structures constructed in Theorem [L1l

11.1. A first example. Let us consider the braid f = 11221122 and the following three Demazure
weaves for it. The first weave is depicted in Figure [25] where we marked the nonzero weights of one of
the Lusztig cycles ,, v the topmost trivalent vertex. Note that one of the edges, marked in yellow, has
weight 2.

The mutable part of the quiver has type A, and there are three frozen variables, as follows:

A1 —_— A2
24 F<-—--- 26
S

where the dashed arrows have weight 1/2 and the solid arrows have weight 1. A direct computation
yields the following three frozen variables

z4, 26, and F := —z2oz52628 + 29242728 — 2224 + 2028 — 2628
and two mutable cluster variables are

Al = —z5zg + 2427+ 1, Ao i= —252628 + 242728 — 24 + 23.
For the right inductive weave the frozen variables are the same and the cluster variables are

2o, Az :i= —zoz526 + 292427 + 29 — 2g.
For the left inductive weave the frozen variables are also the same and the cluster variables are zg and
As. Note that
_ A3+z6’ Ay = FA; —&-2'42'67 = 142—1—2'47 oy = F+Z@Zg7 = F+ZQZ4.
22 As Ay Aa Az

In particular, we have a cycle of mutations

(A1, A2) — (A1, A3) — (22, A3) — (22, 28) — (28, A2) — (A1, A2).

Aq
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a1 Q12 (&%)

F1GURE 25. A Demazure weave for 5 = 11221122 and a cycle =, for the topmost trivalent
vertex. At the bottom, we also include the sequence of roots pp, where we denote
Qi =+ -+ oy for @ < .

11.2. Braid relation as a mutation. Consider the braid word 8 = 112211121 (compare with Figure
7). The cluster variables for the right inductive weave ﬁ(ﬁ) are

Ay = 29, Ao = 24, A3 =26, As = 2627 — 1,
As = —29252627 + 292428 + 2925 + 2027 — zg27 + 1, Ag = 24262729 — 242628 — 2429 — 1,
and the quiver QQ( 8) is
A3 A

A5/4>A44’;AG

N
Ay
Next, consider the six-valent vertex 112211121 — 112211212 followed by the right inductive weave (com-
pare with Figure . The cluster variables are the same as above except for
Z; 1= —2225%6 + 222429 + 22 — %6,
and the new quiver reads
A

™~

Ay
The quivers are related by a mutation at A4 and indeed we also have the mutation identity
—  AzAs + A1 A
Ay=—"————.
Ay
11.3. An example with an affine type cluster algebra. Consider the braid word 5 = 213223122132.
The corresponding right inductive weave 2J and the quiver are shown in Figure The corresponding

(Legendrian) link is A(f11) in [I6, Section 1.2], where it is also referred to as A(Ajg ;).
A direct computation yields the following cluster variables, ordered from top to bottom:

Ay = 25, A0 = —zg27 + 2528, Az = —262729 + 252829 — 25, Ay = —2629 + 25210,
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A

[

L/

Q3 (i3 Q13 (] 12 Q2

FIGURE 26. The inductive weave for 8 = 090103020203010202010302 on the left, and
the weave with its distinguished cycles on the right. Each cycle only takes weights 0 or
1, and we color the edges were the cycle takes weight 1.

As = —zr29+ 25211, Ae = 2627210211 — 2528210211 — 262729212 + 252829212 — 2829 + 27210 + 26211 — 25212 + 1.

The variables A1, Ao, A3 are mutable and A4, As, Ag are frozen. The quiver Qgy read from 2U is
m
Ay A As

A4 R A5 ”””””””” 2 AG

The mutable part of Qqy is a quiver of affine type A. One can verify directly that mutating at all mutable
vertices creates regular functions:
AL+ Az A AgAs + AT Ag

2
=z = Z§2729 — 2527210 — 2526211 + 25212 — %5,

AQ — <9, AS

2

AxAgAs + A3 2 2.2 2 2

Ai =  —2g272823 t+ 252323 + 262729210 — 25272829210 + 252729211+
1

—25262829211 — 252627210711 + 2828210211 + 2262729 — 2252829 + 25

Finally, let us now apply the cyclic rotation 090103020203010202010309 — 010209010302020301020207 -
A weave 20’ for the latter word is given in Figure
The cluster variables for 20 are the following regular functions, note that they are polynomials in (z;):

By = 27, By = —2829 + 27210, B3 = —2427 + 2328, By = —232829 + 2327210 — 27,

By = —z32829211 + z327210211 — 2327 — 27211, Be = —2g211 + 27212.

Here Bs, Bs, Bg are frozen and Bj, Bo, B4 are mutable. The quiver has the form:
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/

Qg Q12 Q13 Qg Q23 Qg

FIGURE 27. The weave 20’ for 010209010302020301020507.

The cyclic rotation z; — z;_o sends By to Ay, B to As and Bg to Ay .

11.4. An example in non-simply laced type. Cousider the word 8 = 010102020102020109 € W(Bs),
the Weyl group of type By. In Figure 2§ we draw its right inductive weave, as well as the unfolding of
this weave to A3. Note that the quiver for the A3 weave is given by:

This quiver has a Zs-symmetry 1 <+ 1/, 4 <+ 4/, and the exchange matrix for the By-weave is obtained
from the quiver via folding.

The symmetry acts on z-variables by swapping z1 < 2o, 23 < 24, 27 & 28, 211 < 212 and fixing
25, 26, 29, 210, 213, SO we have an inclusion of braid varieties

XB,(B8) C Xa,(01030103020201030202010502)
where the left hand side is cut out by the equations
21 = 22, 23 = 24, 27 = Z8, Z11 = Z12-
The As cluster variables are
li / i /
Al =23, Al = 21, Ay = 26, A3 = 210,
li / li
Ay = —z4z8210 + 2426211 — 210, Ay = —2327210 + 2326212 — 210, A5 = —26211212 + 26210213 — Z10-
Restricting these to the By braid variety yields
/ _ / / . /!
Allxp, 8 = AV |xs,8), Adlxs,8) = Avlxs,5);

as expected. The cluster variables for the Bs-braid variety are A; = A’1|X52(5) = A’1,|X32(5), Ay =
Ad|xp,(8) As = Ablxp,(8): Ar = Allxp,(8) = Ablxp,(s) and As = Aglx, (s)- The exchange matrix
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Qg 13 (i3 (12 Qi

FIGURE 28. The right inductive weave for o10102090102020102 € W(Bsz), and its un-
folding to As.

and antisymmetrizer for Xp,(8) are given by

0 0 -1 1 0
0 0 -1 0 1

e=|2 1 0 -2 1|, d=(21,1,21)
-1 0 1 0 1/2
0 -1 -1 -1 0

so that 5ijdj_1 is skew-symmetric. Mutating at As, for example, we obtain:

AfAsAs + A7 (1AL A A5 + A4AY ) |x5,9)
A Al x5, (8)

that is regular since it is the restriction of a regular function on the larger braid variety.
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