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i. Introduction

We develop an algebraic system designed for computation with subspaces of a
( finite-dimensional vector space over an arbitrary field. based upon two operations,

which we call join and meet. The join is the same as the wedge product in exterior
algebra, and the meet roughly corresponds to Grassmann'’s regressive product,
with one important difference. Whereas Grassmann and all other authors up to
and including Bourbaki defined the regressive product by means of the duality of
vector spaces, we introduce a special device which enables us to define the meet
directly. This device is the notion of Cayley space. namely, a vector space endowed
with & non-degenerate alternating multilinear form. called the bracket. It seems
astonishing that this notion shouid not have been previously singled out, as it is
the basic tool—recognized or not—of classical invariant theory. A Cayley space
* Supported by NSF Contract # P36739

185




[ ] (R ]
e @
20020
LN X
© 8o
LN J
a8 » ©
"0

186 Peter Doubilet, Gian-Carlo Rota, and Joel Stein

should be thought of as a natural companion to Hilbert space and symplectic
space.

The present definition leads to the derivation of a complete set of identities
holding between join and meet. an undertaking that in the past would have been
notationally impossible to carry out. We call these identitics the alternative laws.
The body of this work consists in various applications of the alternative laws. We
show that these laws easily yield the classical identities holding among minors of
a matrix, as well as a systematic procedure for translation of universal theorems
of synthetic projective geometry into identities. The main application we derive of
the alternative laws is the straightening formula: this can be considered to be the
end product and the definitive version of a train of thought which began with
Clebsch, was developed by Gordan and Capelli, and later by Young and Turnbull.
The straightening formula can be interpreted as giving the solution of a word
problem. It is a central result in the characteristic-free theory of the projective
group: in fact it holds over commutative rings.

As an application of the straightening formula we obtain a characteristic-free
version of the classical theory of representations of the symmetric group. as well
as two elementary proofs of the First Fundamental Theorem of invariant theory
over arbitrary fields. The only previous work on this subject is Igusa’s,

Various other applications, which we hope to further develop elsewhere, are
sketched throughout the paper. These will include a thorough treatment of classical
invariant theory over arbitrary ficlds. as well as of the symmetric group.

2. Cayley spaces
Throughout this work V will denote a vector space over an arbitrary field. A
bracker, written
{x;. ..x,., wherex eV,

1S & non-degenerate (that 1s. not identically zero) multilinear alternaung torm.
taking values in the field.

A Cayley space is the pair consisting of the vector space V. together with a
bracket.

A standard Cayley space is a Cayley space over a vector space V of dimension n,
whose bracket has the additional property that for every vector x in V. there
exXist vectors x,... ..x, such that

1s not equal to zero. In a standard Cayley space the length of the bracket cquals
the dimenston of the space. and conversely. Unless otherwise stated. ail Cayley
spaces occurring in this work will be standard.

The exterior algebra of a standard Cayley space is constructed by imposing an
equivalence relation on sequences of vectors. Given two sequences of vectors of
length k. we shall write )

dyoody ~ b, b,
when for every choice of the vectors v, .. ... X, we have
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An equivalence ciass under this relation wiil be called an extensor. or decomposable
k-vector. and will be written as

ay NVoa, V.-V oa,.

The operation V is called the join (and is elsewhere written A : our departure from
customary notation is well motivated). Note that the join is non-zero if and only
iffa,..... a, is a linearly independent set.

A non-zero extensor is of step k if it is the join of k linearly independent vectors.
If1tis of step zero it is called a scalar.

The extensors of }" span a vector space of dimension 2". calied V. whose elements
are called antisymmetric tensors. The algebra of ¥ together with join is the exterior
algebra of V. It is an antisymmetric associative algebra with identity (the scalar.
one) with the usual properties which will not be recalled here.

The extensors of step n form a one dimensional sub-space of V. Choosing a
basis {a,.....a,} of V. whose bracket la,.....a,] equals one. or a unimodular
basis. we may construct a basis for this subspace. the element

E=a, V.. Vaq,

E is called the integral.
We shall frequently indicate tne join of extensors by simple juxtaposition of
symbols.

ab=a Vb

Also. if 4 and B denote two extensors the sum of whose steps is #. we shall write
tA. B} = [AB] for their bracke:.
Every extensor A4 defines a unique subspace of the vector space V, namely

A = spania,,....q,}
where {a,..... a,} is any set of vectors such that
a, vV.-..Vag = A

The subspace 4 1s called the support of A. If 4 and B are extensors, then 4 V B
is non-zero if and only if 4 ~ B = 0, in which case the support of 4 V B is the
sub-space A U B spanned by 4 and B.

A linear transformation T of V' into itself is said to be unimodular if it preserves
the bracket.

Given an extensor 4 of step n-k in a standard Cayley space. we define the
bracket relative to A by

[xio o xd, =[x;...x, 4]

A relative bracket is an alternating k-linear form on a vector space of dimension n.
Conversely. any alternating k-linear form on an a-dimensional vector space
defines a unique relative bracket. The pair consisting of & vector space ¥ with a
relative bracket is a non-standard Cayley Space. called the contraction of the
standard Cayley Space by the extensor 4.

In a non-standard Cayiey space on ¥, a vector in V is said to be of rank zero
when for all choices of the vectors x, ... .. X, inV

[x.x,.. ..x,. =0
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Otherwise it is said to be of rank one.

3. Splits and shuffles

A split of the linearly ordered set, or sequence 4 = ¢. _be.. . de.. .fis a partition
of 4 into blocks which are intervals of 4. namely

B, ={a,...,b), By ={c.....d).. ... By ={e,....f )

If B; contains i; elements for each j we call the split the (iy,....iy)-split of A.

A shuffle of the (i, . ... i,)-split of A is a permutation ¢: 4 — o(A) of the elements

of A with the property that each block of the (i, .. . . . i;)-spht of 6(A)is a subsequence
of A. That is, the linear order of 4 is preserved in each block of 4(A4).

A bracket product is an expression of the form

lay...allby...b]. . [cy...c,d, V...V d

r

for some arbitrary number of brackets.
Let

Gy...a; by...b,...coc dyod,

denote a subsequence of the vectors in a bracket product. We define the split-
sum of their (i,j.... . k.m)-split as the expression

senio)lolay) .. atada;. . . a,)[olb,). . atbb,, .. b,]. .

”

< {oley).. olege, . .oc)old,). . ald)d,, . |

r

where the sum ranges over all shuffles of the above split. Alternatively, we write
this as

a0 a 17 e a 3
Wy di digy oo, Jb5 B by b,

-3 o . LY L0 " I}
Ly oy o dy o dy d

The split-sum is thus formed by applying to the sequence of variables marked
by the superscript ¢ in a bracket product, the shuffles of the split whose blocks
are determined by the brackets.

One can iterate a split-sum. When the sets are disjoint. iteration reduces to an
interchangeable double summation. In the general case. split-sums are not
commutative.

As an cxample.

bl def Vg heiv ki)
denotes the sphit-sum of the (2. D-sphit of a, b, g cither followed or preceded by
the split-sum of the (2, 2)-split of ¢.d. h.i. However,

(a7 b Vdef 1 g hi%ki]

denotes the (non-commuting) spht-sum of the (3. 3-splitofu.b.c.g h.i followed
by the split-sum of the (2. 1)-split of the sequence H(u), U(b), t(g).
In a single split-sum. we often replace the superscripts by dots. Thus,

(@b ed][efgh] = [abed][éfgh).
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The use of dots to indicate split-sums will be called the Scottish Convention aiter
H. W. Turnbull who used it informally.

4. Cayley algebras

We now define a second operation on a Cayley space, called the meer. Let
A =a,.. .a.and B = b, ... b, beextensors of indicated steps satisfyingk + p > n.
We define their meet

ANB=a,...aqNb,. .b,
by the expression

ANB= ZSgn(”,[qui)amh"'an(n—p:bl N 5 [ S TP S
a

where ¢ ranges over aill shuffles of the (1 — p, K — n + p)split of a, ... a,. Alter-
natively, we may write this as
ANB=1(d,.. a, b, . bla

tn—p) (n—m*l"'al»'

where the dots indicate the split-sum of the (n — p,k — (n — p))-spiitof a, ... a,.
I &+ p <« the meet is defined to be zero and in either case it is extended by
linearity to all linear combinations of extensors.

PROPOSITION. The meet satisfies the identity

Wy by by by A= b b Ay by iniyer - byl
The verification 1s a simple consequence of the alternating property of the

bracket.
THEOREM 1. The meet is associative and anticommutative following the rule

BAA= (=1 r-kignB

where 4 is an extensor of step k.and B of step p.

The verification is a straightforward computation.

The Cayley algebra of a Cayley space is the algebraic structure obtained by
endowing the exterior algebra with the additional operations of bracket and meet.
Thus. a Cayley algebra is the vector space ¥ endowed with three operations in the
sense of universal algebra: meet. join and bracket.

CororLrary. The integral E is an identity for meet in the Cayley algebra. that is.

ENA=ANE = 4
Jor all 4.

The meet of two extensors has an important geometric interpretation:

ProposITION. If A and B are extensors of step k and p, supporting subspaces 4
and B of a standard Cayley space over V, and the span A U B equals V. then the
meet AN B supports the intersection A N B.

Proof: Take a basis ¢,. ...e, of V such that ¢,,. ... ¢, is a basis of 4 ~ B.
€l e,abasisof 4ande,, ;... .e,.e,.....¢ abasis for B. We may therefors
write. {for somc scalars ¢ and d.

A=ce .. ¢,
B=de, .  ee.,...e,.
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Expanding 4 A B. we get
ANB=cdle,...ele .. .e. g.e.d.

COROLLARY. The meet of two or more extensors is an extensor.

5. Duality

Let 4,,..., A4, be extensors of step n — 1 in V, which we call covectors. We
define a new alternating multilinear form on covectors in V, called the double
bracket, by setting

f4,... . A4ll=A4, A AA,

We infer from the properties of meet that the double bracket is non-degenerate
and of step zero (that is, a scalar). Thus, since the vector space spanned by covectors
is of dimension »n. the double bracket defines a Cayley space on covectors. The
associated Cayley algebra is called the dual Cayley algebra. A Cayley algebra and
its dual are isomorphic. The role of join and meet are interchanged under the
canonical isomorphism.

A set of covectors 4,.... .. 4, with non-zero double bracket constitutes a basis
of covectors. In such a case. a corresponding basis of vectors Ayoon. . a, can always
be found satisfying

N

A =d,...4;.. .4

t n-
where 4; indicates that g; is deleted. It is verified in Section 7 that
([4,..... Al =Tla,.....q]" "

an dentity known as Cauchy's theorem on the adjugate. By duality and Cauchy's
theorem, we may construct from every identity between joins and meets, another
identity where the roles of join and meet are interchanged, step k is replaced by
step # - k. and suitable powers of the bracket appear as multipliers to restore
homogeneity

For example. if 4 is an extensor of step k and the b;are covectors. the identity

ANVAby S by =0y A N b VAN AN B

p+l

is immediate. as it is the dual of the identity

Brta, VoV, )=@ Vo Va)lABVa, V--Va
where B is an extensor of step n — k and the «, are vectors.

The principle of compivmenrary minors which associates with cvery identity
holding among the minors of 2 matrix another identity holding among the com-
plementary minors of the adjugate matrix, is a special case of the duality between
joins and meets.

By introducing the analogue of the contraction of a bracket by an cXtensor 4.
in the dual Cayley algebra. we may construct in the given Cayley algebra the gua!l
operation, cailed the co-contraction or reduction by 4. Thus.if 4 is of step k and the
Y; are covectors. write 4 as the meet of n — k covectors and define the reduction
by 4 as
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The notions of contraction and reduction in the Cayley algebra correspond
roughly to the meanings these terms have in combinatorial geometry.

6. ldentities in the Cayley algebra
We present a sampling of identities which describe how Joins and meets are
distributed through each other. or alrernarive laws.
We begin with some notatior. Juxtaposition of vectors denotes Join and juxta-

position of covectors denotes meet. The inner product of a vector a and a covector v
is defined as

<dlxy = a A ox.
Simiiarly. if extensors 4 = a;...dgand X = x; A . A x, are given, where the

4 are vectors and the x; are covectors, we define their inner product of length k
as

CAIXD> = da, . afx, . x0
=lay.coa) Mxoxg).
THEOREM 6.1. Let a, .. . .. a, be vectors and x, . . .. X, be covectors.
Ifk > < then
la . a) Ay ox) = Ny dagxda, a

If & < 5. then
lacca)) Vix ... x) = XX SCHAR OISR SN
Proof: We verify the first identity. From the definition of meet,
lay . a) Alx,. . x) = Caflx, y(a%...a%) A {x,. .. x)
= dllx > aix, i@y af) Adx, L xy

s

Here o ranges over the split-sum of the (1. k — I-splitofa,...a,. 0 ranges over

the split-sum of the (1. k — 2-splitofa,,,,. . . U,y and so forth. But by an elemen-
tary coset argument this is equal to the split-sum of the (1. Lok = s)-split of

ay ..,
THEOREM 6.2. Ler a,... .| a, be vectors and x, . . . .. x, be covecrors.
Itk = s then
v ca) A xe . ox) = {a ... aidxy. o xN ..
/5 . s .
) X Gy, R R NP (l_\«‘.\’g_,. R e .\s>(1x+1 FEPRAN 7§
Ik < s then

e oay) Viix ox)) = XX <a .a..
LdoooadXs X

Proof: By the associative jaw.

WG XN = L a) Ay L A A
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whence proceed as in Theorem 6.1. The second expression is derived similarly.

COROLLARY 1. Let C,..... C, be extensors of stepn — i,...,n — j,n — l and let
k=i+---+j+ 1 Then
a,...a, N(C, A ---ANC)= a,...a,C\]. [Gevjer. .. a,C)

If A=a,...0 and X = x,... x, are vector and covector decompositions of
flats we shall sometimes employ the notation

A=4,...4, and X =x,...x%,.

COROLLARY 2. Let A j and X be extensors of complementary step for each J-
Then

(A, Vo VAL AKX A AXY) = CAYX D) (AIX D Ay
(A Ve VANV X A A XD =X, AdXD . CAYX D
THEOREM 6.3. Let A, B,, C,. D, X, _ .1y, and Y, _(p+q be extensors of indicated
steps. Then
(AVX)ABCAMDV Y)y=2((AV B AX)VCV D)A Y)
Proof:

(AVXYABCADV Y)= +[ABX]C A DV V)

=+(AVBAX)CADVY)
+{(4 V B) A X)[CDY]
+((AV B AX)V(CVD)AY)

i

THEOREM 6.4. [f A V B is of step n. then
4V B=(4AB)V

where E is the integral.

The proof is a simple verification.

We now present the main result of this section.

THEOREM 6.5. Let C").... C") be extensors of step n — g,.....n — 4, and ler
k+s=gq,+ - +gq, Then

ioaby b NCTA A CT = by by VY (e i
~

4

. . 5 ~t k) .. ¥
« "a!"'uuywy(— t A '/\3a[x4.~l~~ -

wroos e ]

where the integer (i, ... i) is specified below.
Proof: For simplicity of notation take s < g,. By Theorem 6.2. we have, calling
the left side 1,

I'=1a,...a,C"Ma, ., .. a4 . ay, -

3k L )
s S N S Yol

The permutations acting in this equation may be separated into classes according

to their effect on the b’s. Thus, a given permutation positions, say, i, of the b's in
the bracket containing C'', . .. I, of the b's in the bracket containing C*". Affixing
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Here 0 ranges over the split-sum of the (i, , .. ., i,)-splitof b, ... b, and o ranges

over the split-sum of the (¢, — i,.....q, — i,)-split of q, ... a;.
We first evaluate (i, ... .. i):

i

DG+t g =) Fiplgy e+ g = s+ i) b ifg, — sy i)

Gl + qoliy + ) + kg liy + o+ Q) - Siy + o0 4 )

i) =iy ) il )
=gy gl =iy + - & gliy + -+ 1)+ hli, . 1)
where h,(i, . i is the homogeneous symmetric function of degree two on

TN l,.
We now factor out the b's using Theorem 6.2. This gives the desired identity.
We conciude this Section with two examples which illustrate the correspondence

of theorems of projective geometry with identities in Cayley algebras.
DESARGUES'S THEOREM. The corresponding sides of two collinear triangles intersect

in collinear points if and only if the joins of corresponding vertices are concurrent.
Proof: Let a. b, ¢ be vectors and x, y, z be covectors in a Cayley space of three
dimensions. Juxtaposition of vectors denotes join and juxtaposition of covectors
denotes meet. The identity
abe A Ta v vy AV zx) Ade Vo xy)] = xavs A [(be 7 Xy V ica v v) V (ab A 2)]
is casily verified. Now let x = b'c’, , = ¢'a’. z = a’b’ so that xvz = [a'b’c")2
This gives

[tbc A b’y V(ca A c'a’) V (ab A a'b’)] = [(aa’y A (bb') A (cc')) [abc](a’b'c’).

Desargues’s theorem for triangles whose vertices are a,b,cand @, b, ¢’ is then the
statement that one side of this identity is zero if and only if the other side is zero.
PAPPUS’ THEOREM. If a, b. ¢ are coliinear. and ', b, ¢’ are collinear and if all six
points are distinct, then ab’ A a’b, be* A be, and ca’ A c'a are also collinear.
Proof: The theorem is a restatement of the identity Ry e

(he” A B YV (ed N c'a) Vo(ah' A a'hy
= taa’b’|ihb’'1lcc’a’ lab¢] — labb’}[bec’ [caa’][a'h’c”).

Note that the algebraic version of each of these theorems is the stronger one,
s 1t includes the geometric result as well as degeneracies.

7. Determinant identities
Identities between minors of matrices find elegant verification in the ianguage
of Cayley algebras. We illustrate with some examples.
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Let{e,..... e,} be a unimodular basis of vectors. With it we associate a basis of

covectors |1.... n} by setting j = X;=v¢;...€ .. .¢,.* Thus any extensor 4 of
step k may be uniquely expressed as a linear combination of monomials of the
form i, .. i, _,. where i, < - < I, €1 and juxtaposition indicates meet. It is
easily verified that |1... . n! is also unimodular. that is. that 1...n 1s equal to
unity.

Given an extensor 4 = a,...q, of Step n we may re-express 1ts determinant
fa, ..a,]in coordinate form by applying the alternative laws to 4 A | n:

ANT...n=1la,...a,] = (aii) o Lagny

where <a,(j> = a; A jis the j-th coordinate of a; relative to ey, e,,....¢,.
A similar procedure may be used to coordinatize a flat of any step. Thus, if 4
is of step k we may write

A=ANe . e,=6,.. 6(ANé_, . . ¢
or

A=AV I n=dd . X, (AN %L %),

The first expansion represents a covariant coordinatization while the second
represents the associated contravariant coordinatization. The numerical coeffici-
ents occurring in these expansions are the well known Pliicker coordinates of the
flat relative to the indicated basis.

Given a determinant A = [qg,, dy,...,4,, the adjugate of A is the determinant

A*=a. Aa, , A A G,

where d; = ay . G, . u,. The adjugate is thus the determinant of (n-— 1y x
(n — 1) minors of A. Many determinant identities describe the relationships
between these two determinants.

We begin with the expansion of A due to Laplace.
) The Lapiace expansion . This describes how 1o expand A i terms of the set of
minors of A in 4 given subset of (dy . ...d,;. Thus by Theorem 6.2,

A =y, a, N booon
=ddy . a )N ki Ak + 1 n)
=yl kyag L agk <1 Ry,
The Laplace expansion 1s thus a vonsequence of one of tie alternative jaws,

(2) Cauchy’'s Theorem on the adjugate: The adjugate is the (n - {ith power of
the original determinant. Bv the associative law for meet.

A* -y tig A h g
=4y 1"(a3 a,) M agd, L AN T <y, y)
. 12 o e , - )
== e ey ay) A lapasey wa N ey a,

= AT

* Note our unconventional usige of integers as vanabics
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(3) Jacobi’s Theorem on the adjugate: A minor of order r of the adjugate is equal to
the complementary minor in the original determinant multiplied by the
(n — r — 1)th power of A.

We illustrate with the case r = 2. Consider the identity

ag A A g, = a,a,d,...a, A a13,a3d, ...a, A - A aa,... 4,

= (=) B2 g laasa, . a,]...[a; ..a,_,a)
. (__)(n—ZJ(n—B)/ZalazAn—B.

Now meet both sides with

ij=€l...

[
g
-

.. e,
This gives
@,...a5le,...¢,... 8. e = A" 3a,a,lipd,
which is the desired result.

{4) The Bazin-Reiss-Picquet Identity: Starting with Cauchy’s theorem on the
adjugate. meet both sides with g b...c a.,.. a, This gives

la b ¢ Geor- - apllay . g )t

= [ 1 L : T . o r

=[a4 ay...a,)[a,b ay...a,]laya,. .. ¢ ak+1...anj[a1,..akH...a,,J,..Lal...d‘,,]
so that

la bocoayy...a]a 1 = l'a'a%ua,,][aﬂ‘}.,.a,,]._[a,...c",..a,,],
as desired.
{5) Sylvester’s Theorem on Compound Determinants: Form the set of monomials

4, .. a4, wherei; < ... < from the sequence-{a,,...,a,} and order them lexico-
graphically as {A4,,. .., A(,, }. Also, let the set X0, X(,,)} be formed from the
k k
set ji.....niof covectors, in the same way. The determinant
Ak = <A1’X1> . <A(n "\',ln >
k) \k)
n—1

is called the k-th compound of A. Sylvester’s theorem states that A, = A("" .

n—1
We illustrate the method for the case # = 4 and k = 2. 5o that (k . ) = 3,

H

By Cauchy’s theorem,
[abed]® = (abc) A (abd) A {acd) A {bed)
= (ab [acbd]) A ([adbel  ¢d)

= (ab V {ac A bd)) A ((ad N bc) V ed).
Similarly.

[1234]1° = (12 V(13 A 24) A (18 » 23) V 34,
Now substitute for [abed]? and (12347 on the left hand siae of
[abed]? v [1234)3 = [abed??

and expand the resulting expression oy the alternative laws. This gives the resuit.
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Sylvester's identity shows how to construct a Cayley space on the extensors of
step k.

8. The Straightening Formula

algebra, (see Section 12}
Our main application of the Straightening Formula is a characteristic-free
proof of the First Fundamental Theorem of invariant theory. We also sketch

applications to the classification of identities in associative algebras and to the
theory of symmetric functions.

Some of the results below can be extended to spaces of arbitrary dimensions,
but we have preferred to preserve the more elegant approach by Cayley algebras.
The finite-dimensional case proved here is actually the stronger.

Let K be a field of arbitrary characteristic and let Rg be the polynomial ring over
K obtained by adjoining mn transcendentals (aifx;) where ie{i..... m) and
Jeil,... n}

Letx = (x,.....4,)and B=(By.....5,)be sequences of non-negative integers.
We define

Vi

to be the vector space over K spanned by all monomials in the {ajfx;) which contain
a; occurences of @; and B; occurrences of x;, or all monomials of conren: (e, ) for
shor:.

A doubie rabieau of content (2, B) is denoted by the double matrix
!/LI, 1 R SR

|
| |

Xy, .. x

i
!
|
a,...a_ b S /

SAy SAg

wheren> 4, > .. > 4s and where the elements a;; of the left tableau are chosen
from {a,....,a,} and the elements x,; of the right tableay are chosen from
{x(.... » X,}, such that each a; occurs with multiplicity ; and each x; occurs with
multiplicity B;.

The tableau T is defined to be the expression

T = {a;,. . SEPHIE SEINPINS FET DN (- I Ao lxg ... Xsah
where we set

Wy XXy ) = ngn(a)(aﬂlxj,“,).. Aa

the above sum extending over all permutations o of the sequence 1,.. ., 4.
Assign to the 4, and x; the linear orderings

i X jora),

4y < <a, and x, < -o<x,.

Relative to these orderings, a double tableay is said to be standard when in each
tableau the eatries in each row are increasing from left 1o right and the entries in
each column are non-decreasing downward.
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The shape of a double tableau T is the row length vector
AT =40 4.

Shapes of tableaux are ordered lexicographically by 4 > x4 when 4; > u; and
t=piforj<i

Using this ordering on shapes we now linearly order all tableaux. Associate
with T the sequence

T = , :
n{T] = Qri- @Ay g Ny X

and order the set of these sequences lexicographically.

If § denotes another double tableau then set T >S5 if A[T]> /8], or if
[T =78 and n[T] < r(S.

Remark: Identities in a Cayley algebra between inner products may be inter-
preted in Ry To do this. substitute for each inner product <a; .. a|x; CX
the double tahleau (a, . ..a,lx - X;J. Conversely, any identity in Ry may be
interpreted in a Cayley algebra over the integral domain R,. and we shall use the
two notations interchangeably.

LEMMA ©. Zet k > { and

B=b _b_, Vo=

C=ciiy. ¢ Z==z...z

where the b, and ¢, are veciors taken Jrom the set {a, ... a.! and the y; and z, are
covectors from (X, ... k.. Then the expression

I'= (Bh;. . bJY><(¢, .. ¢,C12>

is equal to a sum of products of pairs of inner products. each pair containing one
inner product of length at least i + 1.

Proof: By Theorem 6.3 we have
I =(+)¥BV Y)A (b;...b Crocp AC V2,

Settingbh,. b, ¢y ... ¢; = D. we now use Theorem 6.5 to distribute B through
the other factors. This gives

J=1
P=(2)Y A F (=V(bT...6) V D} A b7, L bl VAC YV Z))
s=0
Distriouting Z by the dual of Coroilary | to Theorem 6.2, this becomes
j-1
F'=(+) ) (=)
s=0
(BT DY A Y A (2. 2 )V {bei . b]_C) A (202...2)h
{b;’.A.hZD (Yi s

1=
F=(%) ) (=i
s;() \b:\.hn_lC(is*:.

which concludes the proof.
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THECREM 1. (Straighteming Formula) The double standard tableaux of content
{2, 8 span Y

Proof: Any monomial of step zero equals a linear combination of monomials
of the form

Calxy hiyy ... {dz) =

We show that any double tableau equals a linear combination of double
standard tableux. We proceed by induction on the linear ordering of tableaux,
and show that every non-standard double tableau T of content (x. ) equals a
linear combination of greater tableaux' of content (x, ). Since there are only
finitely many double tableaux of content (. f§) iteration of this argument must
then eventually express 7 as a linear combination of double standard tableaux.

Iftwoentriesin T satisfy ¢, > r, ., ort,, > 1., call this a violation of standard

formin T
Assume a violation occurs in the left tableaw. If it 1s & row violation. u,, > «, .,
then set T -+ -8 where S is obtained by reversing the positions of ¢,, and u,

in T Note that ziT) > #(S;sothat S > T

Now assume a column violation g;, > a,., ; occurs.

Let T, denote the firsti — 1 rows of 7. T, denote the next two rows of T, and T
denote the remaining rows. We are primarily concerned with T which we display

as
T :(B by b Y
' e, CZI
where
B=ob,...b_, Y=y Vi
Co= .y ¢ 2 =1z, bof
Consider the expression
[ B b .1'),\:)'\

oo ¢z

1
. . . ¥ .
Since any indicated permutation . except the identity. exchanges elements from
the tirst row of I with clements from the second row. and since

Cyp < <

< b < < b

J
1t must be true that a(¢,) > a(b,). Thus we have that

I =T, + i (5SS

gL

where ¢(S) ure integers. By Lemma 1 we also have

P= 2 aQ

o>7;
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Combining these results gives
T,= Y dQiQ+ } SIS
QT ST,

which expresses T, as a linear combination of greater tableaux. Appending this
expression for 75 to T vields an expression for T as a linear combination of greater
tabieaux. Similarly. 1f violations occur in the right tableau of 7. they may be
straightened by an analogous procedure

This completes the proof.

In the course of the proof the following result has been implicitly established :

COROLLARY. Let P and Q be elements of V. and let

Po=lag, - agfxg o x00Q.

Then P equals a linear combination with integer coefficients of double standard
tableaux. whose first rows are of length s or greater.

Theorem ! has an interpretation in a Caviey algebra over K.

THEOREM 2 (Straichrening Formula tor Cavley tlgebrasy Any monomial of
content (x [y of step zeve in the vectors a; and the covectors x| built out of joins and
meets i the Cavley algebra of a cector space of diniension d equals a linear combina-
tion with mieger coetheients of double standard tableaux of content (2. ). whose
rows are of lenoth ar most d

We next estabhish the hnear independence of the double standard tableaux.
using a new kind of polarization. We begin with some definitions.

The set-polarization operator

DMBour = D},

4cts ona monamial in i, by replacing it by the sum ot the monomials obtained
by replacing in turn every subset of k entries cqual to a by a subset of k entries equal
to b, I the given monomial has p occurrences of the symbol a. then the result of

applying the operator D, is the sum of(z ’terms. if the monomial has fewer than k

occurrences of the symbol «. the result is 0. For k = 1 the operator D!(h. a) is the
classical polarization operator.
The <ubstirution operator

Sthoa) = §,,

acts on monomials iV, by replacing each occurrence of the svmbol a by an
occurrence of the symbol h.

Now extend set-polarization and substitution to all of ¥, , by linearity.

The following combinatorial lemma is easily proven by the pigeonhole principie :

LEMMA 1 Let S and T be single tableaux of the same content with A[S} < +[T1.
{1 in euch tableau the entries in each row are strictly increasing. then one of twa
alternatives oceurs:

i1y Sand Tare of the sume shape. and the entries in each column of T are obtained
b permuting the entries in the corvesponding colums of S, or

23 Some cow aof T eonialins o least o entries which appear 1 the same column

ot S.
W are ow ready o prove the dinear indepeadence of the aouble standard
tableauxin &,
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THEOREM 3. The double standard tableaux of content (x. B) form a basis Jor V,,.

Proof: It suffices to produce for any double standard tableau {T\|T;} a linear

transformation P(T,|T,) from V.5 10 some vector space satisfying
P(T1§Tz}{T1|7}}‘ =W
PTIT){DyD,}! =0

for w ## 0 and where {D\|D,} is any other double standard tableau {D,|D,} of
shape > 4. where /i = shape of {T\IT;}. For then, if the double standard tableaux
were not independent. there would be a non trivial linear combination .% of
double standard tableaux equalling zero, and if we were to take a tableau {T Ty}
of least shape with non zero coefficient in &’ (say the coefficient of (T Ty} is d),
then applying P(T,|T,) to & would vieldd - w = 0 which is impossible since d 5 0
and w # 0. Hence the double standard tableaux would have to be independent.

Let My be the polynomial ring over K obtained by adjoining transcendentals
(8ijiti) and (b,/y,) where indices range over finite sets of sufficient size to perform
the following constructions. Let W denote the vector space with the {s;;lt,,) and
(b,,]yq) as a basis. .

In the double 1ableau { T}|Ty) let x
column jof T, and let B,

*)

;j be the number of entries equal to g, in

be the number of entries equal to x; in column j of T,. Set

DETTy) = [] D sy a) [T DPte,. x
ij

L

i)

t

Now let
SITITy) = [TShys) [T Sty
i i
By the above definitions. the operator

PITIT,) = S(TTL)D(T1 Ty)
1s a linear operator which maps ¥, , into W.

To see that P(TiT,) satisties (%), we begin by computing D(T\iT,){T,|T,}. This
is & sum of the form

DITITYTITy) = [ TYTh) + Y (V¥

where | T11T% ) is obtained by replacing the ¥;, entries m the /-th column of T,
which are equal to g, DY &, and simultancously replacing the §;; entries in the j-th
column of T, which are cqual to x; by ¢,,. Each term Vi Vst has the property that

it may not be obtained from 1 4T by permuting the clements within a column.
We claim that

P T = [ THT # 0.
where all entries in the jth coiumn of TV or T cquais b;ory,. respectivery. Clearly
JTUTS) is one term in PUTT,} | T, T,) since it is the image of [ i I%! under
S(T,iT;). But by the above property of the other terms {}] Voioand since D(T!T,)
preserves the shape of a double tableau. we have by the preceding lemma that
S(TTy (V1) = 0

Now consider any other double standard tableau (GG, of shape >,
DITT) GG, 1s 2 sum of terms (1Y D of shape >/ which are not equal to
T T4 or obtained from it by rearranging elements within 4 ~viumn. Hence by
the Lemma PITT)G,G,! = 0. This completes the proof,
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The Straightening Formuia for Ry states that V', has two bases. the monomials
of content (x. ff} and the double standard tableaux of content (x. /). This result can
be related to an identity in the theory of the symmetric group.

et M(x. f) be the dimension of V, ;. and note that this number equals the
number of matrices with non-negative integer entries and with row sums (%, %5, ...}
and column sums (f,,f8,....). Let K{x. 4) be the number of single standard
tableaux of content x and shape /. Then the above yields the identity

Mz p) = 3 Kl HKI(B. 2,

as ». ranges over all partitions of the integer n.

We now extend the linear independence of the standard tableaux to a more
general ring. We begin by motivating our construction with imprecise but. we
hope, suggestive language. In a vector space of dimension d, monomials in the
inner products {a,x;> are not always linearly independent. This leads to con-
structing a homomorphic image of R which is isomorphic with the ring of inner
products of vectors and covectors in dimension d.

Consider the ideal J, in Ry generated by the elements

det{aix,j

iel

heK
as I and K range over all subsets of d -+ 1 clements of i1..... m! and {1.....n}.
where d is a given integer.

The ideal J, is invariant under permutation of the variables a; and x;. Further-
more, every double tableau having one row longer than d belongs to J,. By
Theorem 3. these double standard tableaux are independent. and by the Corollary
to Theorem 2 avery slement of J, equals a linear combiration of double standard

LA e e ay A tma
w3 n2ve orovaC N

tahieauy each of which Rasa row Longesrtnan o Cencndin

LEMMa. The ideal J, has a basis consisting of ali doubie standard iableaux in the
entries a; and x; having at least one row of length greater than d.

We can now state the main result of this Section:

THEOREM 4. In the quotient ring GAK) the double standard tableaux whose rows
are of length at most d form an integral basis.

Proof: By the preceding lemma. taking the quotient by the 1deal J, amounts to
setting to zero all double standard tableaux having one row longer than d. and
only these. Hence. the conclusion follows from Theorem 3.

Finally we note the remarkable fact that by Theorem 4. even though monomials
in the (a;x;) are not independent. nevertheless the double standard tableaux are.

9. The First Fundamental Theorem

We now apply the Straightening Formula to derive the main results on vector
invariants over arbitrary fields. The technique is simpler than the ones classically
used, which apply only to fields of characteristic zero.

Let V be an n-dimersional vector space over @ field K. and ler

Fix,.. ..xy) = Flx, ... .xxi20... 0. e,

be a polynomial funcuon of the coordinates of the vectors x;.....xy relative to
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: . 4 : times, s
the basis of covectors ¢1---..¢p. Since the jth coordinate of the vector x; may be ation’
written as
TN, = A= (xle) = (x|,
the funcuon F(x, ... . Xy} €quals a linear combination of double 1ableaux in the
vectors x, and the covectors ¢;.
A polynomial is incariant when for every non-singular linear transformation T
on |,
we con
( ,F(T.\',.....T.\'\-;c,.....e,,)=).(T)FI.Y!,.. SXneo e Let -
. . more ;
i where (T} is some scalar function. .
4 : A C " : . 4 immed
Since T induces through its adjoint T*. 4 non-singular linear transformation assume
' ctors satisfying L .
on covector sfying jiis not
(Txje;> = x| T*e)>, and be
Qentri
and since F depends only on the <xje;>. we may alternately define an invariant as R,.,.
a polynomial which satisfies must
. equal t
Fix ... .. wiT*e, .. T*e) = (T)Fx, 0 xyie, . e .
(x v ! n = HEET) (g Na€ n) right ¢
for ail non-singular linear transformations T+ acting on covectors, pondiz
We also define a formal incariant as a polynomial Fx,.. . xy) which is an the mn:
invariant when considered over the extension field Kix, ;. .. xy,n where K i Her
the ground field of I and the coordinates X;; are transcendentals. each ¢
. We shall prove the following result over an arbitrary field. Thu
THEOREM 1. [, eryinvariant (or formal incarian when the freld K is Jfute) in the
LeCLors Xy oo X s expressible as ua linear combination of products of brackers in
the x, where euch summand has the same numper of bracket fuctors. In other words.
every invariant is a word in the Cuyley algebra. built our of joins und meers of Xy x
( alone with no explicit reference ro Creeceu inwhich every summand is of the same
total d(’grem
Proofs As noted F may be written as a linear combination of double tableaux.
and thus. by the Straightening Formula, as a linear combination ¥ = y 200D,
of double standard tableaux. We must therefore show that the right tableay of
cach summand in ¥ i given by - writing ; in place of ¢,
/ 12 ... H
D =|
12 n'
where D has (5dy) g rows,
We begin by showing that cach nght tableau in & contains each variable
€1-¢3... . ¢, the same number of times From the definition of an invariant. by
considering the linear transformation .
T* - ce wherc
. t .
. Sin
{ *t"' S f,‘/ /' # i Q =«
. _ _ , i’s nc
for some scalar ¢. we may conclude that each nieger i oceurs the same numbper of J

SR ML GO e et H e o sl AP e o
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times. say g;. in each right tableau in ¥” Now by considering the linear transform-
ation
T*e,

T*e;, = ¢

T*e, = ¢, ko#d.].

€;

we conclude that g; = g; for all i and j. and call the common value g.

Let us now analyze the possible order of the entries in a right tableaux D,.
more particularly in the rows. If in each row of every D,. every integer j is
immediately followed by j + 1, then the proof is concluded. We may therefore
assume that there is a smallest integer j and a first row, say the (& + 1)th. such that
j1s not followed by j + | in this row. The rows with this property will be adjacent
and below the kth. Say there are Q such rows, R, ..... Ry .o Then there are
Q entries equal toj + 1 out of position. They cannot be in any of the rows preceding
R, ... because these rows already contain an entry equal to j + 1. Hence they
must lie in the rows following R, ;. Let R be one such row containing an entry
equal to j + 1. Then j + 1 must be at the left of this row. For it cannot be to the
right of the jth placc. otherwise the tableau would not be standard in the corres-
ponding column. and it cannot be between the first and the jth place, otherwise
the minimality of j would fail.

Hence. following row KR, ., there are Q further rows Ry g y..... Ry for
each of which the left entry isj + 1.

Thus, the tableau must be of the following form:

I 2 . o j+1,
K rows Jl 2 .0 oj+1
I
[i 2. g jHty
1 2 . .
Qrowsjﬁ
g 2 ... j *
(i+1
Q rows
i+t
x
%

where the stars stand for entries greater than j + 1.

Since this analysis accounts for all {j + 1)'s cut of position. we must have
Q = g — k. Thus. since k was chosen to be minimal Q is the maximal number of
J's not followed by j + t in any D,;. Say this occurs in the tableaux {C,iD !, .. .
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{C.ID,} of #, so that

F =Y i{C{D;} + other terms.
i=1
Consider the linear transformation

»,
Tej--ej+ejH
T*e, = ¢, i

Under T*, each tableaux {C iID;} is sent into the sum of the tableaux obtained
by replacing in turn every subset of Q or fewer entries equal to jbyj+1 Of
course the resulting tableaux may not be standard or may even equal zero.

Let us see what happens to the first « tableaux by this substitution. Replacing
the Q entries equal to j in rows RHI,....RHQ by j + i we obtain standard
tableaux with Q fewer entries equal to j. These standard tableaux have fewer J's
than necessary. and must be cancelled out by tableaux obtained from other
substitutions. By the maximality of Q and the linear independence of the standard
tableaux this is impossible. We have thus reached a contradiction which concludes
the proof.

We now give an alternative version of the First Fundamental Theorem valid
for ail fields.

The following lemma is a simple consequence of the multinomial expansion :

LEMMA 1. Let F(x,....z)bea homogeneous polynomial function, of degree g, of the
coordinates of the vectors x...., z. Then Jor any scalars ;... .. u; and vectors
Xi....,z; we have

FIY 2xi .. Y] = DY ARk
i

i1, ki,ka..
Fiiy o oaig Xy x5, 2y, Iy
where the sum ranges over all | PO ky,...such that

sz+---+kj=g

and the F,;, ., are homogeneous of degree g.
The proof is omitted, as the result is well-known.
LEMMA 2. In a Cayley space of dimension n, let F(xy,x3,....x,) be a scalar valued

function of vectors Xy..o.. X, which is invariant under all non-singular linear
transformations T. that 1s. such that for some scalar function i(T).

HTx . Tx,. ., Tx,y = AT (x ... . X,)
Then

F(xl*'{Z **** xn) = C[xl~x2 ~~~~ xnjg
fOr some constant ¢ und ime‘ger £

The proof is omitted, as the result is weil known to hold over an arbitrary iieid,

2nd an easy consequence of the fact that the determinant is an irreducible poly-
nomial.
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LemMa 3. Let F(x,....,xy) be a homogeneous invariant of degree g. Then the
polynomial

[xp. o0 X, BF(x .. xy)

t

Proof: Since the function F is homogeneous of degree g.

equals a polynomial in the brackets (xiy Xigoe oo ]

[Xro xR x)
= F({xy..ooox,x, .. [xy.000 x,,]x,,,[xx,‘...x,,]x,,ﬂ,...,[xx,...,x,,]xN).
Using the identity

n
Dereoxdxy = 3 D X 1 X Xy v X JX
et

and expanding as in Lemma i. we find that

* S PRI LY 3 U v} = Y enFalxy x50 k)

where the subscript m ranges over a set of multi-indices. and the coefficients Cpm
are products of brackets of the form

b = R I I T R

Note that for j > n the b; are algebraically independent (in the case of finite
fields of p elements, after making the reduction x? = x). This follows from the
algebraic independence of the (xle;.

Because of Lemma 2, the proof will be concluded if we can show that each of
the F,(x,.....x,) is an invariant. Since multiplying an invariant by a product of
brackets preserves invariance. we may conclude that

(X o x, JfF(x, ... xa)
is an invariant. Thus
[Txy .. TXPF(Tx,... Txy) = ATYxy ... x,J*F(x, ... xy)
Substituting in (*) we get. since the ¢, are also invariants,

Y cmlTx; ... Txu)F(Tx; ... Tx,) = T Y cplxy, ... xy)Fo(x, e X,

m

Since both sides are polynomials in the b,. and since the b; are algebraically
independent. their coefficients must coincide. This gives

FuTxy ... Tx,) = (T)En(x, ... x,) '

which concludes the proof.

THEOREM 2. (First Fundamental Theorem of Invarian: Theory). Every nomogeneous
invariant in the vectors x,.....xy is expressible as a word in the Cayley algebra,
built out of joins and meets alone.

Proof: By Lemma 3, there is an integer g such that

D X JBF(x L xa)

i$ a polynomial in the brackets, that 1S, a linear combination of double tabieaux
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of the form
Y iTID!
i
where
12 n
D =
12 ... nl.

We wish to show that it is possible to cancel [x;.....x,]* while retaining the

rectangular form of the right tableaux. By the Straightening Formula, F may be
written as

= Z {UiVi.

a linear combination of double standard tableaux. Let

Xy X, jbooo o om

where vertical dots indicate that a total of g rows have been placed above each of
U,and ¥, as shown. U] and ¥/ are clearly standard. Now note that

xR X = Y v

We have thus written [x, ... . (VAT PR X,) as 4 linear combination of doubic
standard tableaux in two different ways. By the linear independence of the double
standard tableaux these must agree. giving

Vi = D.

ft follows from this that }; is also rectangular with rows cqual to .. n. which
concludes the proof.

i0. Time-ordering (skerch)

We consider here the space V.p introduced in the statement of the Straightening
Formula. and now assume that the entries of the vector f are ail equal to zero or
one that is. that there are no repeated covectors in any monomialin V, ,. We now
treat V, , as a medule over the group-ring of the symmetric group acting on the
set of covectors. The proef of the Straightening Formula. considered in this
context. says that every submodule of Vou Which is invariant under permutations
of vectors is spanned by linear combimations of double standard tableaux

We shail begin by determining the structure of mimimal submedules. In charac-
teristic zero, these give anrreducible representation of the symmetric group: but
these representations make sense over any field. although they mav not be irreduc-
1ble.
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A submodule M of 'V, which is spanned by inner products of the form {x;{X > is
minimal if and only if the set of double standard tableaux in M is the set of all possible
right tableaux of some fixed shape ;. adjoined to one left tableau L of shape 7. with
the property that the vectors in row i + 1 of L are a subset of the rectors in row |
for all i.

Proot: We riced to show (a) that a submodule of I, 4 which has as a basis any
proper subset of S 15 no longer invariant under the given permutation group,
and (b) that if the covectors in the right tableau of any double standard tableau
in § are permuted. then the resulting double tableau may be written as a lincar
combination of tableaux in S.

Part {a) is true since the set M is transitive under the given permutation group.
Part (b} is a consequence of the straightening algorithm. since upon straightening,
any tableaux of higher shape which occur will have repeated elements in some
row of the left tableau.

An example of minimal invariant module is associated with shape / as follows,
One takes the set S to be the set of all tableaux whose first column on the left
side has all entries equal to v,. whose second column has all entries equal to x,.
cte. These tableaux give explicitly the matrix units of a representation of the
symmetric group which in characteristic zero is always irreducible: it can be
shown that one obtains i this wayv all the irreducible representations of the
symmetric group.

By extending the above reasoning one can classify all submodules of V. which
are spanned by double standard tableaux. A submoduie 4 of b4 spanned by
double standard tableaux is spanned by the set of all standard tableaux obtained
rom a given set S of standard tableaux by iterating the strarghtening algorithm
until no further standard tableaux may be obtained.

In characteristic zero. one obtains in this way the complete reducibility of
invariant submodules. However, the algorithm gives an analog of complete
reducibility for arbitrary fields.

The preceding idea can be applied to the study of submodules of free associative
algebras which are mvariant under arbitrary permutations of the variables. by
the device of entangling and disentangling. which we now describe.

Let n be a partition of the integer n which we writeas n = 7, + - + m, where
7y < - < m.and et W, be the submodule of the free associative algebra in the
variables v,.. ... v, spanned by all monomials whose content is the vector
&, = AT, n,) for some permutation ¢ of {1.2,.. . kj.

Such a monomial is of the form

XXy,
where the multiplicities of the x, are the integers 7,... .. 7, In some order.
Associate with this monomial the product
Gy e
in the commutarive variables Cxp i {x;|ny. This association extends (o a

iinear operator F. the entangling operator. irom W_ 10 the vector space

V=YYV,

Xg B

where we sum over all # such that 8 has n ones and all other entries zero.
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Conversely, given an element of V., we can recover an element of W, by applying
the disentangling operator F 1. For example, from

CxIDxa]2) = 12,1
we obtain, by disentangiing, the element

xle - xle

of W,. In other words, the Roman numerals in the brackets of ¥, indicate the
positions of the variables x; in W,.

Now, any set of commutative symbols (x,| j> can be interpreted as inner products
of vectors x; and covectors j. We can therefore apply the Straightening Formula,
and by the entangling and disentangling operators express every element of W,
in a canonical way as a linear combination of the polynomials obtained in this
way from the double standard tableaux.

In this way, the classification of identities in associative algebras is reduced
under suitable homogeneity assumptions to the classification of the identities
defined by double standard tableaux. Consider an associative algebra 4 in the
variables x, ... . ¥ An identity holding in A is an expression of the form

i X x;, =0,

where the a, ., are elements of the field F which are invariant under any permuta-

tion of the variables x,... .. vy. This identity is associated with the submodule
generated by the monomials

¥y a

L iinXatiy) e Xagiy)
..., in€{l . N}

as o ranges over all permutations. Upon applying the entangling operator. this
submodule is mapped into a subspace V.. The Straightening Formula now vields
a basis of double standard tableaux. The image of this basis under the disentangling
operator F ™' yields a canonical set of monomials in A which generate the sub-
module. For example. the tableau

Xy x 1200 0
gives after disentangling the standard identity

Y (signo)x, x,;. .. x,,.

a

An interpretation of the First Fundamental Theorem in this context gives some
pertinent information.

i1. Symmetric functions (skerch)
The classical identities between symmetric functions can bé obtained from identities
in a Cayley algebra.
Let the field F be obtained from a base field K by adjoining as many trans-
cendentals (variables) as will be needed in the sequel. Choose a doubly infinite
sequence of vectors

YU (D) xm .
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and covectors
U(lb U(Z) U(J»

in an n-dimensional vector space V over F. and assume that all coordinates,
relative to a coordinate system which will remain fixed from now on, are indepen-
dent transcendentals x{" and U'".

Let K; be the field obtained from K by adjoining n transcendentals 4; and let L
be the linear map of the field F into K; defined as follows

L(Xsk)U(ik)) = 51.1';']"
Lx{PUDXPUD L xPUP) = LxPUDILXPUR). .. LxPUR)

and so forth, where the indices are not necessarily distinct. Other values of L on
monomials are set equal to zero. Note that

Lix" A UY) = ¥ 4,8,

The polynomial
LY xRy

equals k!a,, the kth elementary symmetric function in the variables Aj.
We shall carry out the proof only for the case k = 2. the general case being
similar. Thus. in terms of the given basis e, ... e,, and dual basis E, ... E,,
XUV @ = T D) — x@xll)e, v e;
1<j
Ut AU = Y (UNUR - UPUME, A E,

i<j

so that the induced inner product becomes
<x(1)x(2)| U(l)bv(2)> — Z (xgl)xfiZ) _ X%Z)x}l))(ugl)UgZ) __ UEZ)U(]‘I))~

1<

Applying the liniear functional L. this becomes
Z L(Xf»“x(jz’UP)U;Z) + X§2)X§1)U$2)U(j“).
i<j
as the other two terms vanish when L is applied. But it is seen from the definition
of L that the above equal 2!a,. as desired.
The polynomial
L(x" AUV (xD AUV - v (x™ A Uy
equal s,, the power-sum symmetric function in the 4;.
Again we carry out the proof for k = 2, where we find. upon expanding,

L((x‘” A U(z)) Vo (x*2 A U(l))\, = L(Z X?“Ui-Z)X;Z)U(j”

ij

all terms with i 5 j vanish. by the definition of L, and this reduces ic

(D22 | 22
la Z X,v L’i x,' U,' ) = Z A’i N
i i

as desireq.
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Every poiynomial in the inner products {x'|U'"Y which contains as many
occurrences of the vector variables x as of the covector variable U for each i,
equais a symmetric function of the Ay

Indeed. every such polynomial can be written as a sum of products of disjoint
cyeles as in (*), and each such cycle equals a symmetric function Sy

Identivies for symmetric functions may have analogs in the Cayley algebra,
The anaiog of Newton's formula, expressing the a, in terms of the S 15 obtained
as follows. Expanding the inner product defining «,. we find

NpxUy Uy, = Cally) (x, . iUy U
N RGO Uy U

>
The second term on the right is further expanded. gving k& — i summands of the
form
(*) X AUV, AUY V Gxp %O U,. . 0, U

as well as other terms. The remaining terms are further expanded. giving terms of
the form

(**) (x; AUV (x, A UJ.-) Vilx, ALy V (Inner Product)

as well as other terms. Clearly terms of the form (*) correspond to Sydx-5. and
terms of the form (**) 1o products s;a, _,. etc.

Waring’s formula. expressing the a, in terms of the S¢. Is even easier. It reduces
to the remark that the determinant

SN

U,... 0, = det(y U,
18 a sum of terms. each of which splits into disjoint cycles of a permutation of the
indices,

We cun define the Schur functions e, corresponding to a tableau of shape u to
be L applied 10 the symmetrized tableau (v. below) of shape ;o in the variables A,
and U ft s then not difficult to derive the determinant expression for the Schur
functions in terms of the clementary symmetric functions a,. Various results on
characters of the symmetric group can be derived and extended by the present
approach.

12. Further work
We sketch some lines of work indicated by the present investigations. Some are
intended to display applications of the present technigue: others are topics which
might be further pursued

(1) The Gordan—Capelli formuiy
The Gordan-Capelli formula is & vonsequence of the Straighiening Formula:
we state 1t without prooi-- and in greater generality than is found in previous
work—-avoiding the use of polarization operators which distract from the
combinatorial simplicity of the result.
By changing the lincar ordering of tf
adding the corresponding expressions,
pendent of the choice of a linear order

1€ variable vectors in all possible ways. and
one obtains an expansion which is inde-
and in some ways simpler. The drawback
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of such an expansion is that it holds in general oniy in characteristic zero. unlike
the Straightening Formula.

Define a symmetrized tableau o(7,|T;) as the sum of all the double tableaux
obtained by permuting all the elements of each row of T, inturn and independently,
repetitions allowed. Thus if a row has k entries. these will be k' terms. even if the
row contains repeated entries.

One can show that in characteristic zero the symmetrized tableaux form a basis
for V, ;< this is. in the case of distinct variables. the Gordan-~Capelli expansion.

{(2) Strength of identities

The Birkhoff- Witt theorem can be read as stating that. in an associative algebra,
the product x) can be recorered from the bracket xi — yx: in other words. the
bracket is sufficiently strong to give back the product. On the other hand. it is
known that the Jordan product xy + yx is in general not strong enough to give
back the product. The question can be posed more generally when a given non-
commutative polynomial is strong enough to vield another. We hazard the
conjecture that these questions can be attacked by the time-ordering device, where
vy - vx becomes (x)3{12). together with the Straightening Formula.

(3} Syzvgies
The Cayleyv algebra analog of the Second Fundamental Theorem of invariant
theory is the problem of finding a set of identities on joins and meets which. in a
suitable sense, form a basis for the set of all identities.
More important is the problem of the identities between 1aentities. or syzygies
of the second order. Little work has been done on this difficult subject.

{4} Other groups

There are analogs of the Straightening Formula for the orthogonal and the sym-
plectic groups. which could not be included here. For the orthogonal group it is
closely related to identities for spherical harmonics and Hermite polynomuals.
For the symplectic group. the result is similar to the Straightening Formula,
except that determinants are replaced by Pfaffians. One obtains a systematic
way of deriving and proving identities for Pfaffians, as well as an explanation
of the oft-noted analogy between the two.

(5) Invariants

The age-old problem of the computation of projective invariants for sets of linear
varieties can be attacked by the present techniques. and we shall limit ourselves
to a remark here. Plethysm can be reinterpreted in the Cayley algebra as the
relationship between the induced Caylev aigebra built on extensors of step K
endowed with the bracket obtained from Sylvester's identity. and the given
Cayley algebra.

(6) Word problems and invariant theory

The version of the Straightening Formula given above is not the most general
we have chosen it because the proof requires fewer notational artifices. A more
general version is concerned with words in the Caylev algebra built out of vectors

e e e
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and covectors. and not necessarily of step zero. The result is similar. except that that
one requires double standard tableaux where the left and right side are not neces- follow
sarily of the same shape. In this more general version. the Straightening Formula we fin
can be viewed as the solution of the word problem in the Cayley algebra for words
containing uat most vectors and covectors. Several generalizations are suggested by
this viewpoint. One may ask in which cases other word problems in the Cayley where
algebra are solvable. for words containing syimbols for extensors of all steps in
prescribed numbers. This problem seems not to hasve ever been previously treated.
( While 1t 1s possible that all such word problems may be solvable. there is one
subclass which lends itself 10 a more straight-forward treatment. This is the word where
\ problem for sets of extensors whose supports generate a semumodular lattice of Ifq
flats in projective space.

adjoin
1<
{7} Hopf algebras the set
We have neglected the coalgebra structure of the exterior algebra. However, the of B. ¢
Hopf algebra structure is indispensable for a better understanding of some of the
problems mentioned here especially for syzygies of higher order. The symbolic
method of invaniant theory 1s a Hopf algebra technique in disguise.
18) Mutching Theory The i
We have stated elsewhere that matching theory can be systematized by the -~ algebr
methods of lincar algebra. In support of this contention we sketch a proof of me?hc
Philip Hall's Marriage Theorem. Thus. given a bipartite graph G on 4 - B with on i
the property that every subset of k vertices in 4 connected to at least & vertices in tbls h
B. we must show that there exists an injective function /.- - B such that for . time !
every @ € 4. {a.7ia) 1> an edge of the graph. The function f is called a matching fio'“‘:_(
of 110 R Invar
( We detine a ring F(G). called the free ring of the graph G. following an idea that order
goes buck to Frobenius. Let K be the free extension of the rational ficld K ob- We
tained by adjoining independent transcendentals fa, i as a4 TANESs OVer e »et space:
and v over the set B and et £1G) be the homomorphic image of A obtained by A\’ B
seting {ax ) = U whenever the pair (¢,. v ) Is not an edge of the bipartite graph G times
We can find a vector space . and in it vectors o, and covectors v..osuch tha The
ARV N 2 iAW assert
The Marnage Theorem states (assumg for simphaity that there are ds mary (1_’
vectors as there are covectors) that the matrix of the (e,ix,) 1s non-singular under sectio:
the stated hypotheses, or equivalently. that the vectors u, as well as the covectors iy (2)
form a basis under the stated hypothesis. geom.
Proof: Suppose the conclusion fails Then we can find 2 minimal dependent set L?:
SLVCCIONS @y L Ly osdh. such that aydy - u, = 00 Let X be an extensor of step !attlczi
J - 1. Expanding 1.n§oia
N Aduds o oay =0 Jjons
' sente:
by the alternative faw. we find that ) space
call r
Z oy d, ule/u, = {) () {aj
e ' word:
Since u;. .. u,_, are independent. we can find covectors Xyvoo 0N, _y. say, such ; value:

o A S e v “ FhorS: AT W BRI Srcannr s b
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that {a;...a;_ix;...x;=1) # 0. Since a;.....a; is a minimal dependent set, it
follows that {a, ... 4;...ajx,...x;_y) # O for all i. Expanding in the field F(G).
we find

ay... ... ajx;...x;_; = det{ayx,) = ¢;
where ! <k <jwithks#iandl <p <j— 1 Thus

J

Y cdadxy)) = 0.
1

where ¢, # O for all i.

If g > j and (a;lx,) # 0 then (a)x,) is transcendental over the field obtained by
agjoining the ¢, to X. Hence the above equation can hold only if (a]x;) = 0 for
i <i<jandj < ¢ < n, where nis the dimension of the space. We conclude that
the set a, ... a; of vertices of A is related at most to the j — 1 vertices x,.....x;_,
of B. contradicting the hvpothesis and ending the proof.

{9Y Translating Geomeiry into lgebra

The identities developed in Section 6 indicate that the formalism of Cayley
algebra should yield a technique for verifying geometric statcments by algebraic
methods. Such a hope was indeed the moving force behind much of the work
oninvariant theory carried out during the Nineteenth Century. Strangely. however.
this hope remained unfulfilled. and treatises on invariant theory written at the
time limit themselves to a few generalities. such as Gram's theorem. This para-
doxical situation, which contributed in some measure to the downfall of classical
invariant theory. 1s partly due to the lack of a ciearly developed system of first-
order logic in which to express geometric statements.

We confine the discussion to joins and meets of subspaces. If 4 and B are sub-
spaces of a projective space S then we write A n B for their intersection, and
A U B for their sum. that is. for the smallest subspace spanned by A and B, at
times aiso called the join.

The problem of translating an assertion of projective geometry into an equivalent
assertion in the Cayley algebra can be subdivided into two headings:

{1) Develop an algorithm for verifying whether an identity involving inter-
sections and sums (that1s,a word in w and n) of subspaces of projective space holds.

2y Develop a decision procedure for the first-order theory of projective
geometry.

Let L{V) be the iattice of subspaces of the vector space V, where lattice-joins and
lattice-meets are written U and n. We shall be concerned with translating, and.
insofar as possible, verifving a first-order logic statement in the algebra of lattice-
joins and meets, into the language of Cayley algebras. We only consider universal
sentences. These are sentences constructed from identities in the lattice of sub-
spaces using the logical connectives "and™. “not™ and “implies”. which we shali
call propaositions.

(a) Let the variables a.b,.... ¢.X,y,....z denote generic vectors; in other
words, any identity in these variables states tnat the identity hoids no matter what
values are given to the variables. it follows from the Straightening Formula that
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the ring of brackets whose entries are generic vectors is an integral domain: it
follows further that the word problem for any conjunction of identities in the
algebra of brackets is solrable. Indeed. the proof of the Straightening Formula
gives an explicit algorithm for the solution of the word problem (see remarks
under Word Problems). Thus. if a given proposition can be shown to be equivalent
o an identity in the algebra of brackets. then the truth of the proposition can be
decided.

(b) It has been shown by Scarpellini and Whiteley that every true proposition
nan integral domain is equivalent to the conjunction of equalities and inequaiities.

This result is a logical equivalent of Hilbert's Nullstellensatz. It is not known
whether. in the speciai case of the algebra of brackets. the equivalence can be
obtained from an explicit algorithm.

An identity involving sums and intersections can be shown 1o be equivalent to
a4 conjunction of identities and inequalities in the algebra of brackets by the
following steps.

(€) An identity of the form

4> 8
in the lattice L(V) can be “translated into an identity in brackets as follows. Let
A4 and B = bbh, ... b, be extensors supporting 4 and B. The above identity is
equivalent to the conjunction of the k identities

hVA=0 i i<k
Completing to brackets if necessary, we see that this is equivalent to a conjunction
of bracket identities.
(d) An identity of the form
1=BuC: 4. B.Ce LV,
cun be transiated into an identity in brackets as follows. The above is equivalent
to the proposition:
or every ¥,
*) X2B und ¥2C ifand onlvif X > A4,

Each of the conwinment relations is constructively cquivalent to a conjunction
of bracket identities by (c}:further, by (b) the implication is equivalent to a bracket
identity,

(¢} An identity of the form
**)

ts translated similarly.

) A lattice-1dentity (or meauality) is decomposed in1o 2 succession ef identities
of the form (¢). (d}. and (¢). by introducing exira variables if necessary.

(&) An alternative approach to steps {d) and (e) 1s the following. In the special
case when B ¢ - Uthen the verification of (**) becomes trivial. as it reduces to
checking that 4 = B * . This can be done con.xtrubtivcly. by (¢l verifving
42B-Cund 4 =BC ¢ in turn. If B C = 17 then we can use the reduced
bracket module a generic extensor X Then 4 - B~ Cifand only if 4 s equivalent
10 B A C modulo every extensor Y. The definition of B A ¢ depends on the
choice of X
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The verification can be cut down to a finite number of extensors X by a process
that can be considered as the Cayley algebra analog of Herbrand's theorem. In
fact.areduced bracket can be considered as the Caviey algebra analogofaquantifier.
Just as in Herbrand’s theorem. the reduction to a finite number of X does not
vield a decision algorithm.

(n) ifa proof of a lattice proposition is available which uses ordinary projective
coordinates. then this proof can be translated step by step into the algebra of
brackets. and be made to yield constructively a conjunction of identities and
inequalities which is equivalent to the lattice proposition. This idea was partially
exploited by Whiteley. but can be made very simple in the language of Cayley
algebras.

13. Acknowledgments

The idea of a standard tableau made its first appearance with Clebsch. who gave
ingenious applications to geometry. With him appeared also the device of polariza-
tion. further developed and sharpened by Capelli in the celebrated expansion
bearing his name. However. Capelli did not recognize the importance of Clebsch's
basic idea. Alfred Young. after careful study of the ideas of Clebsch and Capelli,
introduced in 1901 the tableau expansion that bears his name. However. it was
not until Young's third paper. published in 1927, that standard tableaux made
therr reappearance. In this paper one finds the first version of what---suitably
generalized -we have called the straightening algorithm. which has been used
since in several circumstances.

It seems that Young may have had an inkling of the Straightening Formula.
To be sure. double tableaux were used by him for the representations of the
octohedral groups. but are nowhere else mentioned in his work. Turnbull, in the
siort appendix added to his book for the second edition. sketches Young's ideas.
Our work grew largely out of trying to understand some of Turnbull's ideas,
which are often purely heuristic. The machinery of Cayiey algebras was developed
under this stimulus. Our statement and proof of the Straightening Formula is.
to the best of our knowledge. the first correct and complete one.

The definition of Cayley algebra is new. as is. to the best of our knowledge, the
definition of meet. The Scottish convention is inspired by Turnbull, who used it
informally. Of the alternative laws. several special cases were known. but we have
not found the general case (Theorem 6.5) in the literature.

The brief treatment of symmetric functions was also inspired by some work of
Turnbull and Wallace. combined with a iinear functional device introduced by
Rota.

The time-ordering device was introduced by R. P. Feynman in another context :
the present treatment was motivated by the work of P. M. Cohn.

The proof of the Marriage Theorem was arrived at by anaiyzing some work of
Fdmonds.

The proofs of the First Fundamental Theorem and of independence of standard
tableaux are new.
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