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density r) that satisfies an advection equation of the form
We present a numerical method for computing solutions of the

incompressible Euler or Navier–Stokes equations when a principal rt 1 = ? (ru) 5 0, (1)
feature of the flow is the presence of an interface between two
fluids with different fluid properties. The method is based on a

where u denotes the fluid velocity. To obtain high-ordersecond-order projection method for variable density flows using an
accuracy one typically approximates solutions of (1) with‘‘approximate projection’’ formulation. The boundary between the

fluids is tracked with a second-order, volume-of-fluid interface an advection algorithm that is high-order in smooth regions
tracking algorithm. We present results for viscious Rayleigh–Taylor and subject to some sort of monotonicity constraint (e.g.,
problems at early time with equal and unequal viscosities to demon- see [6, 14, 30]). This approach has been successfully used
strate the convergence of the algorithm. We also present computa-

by Bell and Marcus to study a variety of problems [7, 32].tional results for the Rayleigh–Taylor instability in air-helium and for
The primary advantages of this approach are that it is easybubbles and drops in an air–water system without surface tension to

demonstrate the behavior of the algorithm on problems with large to implement and no additional algorithmic details are
density and viscosity contrasts. Q 1997 Academic Press required to model topological changes of the interface.

However, the front diffuses over several computational
zones, resulting in a corresponding loss of accuracy (see,

1. INTRODUCTION e.g., [19]).
In an interface tracking method the interface is treated

Fluid flows with free surfaces or material interfaces occur
explicitly as a sharp discontinuity moving through the grid.

in a large number of natural and technological processes.
Tracking can offer better accuracy than capturing, but at

Casting processes, mold filling, thin film processes, extru-
the cost of greater algorithmic complexity. There are basi-

sion, spray deposition, and fluid jetting devices are just a
cally three possible representations of an interface in an

few of the areas in which material interfaces occur in indus-
interface tracking method:

trial applications. Often properties that depend on the
shape of the interface itself (e.g., surface tension) play an • a piecewise polynomial function (‘‘front tracking’’
important role in the dynamics of the problem, and the and boundary integral methods)
physics (e.g., capillarity) can drive the flow making it essen- • the level set of some function (level set methods)
tial to accurately determine the position, curvature, and

• a collection of volume fractions (volume-of-fluidtopology of the interface. Numerical simulations are, in
methods).principle, ideally suited to study these flows; not only can

the data be much more easily gathered but various physical Each of these three approaches has its strengths and
processes can be turned on and off at will. In practice, weaknesses. For example, the advantage of using a
however, the numerical computation of flows with material piecewise polynomial method is that one can design arbi-
interfaces is difficult, especially if the interface separates trarily high-order accurate approximations to a smoothly
fluids of dramatically different densities such as air and varying front. This intrinsic accuracy can often allow one
water. to resolve fine scale features of the front on relatively

There are two basic approaches that one can use to coarse underlying grids. Examples of piecewise polynomial
approximate flows with a material interface: ‘‘capturing’’ methods include boundary integral methods (e.g., [3, 37,

50]), the front tracking methods of Glimm et al. [17, 18]and ‘‘tracking.’’ In interface capturing, the interface is
treated as a region of steep gradient in some quantity (e.g., and the algorithm developed by Tryggvason [61]. The
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piecewise polynomial approach has several weaknesses: occur as a result of numerical overshoot and undershoot,
the volume (mass) of each fluid in the computation is con-it is relatively difficult to extend a piecewise polynomial

method to three-dimensions (e.g., see [20]), one must de- served.
It is interesting to contrast this with the discretizationsign special procedures for handling the changes in the

front topology, and it is not intrinsically conservative. (We in a level set method. In a level set method the level set
function f, which is initially taken to be the (signed) dis-note that Tryggvason and his coworkers have developed

a three-dimensional piecewise polynomial method [61] and tance from the interface (e.g., see [54]), also satisfies a
conservative equation. However, conservation of f doesreport that the mass loss is negligible for the flows they

have studied [60].) not imply that the volume of each fluid is conserved. It
has been found that this can lead to loss of mass (cf. pageThe level set approach was originally introduced by

Osher and Sethian [38] and has since been applied to a 11 of Sussman, Smereka, and Osher [54]). Chang et al. [10]
and Sussman et al. [52, 53] have since developed variouswide variety of problems including bubbles and drops [54],

Rayleigh–Taylor instability [34], flow by mean curvature ‘‘reinitialization’’ techniques for maintaining f as a dis-
tance function that ameliorates this problem.[48], and dendritic growth and solidification [49]. In a level

set method the interface is represented as the level set of The algorithm we present here is based on a volume-
of-fluid formulation. Volume-of-fluid methods have beensome function f. This approach has two inherent strengths.

One very useful feature of level set methods is that the in use for several decades. One of the early algorithms of
this type was the SLIC algorithm of Noh and Woodwardrepresentation of the interface as the level set of some

function f leads to convenient formulas for the interface [36]. Chorin [12] developed an improved version of SLIC
in order to model flame propagation and combustion. Gho-normal and curvature. Another advantage of this approach

is that no special procedures are required in order to model niem, Chorin, and Oppenheim [16] and Sethian [47] have
used this idea to model turbulent combustion. Anothertopological changes of the front. One simply updates the

value of the level set function f at each time step, and the variation of the volume-of-fluid approach was the VOF
algorithm of Hirt and Nichols [25]. Several codes basedlocation of the front at the new time is simply the zero

contour of f. on the VOF idea, namely, SOLA-VOF [25, 35] and its
descendants NASA-VOF2D [57], NASA-VOF3D [58],In a volume-of-fluid method one tracks the volume of

each material in cells that contain a portion of the interface, RIPPLE [27, 28], and FLOW3D [24] are widely used for
modeling interfaces and free surfaces in industrial applica-rather than the interface itself. At each time these volumes

are used to reconstruct an approximation to the interface tions. For example, a modified version of SOLA-VOF has
been used by researchers at Xerox to model the flow inand this approximate interface is then used to update the

values of the fluid volumes in each cell at the next time. thermal ink jet devices [15, 56] and SOLA-VOF and
FLOW3D have been used extensively by material scientistsA volume-of-fluid interface tracking method consists of

two parts: an interface reconstruction algorithm for de- to model problems involving melting and solidification
(e.g., [9, 31, 59]).termining an approximation to the interface from a given

collection of volumes and a volume-of-fluid advection algo- However, all of these codes are built around a relatively
crude volume-of-fluid interface reconstruction algorithmrithm or transport algorithm for determining the values of

the fluid volumes at the new time from a given velocity field that relies on a piecewise-constant or ‘‘staircase’’ represen-
tation of the interface and advection algorithms that areand the reconstructed interface. Volume-of-fluid methods,

like level-set methods, do not require special procedures at best first-order accurate. More modern volume-of-fluid
interface reconstruction methods use a linear approxima-to model topological changes of the front. For this reason

level set methods and volume-of-fluid methods are some- tion to the interface in each multi-fluid cell (e.g., see [39,
45, 63]) that results in a piecewise-linear approximation towhat easier to implement in three dimensions than

piecewise polynomial methods, while retaining the im- the interface. For example, Youngs and his colleagues [63,
64] have used several first-order, piecewise-linear algo-proved accuracy obtained by explicitly modeling the inter-

face motion. rithms coupled with numerical integration schemes for gas
dynamics to model turbulent mixing and the Rayleigh–A fundamental property of all volume-of-fluid methods

is that they are based on discretizing the volume, or equiva- Taylor and Richtmyer–Meshkov instabilities in compress-
ible flows. Youngs [64] also applied a piecewise linearlently the volume fraction f, of one of the fluids. Therefore,

since in an incompressible flow conservation of mass is algorithm for compressible flow in three dimensions (also
see [26, 45]). However, all of the above-cited piecewiseequivalent to conservation of volume, the motion of the

interface in an incompressible flow is modeled by solving linear interface reconstruction algorithms still only pro-
duce a first-order accurate approximation to the front.a conservation law for the volume fraction. As a conse-

quence one can use a conservative finite difference method In recent work Puckett [42] and Pilliod and Puckett [41]
introduced two second-order volume-of-fluid interfaceto update the volume fractions and, except for errors that
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reconstruction algorithms. One of these algorithms, the cell we associate a number fi, j that represents the fraction
of the (i, j)th cell that is occupied by dark fluid; i.e.,least squares volume-of-fluid interface reconstruction algo-

rithm (LVIRA) [42]) has been coupled to a second-order
Godunov algorithm for gas dynamics for modeling com- (2)fi, jh2 5 volume of dark fluid in the (i, j)th cell.
pressible flows with two fluids having different equations of
state. This algorithm has been used extensively to compute The number fi, j is called the volume fraction (of dark fluid)
shock refraction [22, 23, 21, 44, 43] and Richtmyer– in the (i, j)th cell. It is apparent that
Meshkov instability [33].

The goal of this paper is to develop a second-order (3)0 # fi, j # 1,
algorithm for incompressible flows with two fluids of differ-
ent densities. The basis for the numerical algorithm is a that the volume fraction associated with the light fluid is
variable density version of the approximate projection (1 2 fi, j), and that a portion of the interface lies in the (i,
method developed by Almgren, Bell, and Szymczak [2] j)th cell if and only if 0 , fi, j , 1. The discrete variable fi, j
for the incompressible Navier–Stokes equations. This algo- is a discretization of the characteristic function associated
rithm is based on high-resolution upwind methods that with the dark fluid,
provide a robust discretization of the underlying flow equa-
tions, making it a suitable framework for modeling variable
density flows with a sharp interface. The density interface f (x, y) ;H1 if there is dark fluid at the point (x, y),

0 if there is light fluid at the point (x, y),
(4)

is constructed from volume fractions using the LVIRA
reconstruction algorithm. We present both an operator-
split advection algorithm and an unsplit advection algo- in the sense that
rithm due to Pilliod and Puckett [41] for advecting the
volume fractions to update the density field. Both of these fi, jh2 P E E

i, jth cell
f (x, y) dx dy. (5)

approaches use the geometric information from the recon-
structed interface to compute fluxes in the volume fraction

Since the fluid type does not change along particle pathsupdate, rather than a simple upwind discretization of it.
the characteristic function f is passively advected with theConsequently, the front does not diffuse as it would if
flow. Hence f satisfies the advection equation,one were to use a standard conservative finite difference

method to update the values of f. The resulting algorithm
ft 1 ufx 1 vfy 5 0. (6)is second-order accurate for smooth flows containing a

smooth interface while degrading to first-order accuracy
Since the flow is incompressible, u satisfieswhen the velocity field or interface is not smooth.

The remainder of this paper is organized as follows. In
the next two sections we give a detailed description of ux 1 vy 5 0. (7)
the interface tracking method, review the basic projection
algorithm, and discuss how the VOF interface tracking Multiplying (7) by f and adding it to (6) we obtain a conser-
algorithm is coupled to the basic flow algorithm. In Section vation law for the characteristic function f,
4 we present computational examples that demonstrate
the convergence properties of the algorithm and demon- ft 1 (uf )x 1 (vf )y 5 0. (8)
strate its performance on several realistic model problems.
In Section 5 we state our conclusions. Equation (8) reflects the fact that in an incompressible

flow conservation of mass is equivalent to conservation
of volume and, hence, conservation of f. If one uses a

2. THE INTERFACE TRACKING ALGORITHM conservative finite difference method to update fi, j then
the mass of dark fluid is conserved,

In this section we describe a method for tracking the
interface between two materials, say a dark fluid and a h2 O

i, j
f 0

i, j 5 ? ? ? 5 h2 O
i, j

f n
i, j ? ? ? h2 O

i, j
f n11

i, j . (9)
light fluid, in a two-dimensional, incompressible, nonre-
acting flow. We consider the problem of advancing a front
in a known divergence-free velocity field u 5 (u, v). In the Here f n

i, j denotes the volume fraction in the (i, j)th cell at
time tn 5 n Dt and we have assumed that no mass entersfollowing section we describe our method for obtaining

this velocity field as a solution of the Navier–Stokes equa- or leaves the problem domain during the computation.
During the numerical solution of (8) numerical over-tions. We begin by covering the problem domain with a

uniform grid with spacing h 5 Dx 5 Dy. With each grid shoot and undershoot may cause some volume fractions
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to violate (3). Although in the computations presented where fi1k, j11 are the given volume fractions in the 3 3 3
block centered on the (i, j)th cell and f̃i1k, j1l(n) are thehere we found that this effect was negligible, we satisfy

(3) explicitly by truncating the values of volume fractions volume fractions due to the line with unit normal n which
divides the (i, j)th cell into fractions fi, j and 1 2 fi, j . Ourwhich leave the interval [0, 1] during the advection step,
approximation to the interface is this line.

This algorithm has the property that if the original vol-f n11
i, j :5 min(1, max( f n11

i, j , 0)), (10)
ume fractions in the 3 3 3 block centered on the (i, j)th
cell are due to a linear interface, then it will reproducewhere :5 denotes assignment in place. In the computations
the interface exactly. We conjecture that the approximatepresented here we have found that the net change in total
interface will be a second-order approximation to the truemass over the entire length of the computation is at most
interface whenever the true interface is C2. Computationalone hundredth of one percent of the total mass of either
tests presented in [40, 41] support this conjecture and indi-fluid. We note that one can also remedy overshoot and
cate that the algorithm is first-order accurate whenever theundershoot with a technique similar to the flux redistribu-
interface fails to be this smooth.1tion ideas in [5, 11] (e.g., see [46]).

We note that the basic principles of LVIRA are applica-
2.1. The Interface Reconstruction Algorithm ble to both axisymmetric and three-dimensional interface

reconstruction. LVIRA will exactly reconstruct conical in-In order to advance the solution of (8) in time we first
terfaces in axisymmetric geometry and planes in three di-need to construct an approximation to the interface given
mensions.the values of the volume fractions f n

i, j at time t 5 n Dt. We
refer to an algorithm for doing this as a volume-of-fluid 2.2. The Volume-of-Fluid Advection Algorithm
interface reconstruction algorithm. In this work we use a

The second step in the solution of (8) is an algorithmvolume-of-fluid interface reconstruction algorithm known
for evolving the volume fractions in time. Suppose that atas the least squares volume-of-fluid interface reconstruc-
time tn 5 n Dt we have values of the velocity field (ui61/2 ,tion algorithm (LVIRA) due to Puckett [41, 42]. This algo-
vi, j61/2) defined at the centers of the cell edges and thatrithm produces a linear approximation to the interface in
these velocities satisfy a discrete form of (7),each multifluid cell, i.e., each cell for which 0 , fi, j ,

1. In general, this piecewise linear approximation is not
continuous. The LVIRA algorithm uses the volume frac- (ui11/2, j 2 ui21/2, j)

Dx
1

(vi, j11/2 2 vi, j21/2)
Dy

5 0. (13)
tions fi, j in a 3 3 3 block of cells to determine the approxi-
mate interface in the center cell of the block. An important
property of this algorithm, common to all volume-of-fluid Given an approximation to the interface in each cell for
algorithms, is that the approximate interface is always cho- which 0 , f n

i, j , 1 we wish to determine the volume frac-
sen so that it reproduces the correct (i.e., given) volume tions f n11

i, j at the new time tn11 5 (n 1 1) Dt. We refer to
fraction in each multifluid cell. In other words, if we denote algorithms for doing this as volume-of-fluid advection algo-
the volume fraction due to the linear approximation in the rithms.
(i, j)th cell by f̃i, j , then we require that In our work we have used two types of advection algo-

rithms. Both are based on the standard conservative finite
difference update of (8),f̃i, j 5 fi, j for all i, j. (11)

The LVIRA algorithm also returns a vector n normal to f n11
i, j 5 f n

i, j 1
Dt
Dx

[Fi21/2, j 2 Fi11/2, j] 1
Dt
Dy

[Gi, j21/2 2 Gi, j11/2],
the interface. In this article we adopt the convention that

(14)n always points away from the dark fluid. The normal
vector ni, j in the (i, j)th cell, together with the given volume

where Fi21/2, j 5 ( fu)i21/2, j denotes the flux of f across thefraction fi, j , uniquely determines the approximate linear
left edge of the (i, j)th cell and Gi, j21/2 5 ( fv)i, j21/2 denotesinterface in the (i, j)th cell. Thus, since the volume fraction
the flux across the bottom edge of the (i, j)th cell, etc.fi, j is given, the interface reconstruction algorithm is simply

a rule for determining a unit normal vector from the
3 3 3 block of volume fractions centered on the (i, j)th cell. 1 In [40, 41] it is demonstrated numerically that these algorithms are

In the LVIRA algorithm we choose the unit normal n first/second-order in the following sense. If the interface between materi-
als 1 and 2 is C2 with bounded second derivative, then the L1 norm ofwhich minimizes the function
the difference between the true characteristic function for material 1 and
the approximate characteristic function decays at the appropriate rate.
It is also shown (numerically) in [40, 41] that when the interface fails toGi, j(n) 5 O1

k,l521
( fi1k, j1l 2 f̃i1k, j1l(n))2, (12)

be C2 everywhere the algorithm exhibits first-order convergence.
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In our work we have modified the algorithm in (15)–(16)
so that we compute a solution of (6) rather than (8) in
each sweep direction. In other words, we approximate solu-
tions of

ft 1 ( fu)x 5 fux , (18)

ft 1 ( fv)y 5 fvy , (19)

rather than

ft 1 ( fu)x 5 0, (20)FIG. 1. The fraction of dark fluid to the right of the dotted line
is advected into the neighboring cell on the right. In this example u ft 5 ( fv)y 5 0. (21)
is positive.

In order to maintain conservation of f it is now necessary
to discretize f implicitly on the right-hand side of (18) and
explicitly in the right-hand side of (19),2.2.1. THE OPERATOR SPLIT ADVECTION ALGORITHM.

The simplest of the two advection algorithms is the frac-
tional step or operator split method,

f̃i, j 5 H f n
i, j 1

Dt
Dx

[Fi21/2, j 2 Fi11/2, j]J@
f̃i, j 5 f n

i, j 1
Dt
Dx

[Fi21/2, j 2 Fi11/2, j], (15) F1 2
Dt
Dx

(ui11/2, j 2 ui21/2, j)G (22)

f n11
i, j 5 f̃i, j 1

Dt
Dy

[G̃i, j21/2 2 G̃i, j11/2]. (16)
f n11

i, j 5 f̃i, j H1 1
Dt
Dy

(vi, j11/2 2 vi, j21/2)J
There is a simple geometric interpretation of the fluxes in

1
Dt
Dy

[G̃i, j21/2 2 G̃i, j11/2]. (23)(15)–(16). Suppose that ui11/2, j is positive. Divide cell (i, j)
into two disjoint rectangles, with areas ui11/2, j Dt Dy on the
right and (Dx 2 ui11/2, j Dt) Dy on the left, as shown in Fig. To obtain second-order accuracy we simply alternate the
1. All of the fluid in the first rectangle will cross the right- sweep directions at each time step, taking care that during
hand edge during this time step. In particular, the flux the first sweep f is differenced implicitly and that during
of dark fluid across this edge is equal to the amount of the second sweep f is differenced explicitly.
dark fluid contained in this rectangle. In a volume-of-

2.2.2. A SECOND-ORDER UNSPLIT ADVECTION ALGO-fluid method, this is determined by the location of the
RITHM. In many cases one will obtain satisfactory resultsreconstructed interface. Thus, if Vi11/2, j denotes the vol-
with the second-order fractional step method describedume of dark fluid in this rectangle then the flux is given by
above. However, for some problems, such as unstable dis-
placements in porous media, fractional step methods can

Fi11/2, j 5 ui11/2, jVi11/2, j/(ui11/2, j Dt Dy) 5 Vi11/2, j/(Dt Dy).
distort the interface (e.g., see the discussion in [6] and

(17)
the references therein). A characteristic feature of this
problem in the so-called ‘‘push–pull’’ or ‘‘staircase’’ phe-
nomenon. For problems such as these it is preferable toAfter using (17) in (15) to determine the intermediate

volume fractions f̃i, j , one then uses these values to re- use an unsplit advection algorithm. In this work we have
used an unsplit, volume-of-fluid advection algorithm dueconstruct the interface in all cells which satisfy 0 ,

f̃i, j , 1. The vertical fluxes G̃i, j11/2 are then determined by to Pilliod [40, 41] that is based on an unsplit advection
algorithm for scalar hyperbolic conservation laws due toa geometric construction analogous to the one described

for the horizontal fluxes, and the volume fractions at the Bell, Dawson, and Shubin [6].
We wish to use the conservative finite difference formulanew time level f n11

i, j are found by inserting these vertical
fluxes into (16). This procedure can be made second-order (14) to solve the conservation law (8). To illustrate our

approach we assume that u . 0 and v . 0 and describesimply by alternating the sweep direction at each time step;
i.e., by employing ‘‘Strang splitting’’ [51]. how to determine the flux Fi11/2, j . The other cases are



274 PUCKETT ET AL.

Fi11/2, j 5 E E
ABDE

f dx dy 1 E E
ABC

vf dx dt

(27)
2 E E

DEF
vf dx dt 1 E E E

ABCDEF
(ux)i, j f dx dy dt.

The integral over ABDE is the volume of dark fluid in
this rectangle. In order to evaluate this volume we use the
LVIRA algorithm to determine an approximation to the
interface in the (i, j)th cell and then compute the area of
the intersection of the dark fluid with rectangle ABDE.
Now let R1 be the ratio of the volume of dark fluid in
ABDE to the area of ABDE and let V1 be the volume
of the prism ABCDEF. The volume integral in (27) is
approximately

E E E
ABCDEF

(ux)i, j f dx dy dt P R1V1(ux)i, j .

FIG. 2. All of the fluid in this solid will pass through the right hand
Next we explain how to evaluate the integral over DEF.edge of the cell in the interval (t, t 1 dt).

The domain of dependence of DEF is the triangle DEG.
The tetrahedron DEFG is related to the triangle DEF
through

analogous. The flux through the right-hand edge of the
(i, j)th cell in the time interval (tn, tn11) is E E

DEF
f dx dt 5 E E

DEG
f dx dy

(28)Fi11/2, j 5 Etn11

tn E( j11/2)h

( j21/2)h
u(x, y, t) f (xi11/2, j , y, t) dy dt

(24)
1 E E E

DEFG
((ux)i, j 1 (vy)i, j) f dx dy dt.

5 ui11/2, j Etn11

tn E( j11/2)h

( j21/2)h
f (xi11/2, j , y, t) dy dt,

The integral over DEG is the volume of dark fluid in the
triangle DEG. In order to evaluate the volume of dark

where we have assumed that in our numerical discretiza- fluid in DEG we use the LVIRA algorithm to determine
tion ui11/2, j is constant on the space–time interval (yi, j21/2 , an approximation to the interface in the (i, j)th cell and
yi, j11/2) 3 (tn, tn11). This integral is the amount of dark fluid then compute the area of the intersection of the dark fluid
in the space–time rectangle BCEF shown in Fig. 2. We with triangle DEG.
can find this volume by tracking back along the characteris- Let R2 be the ratio of the volume of dark fluid in DEG
tics that originate from the rectangle. This gives us the to the area of DEG, and let V2 be the volume of the
solid region defined by the points ABCEFGH shown in tetrahedron DEFG. Then the volume integral in (28) is
Fig. 2. approximately

This solid is the prism ABCDEF, minus the tetrahedron
DEFG, plus the tetrahedron ABCH. We approximate the E E E

DEFG
((ux)i, j 1 (vy)i, j) f dx dy dt 5 R2V2((ux)i, j 1 (vy)i, j),flux Fi11/2, j in (24) by integrating (8) over the prism and

integrating by parts. Writing (8) in the form

which, by (13), is approximately zero. The integral over
ft 1 ux f 1 ufx 1 (vf )y 5 0 (25) ABC is performed similarly. Thus we are able to evaluate

each term of (27) and, hence, determine the flux of dark
and setting u 5 ui11/2, j and ux 5 (ux)i, j , we find that fluid through the right edge of the cell.

Note that if vi, j11/2 , 0, then the point G will lie in the
(i, j 1 1)th cell. Thus the tetrahedron DEFG will lie inE E E

ABCDEF
( ft 1 (ux)i, j f 1 ui11/2, j fx 1 (vf )y) dx dy dt 5 0.

the (i, j 1 1)th cell instead of the (i, j)th cell. In this case
(26) we add the tetrahedron DEFG to the prism ABCDEF,

instead of substracting it as we did above. Thus in (27) we
add the integral over DEF instead of subtracting it.Integrating the above expression by parts and noting that

ui11/2, j is constant, we find that the flux Fi11/2, j is given by In order to avoid the distorted region that arises when
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ui11/2, j and ui11/2, j11 are of opposite sign we determine the U* 2 Un

Dt
5 2[(U ? =)U]n11/2

(35)
x-coordinate of the vertex G by

1
1

rn11/2 ((L *h 1 L n
h) 2 =pn21/2 1 Fn11/2)

x 5 min Si Dx 1
Dx
2

, i Dx 1
Dx
2

2 Dtui11/2, j11D .

for the intermediate velocity U*, where Lh is a second-order
finite difference approximation to = ? (eD). The nonlinear

Thus we are assured that if vi, j11/2 , 0 then G lies in the advection terms [(U ? =)U]n11/2, are evaluated using an ex-
(i, j 1 1)th cell. In addition to simplifying the procedure, plicit predictor–corrector scheme and require only the
the presence of shear indicated by the sign change in the available data at tn. The density, r, and viscosity, e, are con-
velocity makes the implicit assumption of a zero velocity structed from the volume fractions calculated at time tn11/2

at the cell corner reasonable. in the interface tracking step using the predicted velocities
at cell edges obtained in the process of differencing

3. THE VARIABLE DENSITY PROJECTION METHOD
[(U ? =)U]n11/2. The lagged pressure gradient =pn21/2, and
force, Fn11/2, are treated as source terms. Because the viscos-
ity coefficient, e, is a function of volume fraction and there-3.1. The Equations of Motion
fore varies in space, the implicit part of (35) corresponds to

We solve the variable density Navier–Stokes equations a coupled parabolic solve for both velocity components.
subject to the incompressibility constraint, together with The velocity field U* is not, in general, divergence-free.
advection equations for density and viscosity. The projection step of the algorithm decomposes the result

of the first step into a scalar multiple of a discrete gradient
of a scalar potential (the scalar multiple being the inverse

Ut 1 (U ? =)U 5
1
r

(= ? (2eD) 2 =p 1 F), (29) density) and an approximately discretely divergence-free
vector field, which correspond, respectively, to an update

= ? U 5 0, (30) to the pressure gradient term and an update to the velocity.
In particular, if P represents the approximate projectionrt 1 (U ? =)r 5 0, (31)
operator, then

et 1 (U ? =)e 5 0. (32)
Un11 2 Un

Dt
5 P SU* 2 Un

Dt D , (36)
Here U 5 (u(x, y, t), v(x, y, t)) is the velocity, p 5 p(x, y,
t) is the hydrodynamic pressure, r 5 r(x, y, t) is the density,
e 5 e(x, y, t) is the dynamic viscosity, F represents body 1

rn11/2 =pn11/2 5
1

rn11/2 =pn21/2 1 (I 2 P) SU* 2 Un

Dt D . (37)
forces such as gravity, and D is the viscous stress tensor,
D 5 1/2(=U 1 =UT).

Discretization of the Advection Terms. The discretiza-We describe the algorithm for approximating solutions
tion of the advection terms in this algorithm is a variableof (29)–(32) with Dirichlet boundary conditions on velocity
density version of the method discussed by Bell, Colella, andand uniform grid spacing, Dx 5 Dy 5 h. Our strategy for
Howell [4]. It is a predictor–corrector method based on thesolving the above system of equations is a fractional step
unsplit Godunov method introduced by Colella [14]. In thescheme having four parts: solving the momentum equation
predictor, velocities are extrapolated along characteristics(29) for velocity using a lagged pressure gradient, advanc-
to the cell edges at the new half-time-step level, tn11/2. Aing the volume fractions via the procedure described in
MAC projection (e.g., see [4]) is applied to make these edgeSection 2, using this information to reconstruct the density
velocities divergence-free. The volume fractions and veloci-and dynamic viscosity by volume weighting
ties are advanced using these edge velocities.

In the predictor we extrapolate the velocity to the cell
ri, j 5 fi, jr1 1 (1 2 fi, j)r2 , (33) edges at tn11/2 using a second-order Taylor series expansion

in space and time. The time derivative is replaced usingei, j 5 fi, je1 1 (1 2 fi, j)e2 , (34)
(29). For edge (i 1 As, j) this gives

(38)

and projecting the intermediate velocity field onto the
Un11/2,L

i11/2, j 5 Un
ij 1 SDx

2
2

uij Dt
2 DUn

x,ij 2
Dt
2

(
`

vUy )ijspace of approximately discretely divergence-free vector
fields. Here r1 and r2 are the densities of the ‘‘dark’’ and
‘‘light’’ fluids, respectively. 1

1
rn

ij

Dt
2

(L n
ij 2 Gpn21/2

ij 1 Fn
ij)

In the ‘‘advection–diffusion step’’, we solve
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extrapolated from cell (i, j), and We use a similar upwinding procedure to choose the appro-
priate states Ui11/2, j given the left and right states,
Un11/2,L

i11/2, j and Un11/2,R
i11/2, j :

(39)

Un11/2,R
i11/2, j 5 Un

i11, j 2 SDx
2

1
ui11, j Dt

2 DUn
x,i11, j 2

Dt
2

(
`

vUy )i11, j

1
1

rn
i11, j

Dt
2

(L n
i11, j 2 Gpn21/2

i11, j 1 Fn
i11, j)

Ui11/2, j 5 5
UL if uL . 0 and uL 1 uR . 0,

1/2(UL 1 UR) if uL # 0, uR $ 0, or uL 1 uR 5 0,

UR if uR , 0 and uL 1 uR , 0,
extrapolated from cell (i 1 1, j). Here and in what follows,
D and G represent discrete approximations to the diver-

where we have again suppressed the spatial indices i 1 As,gence and gradient operators, respectively.
j. We follow a similar procedure to construct Ui21/2, j ,Analogous formulae are used to predict values at each
Ui, j11/2 , and Ui, j21/2 .of the other edges of the cell. In evaluating these terms

In general the normal velocities at the edges are notthe first-order derivatives normal to the edge (in this case
divergence-free; in order to make these velocities diver-Ux) are evaluated using a monotonicity-limited fourth-
gence-free we apply the MAC projection [4] before con-order slope approximation [13]. The limiting is done on
struction of the convective derivatives. The equationthe components of the velocity individually.

The transverse derivative terms (
`

vUy above) are evalu-
ated as in [4], by first extrapolating from above and below
to construct edge states, using normal derivatives only, and DMAC S 1

rn GMACfD5 DMACUn11/2

then choosing between these states using the upwinding
procedure defined below. In particular, we define

is solved for f, where

ÛB
i, j11/2 5 Un

ij 1 SDy
2

2
vij Dt

2 DUn
y,ij ,

DMACUn11/2 5 Sun11/2
i11/2, j 2 un11/2

i21/2, j

Dx
1

vn11/2
i, j11/2 2 vn11/2

i, j21/2

Dy D
ÛT

i, j11/2 5 Un
i, j11 2 SDy

2
1

vi, j11 Dt
2 DUn

y,i, j11 ,

and
where Uy are limited slopes in the y direction, with similar
formulae for the lower edge of cell Bi, j . In this upwinding
procedure we first define the normal velocity on the edge: (GMACf)x

i11/2, j 5
fi11, j 2 fi, j

Dx
,

(GMACf)y
i, j11/2 5

fi, j11 2 fi, j

Dy
.

v̂adv
i, j11/2 5 5

v̂B if v̂B . 0, v̂B 1 v̂T . 0,

0 if v̂B # 0, v̂T $ 0 or v̂B 1 v̂T 5 0,

v̂T if v̂T , 0, v̂B 1 v̂T , 0.
We then define advection velocities by

(Here and in the next equation we suppress the i, j 1
1/2 spatial indices on bottom and top states.) We now

uADV
i11/2, j :5 un11/2

i11/2, j 2
1

rn
i11/2, j

(GMACf)x
i11/2, j ,upwind Û based on v̂adv

i, j11/2 :

vADV
i, j11/2 :5 vn11/2

i, j11/2 2
1

rn
i, j11/2

(GMACf)y
i, j11/2 ,

Ûi, j11/2 5 5
ÛB if v̂adv

i, j11/2 . 0,

1/2(ÛB 1 ÛT) if v̂adv
i, j11/2 5 0,

ÛT if v̂adv
i, j11/2 , 0. where ri11/2, j and ri, j11/2 are defined by

After constructing Ûi, j21/2 in a similar manner, we use these 1
ri11/2, j

; 1
2 S 1

ri, j
1

1
ri11, j

D ,upwind values to form the transverse derivative in (38),

1
ri, j11/2

; 1
2 S 1

ri, j
1

1
ri, j11

D .(
`

vUy )ij 5
1

2 Dy
(v̂adv

i, j11/2 1 v̂adv
i, j21/2)(Ûi, j11/2 2 Ûi, j21/2).
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In the corrector step, we form an approximation to the of degree t in the x direction on each cell with Cs continuity
at x-edges. For the velocity space we defineconvective derivatives in (29)

Vh 5 Vh,x 3 Vh,y,
[(U ? =)U]n11/2 5

1
2 Dx

(uADV
i11/2, j 1 uADV

i21/2, j)(Un11/2
i11/2, j 2 Un11/2

i21/2, j)

where Vh,x 5 M0
21(x) ^ M1

21(y) and Vh,y 5 M1
21(x) ^

1
1

2 Dy
(vADV

i, j11/2 1 vADV
i, j21/2)(Un11/2

i, j11/2 2 Un11/2
i, j21/2). M0

21(y); i.e., u is piecewise constant in x and a discontinuous
linear function of y in each cell, with a similar form for v.

For use in the predictor and corrector, the velocity and
The CFL Constraint. In this method there are two pressure gradients are considered to be average values

sources of a CFL-like constraint: the volume-of-fluid ad- over each cell. The vector space, Vh, contains additional
vection algorithm and the differencing of the nonlinear functions that represent the linear variation within each
advection terms in (29). It is apparent from geometric cell. These additional degrees of freedom make Vh large
considerations that one must choose the CFL number s enough to contain =f for f [ S h. We establish a correspon-
in the volume-of-fluid advection step so that the amount dence between these two representations by introducing
of fluid which leaves a cell in one time step is no more an orthogonal decomposition of Vh. In particular, for each
than the amount of fluid that was originally in the cell. In vector field V [ Vh we define a piecewise constant compo-
other words, one must choose s so that nent Vij and the variation V ' 5 V 2 V so that for each

cell Bi,j , eBi,j
V ' dx 5 0. By construction these two compo-

Vi11/2, j 2 Vi21/2, j # fi, j Dx Dy (40) nents are orthogonal in L2 so they can be used to define
a decomposition of Vh into two components,

for all i, j, where Vi11/2, j is the volume of dark fluid which
crosses the right-hand edge of the (i, j)th cell in one time Vh 5 Vh ^ Vh'

,
step. One way to ensure that (40) is always satisfied is to
choose s [ (0, 1] so that

where Vh and Vh'

represent the cell averages and the
orthogonal linear variations, respectively. The decomposi-

uun
i11/2, ju Dt # Dx/2, uvn

i, j11/2u Dt # Dy/2 for all i, j. (41) tion of Vh induces a decomposition of =f for all f [
S h; namely,

Our method of differencing the nonlinear advection
terms in (29) is an explicit difference scheme and therefore (=f)ij 5 (=f)ij 1 (=f)'

ij .
also requires a time-step restriction; however, this condi-
tion is less restrictive than (41) so we use that condition

We now define a weak form of the projection on Vh,to set the time step.
based on a weak divergence on Vh. In particular, we define
a vector field V d in Vh to be divergence-free in the domain

3.2. The Approximate Projection
V if

Since the velocity is defined at cell centers, the projection
used to enforce incompressibility at time tn11 must include E

V
V d ? =c dx 5 0 ;c [ S h.

a divergence operator that acts on cell-centered quantities,
unlike the MAC projection. The projection we use here
is approximate in the sense that P2 ? P. This approximate With this definition we can then project any vector field
projection uses a standard finite element basis for repre- V into an inverse-density-weighted gradient (1/r)=f and
senting the pressure so that the linear system that is solved weakly divergence-free field V d (with vanishing normal
during the projection step corresponds to the system that velocities on boundaries) by solving
is solved using bilinear finite element methods for Poisson
problems. The introduction of this approach to the projec- E

V

1
r

=f(x) ? =ci11/2, j11/2(x) dx

(42)
tion, as well as the motivation for using an approximate,
rather than exact, projection, is described in detail in [2]
for the constant density case; here we extend the discussion 5 E

V
V ? =ci11/2, j11/2(x) dx ;ci11/2, j11/2(x)

to include variable density.
We consider the scalar pressure field to be a C0 function

that is bilinear over each cell; i.e., the pressure is in S h 5 for f(x) 5 o fi11/2, j11/2ci11/2, j11/2(x) and by setting V d 5
V 2 (1/r) =f. Here the c’s are the standard basis functionsM1

0(x) ^ M1
0(y), where Mt

s(x) is the space of polynomials
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for S h; namely ci11/2, j11/2(x) is the piecewise bilinear func- of iterations to reach convergence (see [1], e.g., for an
explanation). For these cases we use a multigrid precondi-tion having node values
tioned conjugate gradient solver with two Jacobi relax-
ations per level in the V-cycle preconditioner [55]. In theci11/2, j11/2(xk11/2, l11/2) 5 SikSjl .
Rayleigh–Taylor computations shown below we observed
typical improvements of 100 cycles reduced to 15. Al-The density r is considered to be constant over each cell
though there is more work per iteration in the multigridBi, j .
preconditioned conjugate gradient method than in theFor the purposes of the fractional step scheme we define
standard multigrid method, the improvement in CPU timeVi, j as the approximation to (U* 2 Un)/Dt in (35) and
was still significant.

V d
i, j 5 Vi, j 2

1
Li, j

E
Bi, j

1
ri, j

(=f)i, j dx dy 5 Vi, j 2
1

ri, j
(=f)i, j 4. COMPUTATIONAL RESULTS

In this section we demonstrate the convergence proper-
as the approximation to (Un11 2 Un)/Dt in (36). Here Li, j ties of both the operator-split and unsplit versions of the
denotes the volume of Bi, j and fi, j is the approximation to method and apply the unsplit version to several realistic
the update for p; i.e., f(x) 5 dpn ; pn11/2 2 pn21/2. problems. We do note that for these types of unstable

The left-hand-side of Eq. (42) is, in discrete form, a interface problems the numerics are sensitive to the time
9-point stencil approximating the Laplacian of f, step control, particularly on coarse grids where the viscous

length scales are not fully resolved. In particular, for the
more complex examples we have had to reduce the CFLSD

1
r

GfDi11/2, j11/2 5
1

6h2 S 1
ri, j

(2fi21/2, j21/2 1 fi11/2, j21/2 parameter s to 0.1 to obtain satisfactory results. For the
types of unstable interface problems being considered this

1 fi21/2, j11/2 2 4fi11/2, j11/2) more restrictive time step appears to be necessary to pre-
vent growth of parasitic numerical modes.

1
1

ri, j11
(2fi21/2, j13/2 1 fi11/2, j13/2

4.1. Rayleigh–Taylor Computations—Short Time
1 fi21/2, j11/2 2 4fi11/2, j11/2) The first numerical examples we compute are Rayleigh–

Taylor instabilities with viscosity in order to demonstrate
1

1
ri11, j

(2fi13/2, j21/2 1 fi11/2, j21/2 numerical convergence of the method. For the first case
we consider the example treated by Bell and Marcus [7].

1 fi13/2, j11/2 2 4fi11/2, j11/2) In this problem a heavy fluid lies above a light fluid in a
rectangle 1 m wide by 4 m tall. The densities of the two

1
1

ri11, j11
(2fi13/2, j13/2 1 fi11/2, j13/2 fluids are 1.225 kg/m3 and 0.1694 kg/m3 while the dynamic

viscosity of each fluid is 3.1304952 3 1023 kg/m s. The
interface is initially a sine wave with amplitude 5 cm. For1 fi13/2, j11/2 2 4fi11/2, j11/2)D ,
this case since the viscosities are equal the velocities are
expected to be continuously differentiable but not C2. We
compute to time 0.25 using a fixed time step that satisfiesand the right-hand-side for V 5 V is a standard four-point
the stability requirement on three different grids, 32 3divergence stencil,
128, 64 3 256, and 128 3 512. By comparing the difference
in the solutions on grids of adjacent resolution, averaging

(DV)i11/2, j11/2 5
V x

i11, j 1 V x
i11, j11 2 V x

i, j 2 V x
i, j11

2 Dx the fine grid solution onto the coarse one, we approximate
the L1 error on the coarser grid. We then use these esti-
mates of the error to compute a numerical convergence1

V y
i, j11 1 V y

i11, j11 2 V y
i, j 2 V y

i11, j

2 Dy
,

rate. For this problem, for volume fraction we obtain a
convergence rate of 1.81 for the split volume advection
algorithm and 1.77 for the unsplit algorithm. For the veloc-where V x and V y are the x- and y-components of V, respec-

tively. ity field we obtain a convergence rate of 1.72 for the split
algorithm and 1.76 for the unsplit algorithm. These ratesThe resulting linear system can be solved using standard

multigrid methods (see [8]). In particular, we have used indicate that the method is performing at or near its formal
second-order accuracy.the standard V-cycle with Gauss–Seidel relaxation. In the

presence of large density jumps, however, the standard Of course, in most problems of real interest the viscosit-
ies of the two fluids are different. In this case there is anmultigrid solver can require an unreasonably large number
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FIG. 3. Rayleigh–Taylor calculation with air–helium at times t 5 0.s,
0.047s, 0.066s, 0.088s, 0.118s.

additional loss of regularity in the solution. In particular,
the velocity at the interface is not continuously differenti-
able; there is a jump in the velocity gradient. To test the

FIG. 4. Air bubble rising through water at times t 5 0.0s, 0.0101s,convergence in this more realistic regime we consider an
0,0163s, 0,0221s, 0.0286s, 0,0357s, 0.0464s, 0.0591s.air/helium Rayleigh–Taylor instability in a 0.01 m 3

0.04 m domain computing to time 0.025. For this case the
viscosities of air and helium are 1.77625 3 1025 kg/m s in plotting contours. In Fig. 3 one can see the development
and 1.941 3 1025 kg/m s, respectively. Using the same of the expected mushroom cap, even on this relatively
technique for computing convergence rates as in the previ- coarse grid. In this computation the total change in mass
ous example we obtain rates of 1.22 and 1.19 for the volume during the entire computation was 3.04 3 1022 % or ap-
fractions for the split and unsplit algorithms, respectively. proximately three parts in 10,000.
For velocity we obtain a rate of 0.91 for the split algorithm
and 0.87 for the unsplit algorithm. As expected the conver-
gence rates are reduced because of the loss of regularity
of the solution; however, the method still performs at near
first-order accuracy. In order to achieve second-order accu-
racy it would be necessary to develop a substantially more
sophisticated treatment of the velocity discretization in the
neighborhood of the interface; however, that is beyond the
scope of this paper.

4.2. A Rayleigh–Taylor Computation—Long Time

For the next example we examine a longer time integra-
tion of the air/helium Rayleigh–Taylor instability problem
from the second convergence example. For this example
we have selected a relatively coarse grid of 64 3 256 to
illustrate the behavior of the methodology. In Fig. 3 we
show a time history of the evolution of the interface. We
note that what is being plotted here and in Figs. 4 and 5 is
the actual reconstructed interface, not a contour of volume
fraction. We have reconstructed the interface for the pur-
pose of plotting it using exactly the same interface recon-
struction algorithm as we use in the update of the volume
fractions at each time step. In particular, note that the FIG. 5. Water droplet falling through air onto water surface at times
reconstructed interface retains all of the small-scale fea- t 5 0.0s, 0.00677s, 0.00980s, 0.01220s, 0.01485s, 0.01781s, 0.01995s,

0.02146s.tures of the flow, and has not been smoothed as is inherent
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4.3. Bubble version of the ‘‘approximate’’ projection method of Alm-
gren et al. [2]. It incorporates the second-order volume-

For this example we consider the dynamics of a two-
of-fluid interface tracking algorithms of Pilliod and Puckett

dimensional bubble of air in water. The viscosity of air is
[41] including an unsplit volume-of-fluid advection algo-

1.77625 3 1025 kg/m s and the density is 1.225 kg/m3. For
rithm based on the work of Bell, Dawson, and Shubin [6].

water the viscosity is 1.1377 3 1023 kg/m s and the density
We have demonstrated that the interface tracking algo-

is 999.2 kg/m3. The computational domain is 0.007 m 3
rithm is nondiffusive and that the interface is maintained

0.014 m and we have again, for purposes of illustration,
as a sharp discontinuity at all times. We have also demon-

used a relatively coarse grid of 64 3 128. In Fig. 4, we
strated that our method is capable of accurately computing

show a time sequence of the reconstructed interface. We
several classes of problems that are traditionally regarded

note that the reconstructed interface retains small scale
as difficult to compute, namely problems with unstable

features of the flow. Contours of volume fraction, which
interfaces, problems with large density jumps across the

are not shown, provide a considerably smoother represen-
interface, and problems with large viscosity jumps across

tation of the interface. The lower edge of the bubble accel-
the interface. Furthermore, we have demonstrated that

erates more quickly than the upper edge and the bubble
our method is second-order accurate when the underlying

begins to form a torus. As the bubble continues to rise the
flowfield is smooth and that this reduces to first-order when

center of the bubble is stretched until the bubble breaks
the flow loses regularity, such as when the velocity field

into two pieces. The sides of the bubble are also highly
loses smoothness due to a jump in viscosity at the interface.

stretched and are beginning to fragment. We emphasize
Thus, the method is performing at or near its design speci-

that these are two-dimensional bubbles in a confined box—
fication of second-order accuracy in smooth flow while

similar to the bubbles studied experimentally by Walters
reducing to first-order when the flow (or the interface)

and Davidson [62] although without surface tension—so
loses regularity.

the dynamics are different than radially symmetric bubbles
In addition we have shown that for these problems the

in free space. This problem illustrates the ability of the
mass of each fluid is conserved to an accuracy of several

method to handle large density and viscosity ratios and
parts in 10,000 to one part in a million over the length of the

changes in topology of the interface. In this case the
computation, even when the interface undergoes severe

changes in topology occur from regions of fluid being
topological changes. This degree of mass conservation is

highly stretched. In this computation the total change in
an intrinsic feature of the volume-of-fluid method and is

mass over the length of the computation was 6.84 3 1023 %
due to the fact that in a volume-of-fluid method the loca-

or approximately seven parts in 100,000.
tion of the front is updated in time by solving a conserva-
tion law for volume (8). The error in computing the total4.4. Droplet Splash
mass arises from the need to satisfy an additional positivity

Our final example is another air/water computation with constraint (3). We emphasize that no additional computa-
the same computational domain and resolution as the pre- tional procedures are required in order to attain this degree
vious example. In this case, the initial conditions are a two- of conservation.
dimensional water droplet above a horizontal air/water We have also shown that our volume-of-fluid interface
interface. This example illustrates a different type of reconstruction algorithm ameliorates or entirely eliminates
change in topology, namely, the merging of two indepen- the production of spurious bits of ‘‘flotsam’’ that has been
dent regions. Note that because the droplet is fairly close observed with low order, piecewise constant reconstruction
to the water surface some air bubbles are trapped in the algorithms (e.g., [29, Fig. 6]).
water after the splash. Another feature of the flow is the
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