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Abstract

We study the long-time, large scale transport in a three-parameter family of isotropic, incompressible Gaussian velocity
fields with power-law spectra. Scaling law for transport is characterized by the scaling expamahthe Hurst exponent
H, as functions of the parameters. The parameter space is divided into regimes of scaling laws of fiifietemtal forms
of the scaling exponent and the Hurst exponent. We present the full three-dimensional phase diagram. The limiting process
is one of three kinds: Brownian motiartH = 1/2), persistent fractional Brownian motiori$/2 < H < 1) and regular
(or smooth) motion H = 1). We discover that a critical wave number divides the infrared cut-offs into three categories,
critical, subcritical and supercritical; they give rise to different scaling laws. We introduce the notions of sampling drift and
eddy diffusivity, and formulate variational principles to estimate the eddy diffusivity. We show that the fractional Brownian
motions result from a dominant sampling drift. ©2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

The movement of a passive scalar in a turbulent flow is described by the stochastic differential equation
dx(r) = V(X(@2), t, w) dt + V2 dw(7), x(0) =0,

wherex(¢) is the position of the particle at timex > 0 the molecular diffusivityw () the standard Brownian
motion andV (X, ¢, w) a time-stationary, space-homogeneous, incompressible velocity field.«Héemotes an
element of an ensemble of random flows.

We are concerned with the long-time, large scale behavior of the displacemgnto this end, we study the
scaling limit

X (t) = ex(t/e*1), ase — 0, (1)
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with suitableg > 0. The scaling exponet characterizes the timescale associated with transport on the spatial
observation scale/t. The equation for the rescaled displacement (1) becomes

dx® (1) = 172V (X (1) /e, 1 /e29) di + X792k dw (7). 2)
When molecular diffusion is evidently negligible, we set 0 to simplify the equation
dxé (1) = eX2IV (x8 (1) /e, 1)) dr. (3)

The effect of molecular diffusion is discussed where the issue arises and in the concluding remarks.

Motivated by existing diffusion limit theorems for steady flows with finite-range spatial correlations [14,19], on
one hand, and those for temporally mixing flows with long-range, spatial correlations [9,15,31], on the other hand,
we consider turbulent transport in a class of random flows with power-law spectra parameterizet] by(see
Section 2 for details).

Roughly speaking, the velocity fieM is time-stationary, space-homogeneous and Gaussian. Its two-point cor-
relation functionR = [R;;], R;;j (X, 1) = (V;(-, )V, (- + X, - + 1)), are given by the Fourier transforR); (x, 1) =
[ €% %R, (k, 1) dk with

Rij(k, 1) = p(IK[PPD)e (k) (8i; — kik; K| =2 k[*~ @)
wherep is the time correlation (relaxation) function anthe energy (shell) spectrum given by a power-low
E(k) = Eolk|}™%, Eg> 0.

Here(-) denotes the ensemble average. The fa@r- k;k; Ik|~2) ensures that the flow is divergence-freep i

anexponentiafunction, e‘“o““z’S’, then the velocity field is an Ornstein-Uhlenbeck process which is Markovian.
Note that the spectrum is not integrable ngar= co or |k| = 0 fora < 1 ora > 1, respectively. The infrared

divergence (smallk|) of the integral of velocity energy spectrum indicates non-homogeneous velocity and thus

violates the space homogeneity assumption, whereas the ultraviolet divergencek(lpajehe integral would

make the velocity a generalized, rather than ordinary, function (i.e., a distribution). To remove divergence in the

spectrum, we introduce an ultraviolet cut-off

Ek)=0, |k|>K, fora <0, (5)
and a infrared cut-off
Ek)y=0, kl<d«1l  forax=1 ©6)

In the case ofx < 1, the energy containing scale is at the ultraviolet cut-off; in the case sf 1, the energy
containing scale is at the infrared cut-off. It is convenient to write the cut-off energy spectrum as

EKk) = Eolk|*2*1(Kk]), )

wherel (|k|) is the characteristic function of [X], for « < 1, of [8, 0c0), fora > 1, and of p, K], for « = 1 (see
[20]). When we study the effect of an infrared cut-off, we will take an infrared cug-effs” > O.

If the infrared cut-off§ > 0 is fixed, independent af, then the flow is mixing in time (i.e., correlation time is
uniformly bounded, independent of wave number), and consequently, the scaling in (1) is diffusive,and the
limit is a Brownian motion [15]. In the case of the Kolmogorov—Obukov spectium 4/3, 8 = 1/3, see [20,28)),
[8, K] represents the inertial range wheite'! is the dissipation length antt is the integral length. In general,
the infrared cut-off is determined by the scale of external forcing and the size of physical domain. Byslétting
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change withe, assé = ¢, y > 0, we vary the spatial scale of observatigi in relation to, e.g., the size of physical
domain.

If the scaling limit existsstatisticallyindependent of the initial point, and has stationary increments, then the
transport process is said to hemogenizedand the up-scaling, or coarse-graining, procedure represented by (1) is
calledhomogenizationThe scaling is diffusive iy = 1, superdiffusive ify < 1, subdiffusive if > 1. Sub-and
super-diffusions are called anomalous diffusion.

The limit Z(z) may be Gaussian or non-Gaussian, Markovian or non-Markovian, even if the velocity field is
Gaussian and Markovian. In genegalt) has stationary increments as daé¢t) [39]. If Z(z) is self-similar and
Gaussian then it can be characterized by a unique Hurst expahienits autocovariance function

Cov(Z(11), Z(12)) = 3CUnlP! + 1212 —|tn —12?"}), 0<H <1 €)

whereC is the variance oZ (1). H = 1 corresponds toegular (or smooth) motion: H = 1/2 a Brownian motion,
B(t). Any otherH corresponds to a fractional Brownian motion (FB®), (¢), which, after normalization, can be
represented as

0 t
By (1) =/ (|t —¢'|H-Y2 — |t’|H_l/2)dB(t’)+/ It — 1712 dB (), 0<H <1, (9)
—00 0

as introduced in [36]. Eq. (9) defines the only mean-zero, continuous, Gaussian process that is self-similar (or
self-affine), with the Hurst expone#t, has stationary increments, and satisigg0) = 0 (see [41]). FBMs found

in the present study are all persistent in the senseHhat 1/2. It is worth noting that, forx > 1 with the critical

cut-off (y = y,), the limit process is not self-similar (cf. Regimeslll’ and 1V).

Non-Markovian limits are related to non-local homogenization [5,11,43,44]. Previously non-local homogeniza-
tion has been shown to arise as a result of fast oscillation, rather than a scaling limit.

If Z(¢) is non-Gaussian, then there may be a hierarchy of Hurst exponents corresponding to higher moments
of the process. When the sequence of Hurst exponents diverges as the order of moment increases, the limit is
intermittent Intermittency effect may also manifest in multiple scaling exponents. We do not consider the problem
of intermittency here.

In this paper, we do not address directly the question of existence and uniqueness of the scaling limit. Rather,
we assume the existence and uniqueness of a non-trivial scaling limit, and seek to identify the scaling expo-
nent and the second order Hurst exponent (the Hurst exponent, in the case of a Gaussian limit). In doing so,
we point out relevant mathematical results that exist, or can be proved. We try to present a coherent physical
picture of the whole phase diagram. To enhance our case, we often analyze the problems from several different
perspectives.

The exponeny characterizes the time scale associated with transport observed on the spacegssdle 1
exponentH characterizes the time correlation property of successive increments on the observation scale (and
therefore, the roughness of the limiting sample paths). Naturally, we ask if the dimensionally correct
relation

H =1/(29) (10)

holds? When (10) holds the limit process is invariant under the same scaling transformation (1). It turns out that
relation (10) generally holds far < 1 but fails fora > 1. If an additional infrared cut-off is made in the case of

o < 1 and if the cut-off is removed slower than sooréical wave numberk,, then (10) does not hold. In these
situations, the inequality

H <1/(29) (11)
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H=1/(2q)
=1 | q=1-o0/2 I q=(1+y)/2—yo/2

H=1

q=1 H=1/Q29)
q=B/(0+2B-1)"{ 5y »
1 II IV

HE=172
: - O
0 a=1 oa=1+1/

Fig. 1. Phase diagram with supercritical cut-offs> max{1/(« + 28 — 1), 1}.

p=1 |

q =1+y-y(o+p)

: H=112
0 o=1 o=2  a=2/y

Fig. 2. Phase diagram with subcritical cut-offs> max{1/(« + 28 — 1), 1}.

is in the place of (10). The inequality (11) is due to the fact thidtc¢haracterizes theovarianceswhereas lg

characterizes theariances of successive increments of turbulent motion on the observation scale.

In general the exponents H depend on the parametersg and the cut-offS§ = ¢V and can be expressed
explicitly as functions ofx, 8, y. Here it may be helpful to draw analogy to critical phenomena in statistical
physics: we think of, 8, y as order parameters, the scaling limit> 0 as thermodynamic limit and the exponents
q, H given by formulas o, 8, y as phases. The phase diagram divides the space of order parametegsinto
regions associated with different formulas égrH . Our results are summarized in Figs. 1-4. Since there are three
parameters, the full phase diagram is three-dimensional. To simplify the presentation, we choose to portray the full

diagram as several two-dimensional diagrams.



A.C. Fannjiang/ Physica D 136 (2000) 145-174 149

IV

B=1/2

0 o=1 a=1+1/y

Fig. 3. Phase diagram at any cross secfioa constant> 1.

IV’

0 a=1 o=2

Fig. 4. Phase diagram at any cross-sectioa 1.

Note also that the phase diagrams are different from those in statistical mechanics in that our phases are con-
tinuum, not discrete: except for the diffusive regime, whBre= 1/2, ¢ = 1, H, g change from point to point,
continuously or discontinuously. But their functional forms in relation t@, y are discrete and divided by phase
boundaries.

Phase diagram was first used by Avellaneda and Majda [1,2] to present scaling limits of turbulent transport in
anisotropic, stratified flows of the form(x, ) = (v(x2, t), 0), with X = (x1, x2). A different diagram for the same
shear-layer flows was rigorously obtained by Zhang and Glimm [46] using a different approach. In the current
paper we considgsotropicturbulent flows in two or three dimensions, although the results are applicable to the
case of shear-layer flows when interpreted appropriately. Also, we do not attempt to derive the results rigorously
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here. Often we refer to existing theorems to indicate how in principle results may be proved, subject to technical

modification, and to support the physical arguments invoked; they are not intended to be mathematical proofs. The

proofs of many of the results are very technical and will be published elsewhere.

The effect of an infrared cut-off depends on whether the cut-ofllscritical or supercritical Fora < 1, a
supercritical cut-offy > y. = max1, 1/(« + 28 — 1)}, does not affect the scaling law. Fer> 1, because the
infrared cut-off corresponds to the energy-containing scale, the scaling limit is dominated by the infrared cut-off.

The supercritical diagram (Fig. 1) includes:

e Regime lia + B8 < 1 ora < 0. The scaling is diffusivey = 1, and the limit is a Brownian motiorH = 1/2.

e Regimella+8 > 1,a+28 <2,a <1, y > 1/(e+28—1). AFBM regime with the space-freezing property
that the velocity dependence on space is negligible. The scaling is superdiffusivg/(a + 28 — 1), and the
limit is a fractional Brownian motion, witll = 1/(2q).

e RegimelllLa +28 > 2,0 <« < 1,y > 1. A FBM regime with the time-freezing property that the velocity
dependence ontime is negligible. The scaling is superdiffugive 1 — /2, and the limitis a fractional Brownian
motion, withH = 1/(2¢q).

e Regime IV: 1< o < 2,y > maxl,1/(x + 28 — 1)}. A regular (or smooth) motion regime with both the
space-freezing and the time-freezing properties. The scaling is superdifiasivél + y)/2 — ya/2, and the
limitis regular(H = 1).

The relation (10) is satisfied in all but Regime IV.

In the case of subcritical cut-offy, < y. = max{1, (@ + 28 — 1)1}, the number of regimes shrinks as the
significance of low wave numbers is reduced: part of Regime IV merges with Regime Il, and part of Regime IV
merges with Regime lll. The scaling exponent now depends on the cut-off expprelicitly. The limit is
universally a Brownian motion across all regimes.

The subcritical diagram Fig. 2 includes:

e Regime | remains intact.

e RegimeVia+8>1La+28 <2,y <1/(e+28—1). Velocity decorrelation in time dominates the transport.
The scaling is superdiffusivg,= 1+ y — y(a + B).

e Regime Vi +28 > 2,0 < a < 2/y,y < 1. Velocity decorrelation in space dominates the transport. The
scaling is superdiffusive = 1 — ya/2.

Finally, there are three regimes associated with critical cut-offs for which the limit process is not self-similar, and
thus, the Hurst exponent is not well-defined (see Figs. 3 and 4).

e Regimell:a+p>1a+28<20<a<1lwithy =@+28-1"1L

e Regimelll: o +28 > 2,0 <o < 1withy = 1.

e Regime IV:1 < a < 1+ 1/y withy = max{1, (« + 8 — 1)~}

Part of Regimes V and VI was first studied by Avellaneda and Majda [3] (see also [21,22]). The main difference in
assumption and setup between this work and [3] is that they considered a partial didgtapn< 1/2,0 < a < 2)
with an infrared cut-offy = 1 < y, (see also [38]). Fig. 4 is a generalization of their work. The phase diagram of
[23] was obtained entirely by certain scaling arguments, and is restricted to two dimensions.

In contrast to previous results [1-3,46], our main findings are: (i) the transport effect of the sampling drift and
related critical wave number, which are introduced for the first time, (ii) fractional Brownian motion limit as a result
of the critical wave numbers, (iii) the effect of infrared cut-offs, and (iv) the formulation of cut-off dependent eddy
diffusivity and its associated variational principle without molecular diffusion. The variational principle gives a
useful bound for the eddy diffusively.

The organization of the paper is as follows. In Section 2, we define the three-parameter family of Gaussian flows,
whose transport properties are discussed in subsequent sections. In Section 3, we introduce the notions of sampling
drift, critical wave numbers and eddy diffusively. We also formulate the variational principles that lead to general
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bounds for the cut-off dependent eddy diffusivity in terms of a fractional vector potential of the velocity field. Since
the transition from ultraviolet to infrared cut-off in velocity occursvat 1, we divide the discussion accordingly
into two casese < 1 anda > 1. We consider the case < 1 in Section 4 and the case > 1 in Section 5.

We conclude with various remarks in Section 6. In Appendix A we derive a variational principle for the cut-off
dependent eddy diffusivity, without the presence of molecular diffusion.

2. Random velocity field

In this section, we describe some mathematical properties of the random velocity fields considered in this paper.

The most important property is stationarity in time and homogeneity in space (space-time stationarity for
short), without which homogenization is unlikely to hold. It should be noted that, when formulated in a gen-
eral, abstract framework as we will do momentarily, space—time stationarity encompasses space—time periodicity,
quasi-periodicity and almost periodicity as well as random stationarity. This abstract formulation is also handy for
formulating the variational principle for the eddy diffusivity (Section 3.2). Elsewhere, the paper can be understood
without referring to the abstract formulation.

The variational principle in the absence of molecular diffusivity also uses explicitly the Markov property of
the flow and the associated generator. A key turbulent diffusion theorem cited in the discussion of the diffusive
regime (Section 4.1) was proved for certain Markovian velocity fields. For Markovian flows, the mixing property
conveniently corresponds to the spectral gap of the generator. Elsewhere, the Markov property is not used explicitly
and probably not needed.

Since we only use the spectral density explicitly in presenting the phase diagrams, it is safe to assume that the
velocity fields are Gaussian. In particular, the Gaussian property is essential in the fractional-Brownian-motion
regimes (Il and IIl). Elsewhere, the Gaussian property is probably not important.

Let us begin with the abstract formulation of space—time stationarity, upon which we will define the Gaussian
and Markov properties. L&® be the space of steady, space-homogeneous velocity field aRdkt probability
measure o2. Homogeneity in space can be canonically described by the invariance of the distriButiocer
the group of translationgy }, . g« acting ons2. We further assume thdt is ergodic with respect tfry},. p« in the
sense that the only invariant, measurable function amder{zy},.z« are constants. The measutalictates the
correlation of the velocity field irspace and in the case of Gaussian velocity fields, is determined by the energy
spectrum.

Alternatively, we think of2 as the ensemble of elememisrepresenting the randomness of the velocity field,
which is distributed according to the measueA (prototypical) random velocity field is a vector-valued, random
variable (i.e., a function of2), denoted by (»). The realization or the sample of the (time independent) velocity
field, V(x, w), is the translate of (w) on £2, i.e.,V (X, w) = V(txw). Since the measur? is invariant under the
translations, the resulting velocity fields are space-homogeneous. We assumédsatero mean

(V)=0
and zero divergence
V-V=0, V=(010,...,0).

Partial derivative); is the infinitesimal generator of the subgroup of translafign} ,cx. The Laplaciam\ := V-V
is defined as usual. As beforg) denotes the ensemble average with respect to the distribBtion

The time dependence of the velocity field is then introduced as a time-stationary stochastic pr@oess)
the spacea?, which preserves the measuPe In other words,P is an invariant measure of the procesg). The
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realization of time dependent velocity field is then given by
V(X 1, 0) =V(xo®), o) =o.

In this formulation, the temporal properties are conveniently separated from the spatial properties of the velocity
field. Additional structures such as Gaussianity and Markovianity can be added on by imposing corresponding
properties onP andw(z). The space? is usually infinite dimensional in suitable coordinates such as Fourier
modes. This formulation is sufficiently general to describe periodic, quasi-periodic, almost periodic as well as
random homogeneous velocity field (see, e.g., [10]).

We think of a Markovian velocity field as a sample patl§2rof a Markov process (r). A Markovian, Gaussian
velocity field corresponds to axponentiatime correlation functiom in (4) and admits the spectral representation

V(X, 1) = / &g27kxXy (dk, 1),
Rd

where the stochastic measu}(adk, t) is an Ornstein-Uhlenbeck process
d,V(dk, 1) = —aglk|?PV (dk, 1) d + |k|PEY2 (k) (I — k & k|k|~2)Y2|k|A=D/2W (dk, df) (12)

and can be conveniently expressed in terms of Gaussian white\Wdidie ds)
t
V(dk, 1) = / e 0k BET2() (1 — k @ kIK|~2)Y2[k| T~ D/2W (K, ds).
—00

The Ornstein-Uhlenbeck process (12) has an invariant me#stirat is a Gaussian distribution with zero mean
and the variance matrR = [R;;] given by (4). Then the exponential relaxation function corresponds to a generator
A of the form

1 B

whereAy is the generator of the process
d:Vo(dk, 1) = —agVo(dk, 1) dr + EY2(k)(I — k ® k|k|=2)Y2k|A=D/2W (dk, dr). (14)

The operatordg is symmetric with respect to the measu#rand commutes with the translatiop Vx € R? because

of homogeneity. As the process (14) is atime change of (12) and different wave numbers are independent, the measure
P remains invariant with respect to (14). Also, because the time correlation function for (14) is exponential with an
exponentzg uniformly bounded above zerglp has a spectral gap

—(Aoff) = aolf?).,  ao>0, (15)

for all functionsf, (f) = 0, in the domain of4o.
The motion in such a temporally stationary, Markovian flow is also a temporally stationary, Markov process
whose generator is

L=A+V.V (16)
when molecular diffusion is absent, and is
L=A+KkA+V-V (17)

when molecular diffusion is present [15].
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Now we make an observation which will be helpful in assessing the role of molecular diffusion. The generator
(17) in conjunction with (13) and (15) suggests that the presence of molecular diffusion introduces a mechanism
of generating a Lagrangian correlation in time comparabj¢ 01 in the Eulerian correlation in time. Fgr< 1,
the generatosd dominates over A for low wave numbers, and if a fixed ultraviolet cut-off is also present, are also
comparable ta A for the other wave numbers. Thus, the effect of molecular diffusion is negligible forl and
a < 1inthe limit of high Peclet numbeak — 0).

In the sequel we shall use the notation of the fractional gradient of grder

VP = (—a)F-D/2y,

3. Transport properties of various wave numbers

To study motion in a flow with a power-law energy spectrum over a wide range of scales, it is convenient to
decompose the energy spectrum intogampling driftand thefluctuatingvelocity field, and to consider separately
their distinctive transport properties. The relation between the sampling drift and the fluctuating velocity field is
like that between a mean flow and the fluctuation.

3.1. Sampling drift and critical wave numbers

For each realization of random velocity field there is a non-zero sampling drift due to random fluctuation,
depending on the scale of observation.

The volume-averaged flow on the observation scale consists of spatially non-fluctuating wave numbers on the
observation scale, namely, essentiallylall= O(¢). The volume-averaged flow comprises three kinds of wave num-
bers:supercritical, criticalandsubcriticalwave numbers depending on their variations in time on the observation
scale. Critical and supercritical wave numbers compossdheling drift

The supercritical wave numbers are effectively uniform in time as well as in space in the sense that their correlation
times are much larger than the timescale of observalion?? > ¢~24, and satisfy

k| < min{?/# &}. (18)

As such, they behave like a constant drift on the observation scale and transport paatidgsally. Among them,
we pay special attention to those wave numbers that, on their own correlation timescales, transport particles over a
distance larger than the observation scale, i.e.,

KAk 5 1/, (19)
where
1/2
(/ 8(k/>d|k/|> ~ kP k<1 (20)
c1lk|<Ik[<calK|

is the amplitude associated with wave numbers of otklers 1. Note that, for (19) to define a non-empty set
of low wave numbers, we need+ 28 > 1. Fora + 28 < 1, the supercritical wave numbers do not contribute
to the transport on the observation scale and are negligible asymptotically; for this reason they are refferred to as
insignificant wave numbers.

Since we do not know the scaling expongnahead of time, we define thaxitical wave numbers to be the
boundary of thossignificantsupercritical wave numbers. Thus, the critical wave numbers are of thekprees?«,
with
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(@+28—-171 for l<a+28<2,

1, for « +28 > 2. (1)

ye=maxl (@+28 -1 1 = {
By (21), fora + 28 > 2, the sampling drift is identical to the volume-averaged flow.

Insignificant supercritical wave numbers occur when the following conditions are satjsfiedy /8 > 1. This
leads immediately ta + 28 < 2 andg < 1. The latter follows frony < 1 (see Section 4.1). As we will see later,
this can only happen, in part of Regime | (with= 1) defined by + 8 <1, 0 +28 < 2,8 < 1.

The critical wave numbers have long-range correlation in time or in space and dominate the transport in the
fractional-Brownian-motion regimes (Regimes Il and IIl). Tebcritical wave numbers are either temporally
fluctuating,|k| > €4/, or spatially fluctuatingk| > ¢. Effectively, the subcritical wave numbers can be defined
by |k| > k., and by definition, include the insignificant supercritical wave numbers.

Denote by, the sampling drift on scale/%. It has an amplitude of the order

1/2 1-« 1-«
|k;7% =677, for o #1,
(/Sglklskcg(k) d|k|) { llogk. —logs|, for a =1. (22)

Since the critical wave numbers dominate the sampling drifefer 1, ¢, has a long-range correlation in space or
time on the observation scale, so its transport effect is not ballistiax Boll, ¢, is effectively frozen in time and
its transport effect is ballistic.

Infrared cut-offs are classified accordingdy= ¢" is critical if y = y,, supercriticalif y < y,, andsubcritical
if y > y.. We cally, thecritical exponent

From (18) and (19), we have the simple inequality for the scaling exponent

q<

{ﬂ/(a—i—Zﬂ—l), for 1<a+28 <2, 23)

B, for « +28 > 2.

The equality in (23) is admissible because asymptotics is a continuum and cannot be fully resolved by power-laws.
In this study, we restrict our attention to the power-law part of scaling behaviors.

For transport effect, besides the linet 28 = 2, the linew = 1 is also important for the following reasons.
Fora < 1, the sampling drift is dominated by the critical wave numbers, whereaas, forl, the sampling drift
is dominated by wave numbers nearby the infrared cut-off. Moreover, in the case-of, the infrared cut-off
corresponds to the energy containing scale, and therefore, dominates the transport as well as the flow. As a result,
scaling laws of transport fax > 1 are in general (infrared) cut-off dependent. The limit processes in the case of
a supercritical cut-off, however, are always regular motionfg = 1, Regime 1V) as the effective constant drift
dominates the transport.

Based on the supercritical wave numbers alone, the exit tifut of a ball of radius A¢) for « < 1 can be
estimated by (cf. (20))

e=2B/@+2=D " for 1 <o +28 <2,

g2t for o +28 > 2. (24)

T > k‘c)‘fl/s = {

It is easy to see that, the (asymptotic) equality in (24) is achieved when the combined effect of the supercritical
and the critical wave numbers is considered sinceyfer 1, the critical wave numbers are much stronger than the
supercritical wave numbers in magnitude. kor 1, however, the transport is dominated by the wave numbers

k] ~ 8. So we have

T >8Ye =7V (with § = &) (25)

in the case ofr > 1.
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As we will show by the variational method in Section 3.3 that the critical wave numbers dominate the transportin
Regimes Il and . Inthe case af < 1, the exponentfar+28 < 2islessthanorequalto 2(i.ef2a+2—1) <
2)onlyifa+8 > 1;fora+28 > 2,the exponentis less than or equal to 2(i.e-p2< 2) only ifa > 0. The former
defines Regime ll; the latter defines Regime Ill. In the case Bf1, any non-negativg leadsto 1+ y —ay <2
(the scaling is superballistic fgr > 1). In the remaining region (Regimed:+ 8 < 1 ora < 0), the supercritical
wave numbers are negligible since the transport effect of the fluctuating wave numbers is difflesiseas we
will see later. Equating the exponent with,2ve have, from (24) and the remark following the scaling exponents
for Regimes Il, lll (see Section 4), and from Eq. (25), the scaling exponent for Regime IV (see Section 5), both with
supercriticalcut-offs,y > y..

In the regimes where the critical wave numbers have a leading effect, the scaling limit is a fractional Brownian
motion (Regimes Il and Ill). Fractional Brownian motions arise as a result of long-range correlation of the critical
wave numbers.

If the infrared cut-off is subcritical, i.e8, > k., wave numbers of the spectrum are either temporally or spatially
fluctuating. Contrary to the fractional-Brownian-motion limit caused by the critical sampling drift, the limit is
always a Brownian motion. But the scaling exponent may be superdiffugive I) due to low wave numbers in
the vicinity of the cut-off.

3.2. Subcritical wave numbers: eddy diffusivity

To study the effect of subcritical, or fluctuating, wave numbers on transport, we think of turbulent motion as a
superposition of a mean flow (i.@,), and the fluctuating flow, following a spectral discretization.

We propose that the fluctuating wave numbers give rise to a fluctuating motion, on top of the mean flow, on the
observation scale, and this fluctuating motion can be characterized by a notion of scale dependent eddy diffusivity
introduced below. We then formulate two variational principles and use them to obtain general upper bounds for
the (scale-dependent) eddy diffusivity.

Spectral discretization is motivated by a standard result of the ergodic theory for stationary processes that a
stationary process is a limit of periodic processes (see [10]). We will use the periodic approximation in two different
ways: In the first, we consider the periodic approximation inghacevariables only and work with a subspace
of (2, P), the space&f”, P™) of time-independent, space-periodic velocity fields with period cel]d (see
discussion below). In this approach, time randomness in the velocity field is represented as a Markov process on
(2", P™M). In the second approach, we work with a sequence of space-time periodic fields with the (normalized)
Lebesgue measure as the probability distribution on the space—time period cells as stated in the following lemma.

Lemma 1. Let w be a stationary process. Then there exists a sequence of periodic proegssdésperiod
I, — oo in each variable, such that, the probability measutg obtained as the distribution ofyw, where
x is random and distributed uniformly on the period cill 7,]¢ converges weakly to the distribution @fas
n — oQ.

(See, for instance, [37] for a proof). We emphasize that spectral discretization is only a convenience for the formu-
lation of the variational principles; it is neither essential nor necessary.

We now formulate the first approach more specifically. A spectrally discretized flow can be written as a sum
c. + V&M wherec, is the sampling drift (see Section 3.1 and Eq. (22)), ¥ffd” is thespatial periodicversion
of the fluctuating velocity field with a discrete spectrkme Z4/" maxk., 8} < |k| < K and the amplitude
(I-k® k/|k|2)\/f|k|<\k’\<\k\+l/ng(k/) d|k’|. The mesh size/k should tend to zero sufficiently fast, as-> 0, to
approximate the transport effect of the original fluctuating flow in view of the above lemma.
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Equivalently, we replace the spectral measvrep, 7) by the discrete measuke© (k, Ndk.p, VK € Z4/n,
max(k., 8} < |k| < K with V& (k, r) satisfying

di V& (K, 1) = —aolk [PV (k, 1) dr + |k|ﬁ\// £k dIk|(l — k ® k[k|72)Y2 dW (k, 1),
[ki<Ik’|<Ik|+1/n

(26)

whereW (k, 1), Vk € Z¢/n, max{k., 8} < |k| < K are independent standard Brownian motions. As discussed in
Section 3.1, the sampling drift is steady fo + 28 > 2 ora > 1; itis unsteady fotr + 28 < 2, o < 1.

The time-stationary, space- -periodic fislth™ (x, 1, w,), w € 2™ is a Markovian flow and can be represented as
atranslatey ¢ (x, t, w,) = VE (X, w, (1)), of steady, space-periodic field*™ (x, w,), wherew, (1), w, (0) = 0
is a Markov process of2 ™. As usual, we writev, explicitly only to emphasize its role.

For fixede, n, the displacemenk(r), in the periodic flow,c, +V©™ | is the sum of a mean motioyﬁ c:(s)ds,
and the fluctuationx(z) — fé c:(s)ds. After a proper rescaling — A%,x — AX,A — oo, the fluctuation
converges to a Brownian motion by a turbulent diffusion theorem for mixing flows [15]4(%t be the generator
for ¢?(r) + V&M (x, 1). The diffusion coefficientst]?’"), of the limiting Brownian motion are determined from the

(e,n)

random space- perlodusolutlonx(g ) (i.e. X can be viewed as a function defined@f") of the abstract cell

problem (cf. (16), see also [15])
LEM g = 4G 3 M (g +VED) Wy = —VEDin 20 i, 27

D" 1= 3V 1 A+ V) = =L A+ L 1 )

_ _%(<A(g,n)xi(8,n)xj(s,n)>n + <A(£,n)X.;8,n)Xi(a,n))n) — (Vﬂxi(s,n) . Aé&,n)vﬂxi;a,n))m Vi, j. (28)

with the periodic boundary condition, whefrg, is the average with respect®™ . Here we have used the following
identity
([(cs + V&MY . VX(E n)]x(e My +([(ee +VEM)Y . VX(E n)]X(e my
: ((Cs + V(s"n))Xi(F n)X](-s n))n = 0, (29)
which follows from the incompressibility af. + V") and the space-homogeneity(¢#, + V(s,n))xl_(&")xj(&ﬂ)m

The problem (27) is well-posed and has a unique solution, up to a constant (which does not affect (28)). In
Appendix A, we derive the minimum principle

D" (e) := DMe. e= inf(— (AED £, — (AED f1 £, (30)

with the space-periodic functiong, f related by
AED 4 (e, +VED) . VF+VED =0, in 2. (31)

It should be noted that the explicit form of the generator is not used for the variational formulation.
In the limitn — oo, the abstract cell problem (27)—(28) becomes

Ly +V¥ =0, in g (32)
We also have

DY) = lim D7 = (Vi) + (V") = (VP - AV (), Vi, (33)

n— oo
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following from (28). It is clear from (33) that the matrix®) = [Dl.(j)] is symmetric and positive-definite. We think
of D® as a measure of turbulent dispersion caused by eddies composed of subcritical wave numbers in interaction
with the sampling drift. We call it theddy diffusivity If the increments of the fluctuation of particle motion have
divergent step sizes as— 0, then the eddy diffusivity is cut-off dependent. Eq. (33) indicates the right solution
space for (32) in the limit of — 0: L%(.Q), the space of functions with homogeneous, square integrable fractional
gradient of ordepg.

From another perspective, the variance of the fluctuation— fé c.(s) ds after the rescaling — A%, x —
AX, A — oo can be expressed as the time integral

t
2/ Dfl‘:)‘(s) ds
it

of the Lagrangian velocity autocorrelation

A2s
D () = % / (VO x(s), )V (), 80 + (VO @(s), ) VO (x(s), ) ds'. (34)
0

Because the Lagrangian veloclyf®) (x(1), t) is a stationary Markov process [15,39], (34) can be rewritten as

A2s
D;’";%s):% f (W 20.0V @), ) + (V7 0.0V x(s). s ds’
0

1 225 » » » _
=3 / (VexpLs) Vi) + (VI exp(Ls') V) ) ds'.
0

In the limit A — oo, ij?)‘(s) tends to the following expressions

(VO LW+ (VOLO) = (VO + (7O x ) = DY (35)

ij

wherexj(.s) is the solution of (32).

When molecular diffusion is present, we denote the eddy diﬁusivitplﬁyf‘). As before,Dﬁg’”) can be charac-
terized variationally by adding the terms,«(V f - V f),, k(Vf’ - V f'), to (30) and a Laplacian termAf’, to
(31).

We turn to the second approach of space—time periodic approximatiol.(&t) (x, 1) be the approximating
sequence of space—time periodic fields, as stated in Lemma 1, with increasing space jpadadtiime period.,
for the velocity fieldv® with a subcritical cut-off. We work with the space—time period cell problem in which time
randomness in the Lagrangian dynamics is absent. To formulate a variational principle in this case, we need to
reinstate the molecular diffusion here.

For fixeda, n, the effective diffusivityD"™*, in the flowV &) (x, 1) exists and can be given by

A
DE"M () = infE/ idf KL+ Vf-VF+Vf -V fdxd, (36)
fAJon [0,n]4

where f, f’ are both temporally and spatially periodic with the perigd:, respectively, and are related to each
other by the following equation

KAf' = —2—{ — (e +VERM) YV vERD g
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(see [17,19]). The eddy diffusivitp’’ in the presence of molecular diffusion is the large scale limibgf"*,

ie.,
DY) = lim D&M, (37)
n,A—o0
The variational principle (36)—(37) is more useful than (30)—(31) when the temporal randomness of the velocity
is negligible as in Regime Ill. Another advantage for working with the space—time periodic setting is that a dual
variational principle can be formulated for the inverseldf ™" and can be used to obtain the lower bound for
DE™M (see [12,17,18)).

3.3. Variational bounds: fractional vector potential

3.3.1. Case 1: supercritical cut-off
When the sampling driftis present, i.e.> y., we show by the variational principles the following upper bounds
on the growth rate of the eddy diffusivity

gve=a=p)  for ¢ + B > 1,
log(1/e7<), for e +8 =1,
e for > 0,

Jl0og(1/eve), for a =0.

Vi, j, for some constar > 0. Note that~* is a better bound thas??-1=*=A) for o 4+ 28 > 2.
Take the trivial trial functionf = 0 in (30) and eliminate the first term in the functional. We calculate the second
term in (30) by studying the equation

Dl.(;) <C, fora+pB<1lorax<?0, Di(;-) < (38)

A(S,n) f/ + V(&‘Jl) .e= O’ (39)

(cf. (31)). Consider thdractional vector potential (the fractional stream function) in three dimensions (in two
dimensionsﬂf;‘”) of orderp defined by

RS = (—a) P27 Em (40)
via the Fourier transform. This means tlhﬁ(af) = Iim,,_)ooﬂﬁf’”) has the energy spectrum
L (41)

with a subcritical infrared cut-off. The usual vector potential and the stream function corresgdrd toWhat is
significant is that, forx + 8 < 1, (41) is integrable nedr = O uniformly as the infrared cut-off is removed, and
thus defines a homogeneous, square integtdpléhat is cut-off independent. Far+ g > 1, (41) is not square
integrable uniformly as the infrared cut-off is removed, and the second momblrgf)ajrows like

(H' 1) < e20e=P - for o+ 4> 1 (42)

and(|H}y?) < log(1/e”), fora + g = 1 ase — 0.
In terms ofH;f’”), (39) becomes

AP 4 (= A)PPHEY e = 0. (43)
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A straightforward energy estimate for (43) gives

—(ACD )y = (AP PHE e f), (44)
< JUHE™ e /(= a2 5712, (45)
(e.n) 42 i _ Ae,n) £1 £1
< (HE™ ¢l >n\/a0< A f1f1),,. (46)
Therefore,
(AP f £, < ZGHET - 6?), (47)
ao p

which, in the limitn — oo, is much less thaa?1=*=#) for smalle.
It is worth noting that the right side of (47) is, up to a factor independemt wfhat one gets in replacing the
Lagrangian autocorrelation in (34) by the Eulerian autocorreldﬁﬁﬁo, s—s) = (Vi(g) O, s)Vj(g) (0, s"), i.e.,

(0,¢]
/ R(0, 5)ds (48)
0

which is called the (Eulerian) Taylor—-Kubo formula, used extensively in the literature to approximate the eddy
diffusivity since Taylor’s work [42] (see also [35]). The physical significance of the bound (47) is that the eddy
diffusivity Dl.(;) of the fluctuation is bounded, as the infrared cut-off is removed, by constant times the Eulerian
Taylor—Kubo formula (48); the eddy diffusivity may be much smaller than (48) due to the spatial decorrelation of
velocity.

A different upper bound for the eddy diffusivity can be obtained by using the second variational principle (36).
First we note that the eddy diffusivity in the presence of molecular diffusion would be enhanced if we freeze the
time variable of the velocity fielt¥ ©. This can be easily seen as follows. DEf " be the eddy diffusivity for the
frozen velocity fieldv ¢ (x, 0)

_ _ 1
D¥"Me:=D¢Ve. e= ir}f—d/ kKA+Vf-Vf+Vf - Vf)dx (49)
J n=Jio,n)4

wheref, f/ are spatially periodic with period cell [@]¢ and are related by
KAf = —(cs +VED(x,0) - Vf —VEI(x, 0)-e

Since time independent trial functiorfsare admissible in (36), (49) is larger thay™"™ Vi > 0, given by (36).
Using the trivial trial functionf = 0 in (49) and the same energy estimate as above we have the upper bound
D® = lim D™ < (IH{[?).

n—oo

A better bound, however, can be obtained for steady, isotropic flows by a duality argument in conjunction with the
variational method (see [12]):

<C, for « <0,
DO < JUHY2) § « &7, for o > 0, (50)
< +/log(1/eve), for a =0,
which agrees with results by other approaches (such as RNG calculation of [7] and Green'’s function method of
[27]).
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When the sampling drift is present, the estimates (38) can be used to compare the transport effects of the sampling
driftand the subcritical wave numbers. lef 8 > 1, we have from (38) the bound for the timescale of the fluctuation
of particle motion.

672/ D) (e) > 622 tBD) _ 28/ H25-D),

which, in Regime 1, is the timescale of observation as determined from the sampling drift alone (cf. (24) and the
remark following). Therefore, the transport in Regime Il is dominated by the sampling drift.
Fora + 28 > 2, (50) implies the bound for the timescale associated with the fluctuation of particle motion

872/D(8)(e) >> 87280( — 872(170{/2),

which, in Regime lll, is the timescale of observation as determined from the sampling drift alone (cf. (24) and the
remark following). Thus, again, the transport in Regime Ill is dominated by the sampling drift.

3.3.2. Case 2: subcritical cut-off
When the sampling drift is absent, i.g.< y., or negligible, instead of (38), we have

Ce2vA=—e=F)  for ¢ + B > 1,
Clog(1/e?), fora+8=1,
Ceve, for > 0,

C/log1/ev), for a =0,

Vi, j, for some constar@ > 0. Note again that 7 is a better bound thas?¥ 1=*=#) fora 4+ 28 > 2.

The estimates (51) are derived by the same energy estimate as before. In this eafegand the velocity field
consists entirely of the subcritical wave numbers. As a resuin (38) becomes: in (51).

When the sampling drift is absent, the estimates (51) yield a lower bound for the scaling exponent. for
1, y < y. the fluctuation of particle motion is/z and is much less than

Veve(l—a—p)g—2q — gve(l—a—F—q

Thus, we have

Di(j) <C, fora+pB<1ora<0, Di(;) < : (51)

g>1+y—y@+p8), fora+p>1 (52)

The bound (52) is sharp when temporal fluctuations of the velocity fields are the dominant mechanism for transport
as in Regime V.
Fora 4+ 28 > 2,y <y, (51) implies

el < Ve reg—2 = g17V2,
Thus, we have
g>1—ya/2, for a+28=>2, (53)

which turns out to be sharp in Regime VI.

In the case of subcritical infrared cut-offs, it is often useful to know if the wave nunikers § dominate the
transport or not. For this purpose, we modify the previous variational method to estimate the transport effect of the
wave numbers much larger than the subcritical infrared cut-off. We replalog the velocity fieldU, consisting
entirely of wave numbergk| ~ § = ¢ andV® by the velocity field consisting of the wave numbés > 7.
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After other corresponding modifications are made, the variational method and the subsequent energy estimate after
substitution of the trivial trial function work the same way. We get the upper bound for the contribution, denoted
by D© = [D{?'], of wave numbetk| > ¢ to the total eddy diffusivityD;::

g2vd—a=B)  for o + B >1,
log(1/e?), for a +8=1,
gTre, for a« > 0,

Vl0og(1/ev), for a =0.

V; j, for some constar@ > 0. For specific applications of bounds (54) see discussions for Regimes V and VI.

DY) <cC, fore+p<lora<0 DY < (54)

4. Phase diagram fora < 1
4.1. Regime I: diffusive limits

First of all, as discussed in Section 3.1, the sampling drift is negligible in this regime: In (34} B < 1 and
a+28 <2,thenPB/(a+28—-2) > 2;ifa < 0anda + 28 > 2, then 2— o > 2. In either case, the transport
would be dominated by the fluctuating wave numbers.

Whena + 8 < 1, (38) implies

0< Iirgn ing(g)(e) < lim scl)JpD(g)(e) < oo. (55)
- £—

As we will see below thaD®) (e) should not vanish in the limit even with= 0, so the scaling is diffusive = 1

and the scaling limit should be a Brownian motidd = 1/2). The limit D*(e) = lim,_,oD'® (e), if exists, is the

(scale independent) eddy diffusivity. Similarly, fer< 0, the variational bound (50) implies the diffusive scaling

limit.

The eddy diffusivity probably does not vanish in the absence of molecular diffusion for the following reason.
From the turbulent diffusion theorem forixingflows, proved in [15], we know that, fg# = 0, « < 1, the scaling
is diffusive (¢ = 1) and the limit is a Brownian motion. A8 increases, the velocity correlation in time increases
and so should the rate of transport. But the upper bound (55) for the eddy diffusivity tells us that it cannot enhance
transport to the extent of changing the scaling limit as longeas 8 < 1 (this scenerio has been rigorously
justified in the regiore < 0, 8 < 1 in a different turbulent diffusion theorem faon-mixingflows, proved in
[15]).

Fora < 0O, the (ordinary) vector potentials for the flows are time-stationary, space-homogeneous and have
finite moments. Then the diffusion limit theorem of [14] holds for such flows if molecular diffusion is present
(ie,q = 1L, H = 1/2if « > 0). The effective diffusivity can be determined from a pair of variational prin-
ciples [19], one of which is (36). This is manifest in the existence of homogeneous (ordinary) vector potentials
whena < 0. As shown in [19], forsteady flowsthe existence of space-homogeneous (ordinary) vector poten-
tials is thesharp condition for a diffusive scaling limit with molecular diffusion. As time dependence of veloc-
ity becomes important witl8 < 1, the phase boundary defined &y+ 8 = 1,8 < 1 points to the fact that
the existence of space-homogenedtestional vector potentials becomes the criterion for the diffusive scaling
limit.

Fora + 8 > 1.« < 0 (thus,8 > 1 anda + 28 > 2), both the sampling drift and high wave numbers are
negligible. The effect of molecular diffusion may not be negligible for homogenization but the scaling law should
remain the same in the limit of vanishing molecular diffusion (see Section 6.1).
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4.2. Regime ll: space-freezing property

As we have seen from the analysis of the sampling drift and the applications of variational bounds, for
y>v, o+B>1 a+268<2 «a<l,

the sampling drift dominates the transport, and therefore,

_ B
a+28-1

by (24) (and the discussion afterward). Moreover, since the sampling drift is asymptotically uniform in space, the
displacement can be approximated asymptotically by

g= (56)

/2
X¢(0) + & / V (x¢(0)/es) ds. (57)
0

Eq. (57) is called the space-freezing approximation, in which the space dependence of the Lagrangian velocity is
suppressed. Eq. (57) defines a Gaussian process with stationary increments. It is easy to check that (57) converges
to a fractional Brownian motioB g (t) by computing its covariance tensor

(B (1) ® B (1)) = Ct?
with the Hurst exponent

1 a+p-1 1

and the coefficient

ek — 14 aglk|? —2\ 1 1-d
con[Rd (kK@ Kk k.

This scaling limit was first obtained in [16] by a different, rigorous approach.

4.3. Regime V: subcritical cut-off

If the cut-off is supercritical§ < k., the sampling drift is effectively intact, so the frozen path approximation
(57) holds along with the FBM limit witly given by (56).

If the cut-off is subcritical§ > k., the sampling drift is absent and the transport is determined by the fluctuating
velocity field. We further decompose the subcritical wave numbers into tkoses = ¢ and those much larger.
We have made the estimate (54) for the contribution of the latter to the eddy diffusivity.

By a simple spectral calculation, the velocity fidlid (x, #) consisting of the wave numbefg| ~ § can be
approximated by

s1Usx, 8%P1), (58)

whereU has the energy spectrum (7) fiéi} € [1, C] with a sufficiently large constar. Substituting (58) into the
equation of motion we have

dx? = e A=0=20Fy(x (1) /6177 1/6272P7 ) . (59)
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The effect of the wave numbells| > § is like adding a turbulent diffusivity to Eq. (59), i.e.,
dx? = e? =020ty (1) /617, 176227 ) dt + £179V/2D® dB (1), (60)

whereB(r) is the standard Browian motion af¥®) is the portion of the eddy diffusivity coming from the wave
numbersk| > § (cf. the discussion preceding (54)).

SinceU is a mixing flow, we expect the limit of (60) to be a Brownian motion. We also expect the time variable
in (59) to dominate, so we equatg1~®-2+1 — ¢21-28y gnd arrive at the expression

g=1+y—y@+p) (61)

in view of a generalized ‘diffusive’ scaling of (59). We check that the space variable in (59) is indeed relatively slow
in the sense

A-9y)/(q—By) <1, (62)
fora + 28 < 2. With (61), Eq. (60) becomes

dx?® = 07U/ @=BY) 1 n2)y dr 4 £179V/2D@ dB(r),  with p, = 177, (63)

The bound (54) and (61) imply that=4+v/2D® « gl=9tv=v@+h — 1 ase tends to zero. Subcriticality; <
1/(a¢ + 28 — 1), impliesn, — 0. Eq. (63) satisfies the conditions of the diffusion limit theorem of [29,30] for
mixing flows with a generalized ‘diffusive’ scaling (63)—(62). The limit is a Brownian motion with the diffusion
coefficients given by the Eulerian Taylor—Kubo formula

/OO(U(O, 1) @ U(0, 0))dr. (64)
0

The conditionx + 8 > 1 impliesqg < 1.
The scaling law withH = 1/2, g, given by (61), and the eddy diffusivity given by the Eulerian Taylor—Kubo
formula (64) holds in the other part of Regiida > 1) as well (see Section 5).

4.4. Regime It critical cut-off

When the infrared cut-off is critical, i.ey, = y. = (« + 28 — 1)~ the critical wave numbers are still present.
Therefore, the scaling exponent is given by (56).

Rescaling the velocity fielt, consisting entirely of wave numbejls| ~ ¢¥ but |k| < ¢ by (58), we have,
instead of (60), the equation

dxé = UXE(1)/eX 7, 1) dr + £179v/2D® dB (1),

whereU has the energy spectrum (28) supported i) andD® is the eddy diffusivity.
Sincey, > 1 andg < 1, we have in the limit — 0

dZ(r) = U0, 1) dr. (65)

Because the energy spectrumlfdoes not have small wave numbers, the pro@ess not self-similar. Thus,

the Hurst exponent is not well-defined. However, the long time asymptotics of (65) is a Brownian motion, due
to the mixing property ofJ, so we may associate the asymptotic Hurst expongattd the process defined by
(65).
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4.5. Regime llI; time-freezing property

In this regime, the sampling drift is a time independent, mean zero random variable whose second moment is of
order

ke
/ k|12 d|k| ~ €272,
0

The mixing time for the sampling drift is not less thafe#? . On this timescale the sampling drift transports particles
over the distances not less thatr®e—%# = ¢1=*=2f which is not less than the spatial observation scateifl
o + 28 > 2. Thus, the sampling drift appears steady on the observation scale. The time to exit a ball of fadius 1
based on the sampling drift aloneeisle®~1 = ¢*—2,

From (50) it follows that the time to exit a ball of radiugel with its center moving by the sampling drift,
is < €72, as a result of the spatially fluctuating, subcritical wave numbgais>> ¢). Thus, by (24) and the
remark following, the effect of the subcritical wave numbers is dominated by that of the sampling drift. Therefore,
we have

q = 1-— O[/2 (66)
The scaling exponent (66) is superdiffusive for 0. Note that
q—B/a+26-1)=(@/2+B8—-1D1—-—a)/(c+28—-1) <0

forl <o+ 28 < 2,a < 1, and thus, for the same the rate of transport in Regime Il is smaller (since faster
decorrelation in time tends to slow down the transport).

Since the transport is dominated by the effectively steady sampling drift, we may consider the velocity field
consisting entirely of the wave numbeks ~ k. = ¢ and freeze the time variable in the resulting velocity field as
¢ — 0. Rescaling as in (58), we have the equation

dx?(f) = £ 2UXE (1), 0) dr + £¥ 9/ 2 dw (1) (67)

in the presence of molecular diffusion.
Eq. (67) has a limit if and only if (66) holds, which also make the diffusion term vanish in the limit fer0.
Formally, the limit procesg satisfies

dZ(t) = U(Z(1), 0) dr, (68)

whereU has the energy spectrum (7) supportedkine (0, o). The supercritical cut-off is now removed by the
rescaling (58). This indicates the lindtis self-similar.

It should be noted that the velocity fieldlis a generalized function because of the ultraviolet divergence in the
energy spectrum dfl. Thus, Eq. (68) is not well-defined in the ordinary sense. Study of transport in generalized
velocity fields is interesting by itself, but we do not pursue it here. Our only purpose is to use the energy spectrum
of the velocity field as an indicator of the self-similarity of the limit process and to show how the space and the time
dependence of the velocity field enter the equation. The same remark applies to the same situation in the sequel as
well as (65) and will not be repeated.

We now identify the Hurst exponent @f From (8), we have the asymptotics for the covariance of the successive
increments on the time scale~ ¢~%

((X(21) = X(1)) - (X(1) — X(0))) ~ 12 ~ g=4H (69)
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On the other hand, by (24) and the remark following, the covariance of the successive increments on the time scale
t ~ ¢ is of order(k}~®s~27)2. Equating it with (69), we havél = 1/(2g). We hypothesize that the limit be a
fractional Brownian motion.

Molecular diffusion probably has no significant effect on the scaling law, though the presence of molecular
diffusion is needed in the variational principle (36). As remarked after (17) in Section 2, the molecular diffusion is
negligible forg < 1. Forg > 1, as largep gives rise to longer correlation times, the scaling law should have equal
or smaller scaling exponept However, since the time-freezing property has already set il forl and resulted
in a scaling exponent independentffthe absence of molecular diffusion would not change the scaling exponent
forg > 1.

4.6. Regime VI: subcritical cut-off

The results of the previous section hold for any supercritical cutsoft- 3. = 1) as the sampling drift is
essentially intact and dominates the transport.

For a subcritical cutoff we separate the wave numbgrs- § from |k| > § and rescale the equation as in Section
4.3 to obtain (60). As before, we expect the limit to be a Brownian motion. In this case, however, we expect the
space variable in the velocity field to dominate the transport. So we egifate”)—27+1 = ¢¥—1 and obtain the
scaling exponent

g=1—vya/2 (70)
Rewriting (60) withy, = ¢~ we have
dx® (1) = 07 UXE (1) /e, t /29 PV A1)y dr 4 61793/ 2D@ dB(r) + 1797/ 2cdw (7). (71)
The bound (54) and (70) imply that=7+/2D(©) « g1=9-7%/2 = 1. Sincey < 1 the factor in front of the molecular
diffusion also tends to zero as— 0. The time variable is relatively slow in the sense
n2@=FV)/A=7) 5 2
asu + 28 > 2.
The velocity fieldU has a fixed infrared cut-off, and consequently, gives rise to a space-homogeneous vector
potential, so, as suggested by the diffusion limits theorem of [14], the limit should be a Brownian motion.
The diffusion limit theorem of [14], however, does not apply directly because it was proved with a non-vanishing

molecular diffusion. Generalizing the theorem of [14] to the situation with a vanishing molecular diffusion such as
Eqg. (71) remains a challenging problem in turbulent transport (see also [32,33]).

4.7. Regime IIt critical cut-off

When the cut-off is critical, i.ey = 1, the critical wave numbers are still present and dominates the transport.
Therefore, the scaling exponent is given by (66).

The difference is that Eq. (67) now has the limit satisfying Eq. (68) with the energy spectituraugfported in
k| € [1, co) rather than0, co). As a consequence, the limit is not self-similar.

4.8. Phase boundary

The transport for the phase boundary 28 = 2,0 < o < 1 contrasts interestingly to regime on either side of
the boundary.
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When the cut-off is supercritical, the sampling drift is present and dominates the transport. Thus, we expect
from (56). Indeed, with that ang. = 1, we have as before the asymptotic equation

dx (1) = UXE (1), 1) dt + £179v/2D® dB (1),

whereU has the energy spectrum (28) supportefkine (0, co). In the limit, the diffusion term vanishes (cf. (38))
and the limitZ satisfies the equation

dZ(t) = U@Z @), 1) dt (72)

whose solution is expected to be a fractional Brownian motion.
When the cut-off is subcritical, we expegt= 1 — y + y8 from (61). With that andj, = ¢1-7, we have the
asymptotic equation

dx® (1) = n; YU(X/7e, t/n?) dr 4+ 179V 2D@ dB(r), (73)

where the energy spectrumUdfis supported ink| € [1, co). The diffusion term dies out in the limit as before (cf.
(54)) and the limitZ is a Brownian motion due to the spectrual gapliby a turbulent diffusion theorem of [15].

Contrary to Regimes 11,1} V, 11, 1Il “ and VI, both the time and the space dependence of the velocity field in (72)
and (73) affect the transport.

5. Phase diagram fore > 1

If the infrared cut-off threshold is fixed as tends to zero then the velocity is mixing in time, and by the turbulent
diffusion theory of [15], the scaling limit is a Brownian motiof = 1/2).

Anomalous scaling limits arise whéris coupled to the spatial observation scéle: ¢,y > 0. The exponent
characterizes the relation between the spatial observation gea@d the energy containing scalg1in this case,
superdiffusive scaling results from divergent mean kinetic energy as the infrared cut-off is removed; in particular,
when, the cut-off is supercritical, > max{(« + 28 — 1)~ 1, 1}, (Regime 1V), the energy containing scale is larger
than the spatial observation scale, and it results in a super-ballistic sgatinty2 and a regular limitH = 1).

Since the transport is dominated by wave numllefs- §, it is natural to rescale the velocity as

V (X, 1) = 172U (Sx, §%P1), (74)

where the velocity field) has the energy spectrum (7) supportegkine [1, co). Contrary toU occurring in the
case ofe < 1, the velocity fieldU in the case ofr > 1 is an ordinary function, since there is no ultraviolet or
infrared divergence, and temporally mixing due to the spectral gap in

In terms ofU, the equation of motion becomes

dx? (1) = 81 %e12UXE (1) /e, §%P1 /6%y dt = ¥ T2+ Y(x® (1) /617, 1762727 ) . (75)

Now that the infrared cut-off df) is 1, the limit is expected to be a Brownian motion as long as either space or time
variable is fast. Depending on the parameters, two types of diffusion limit theorems in the literature are pertinent to
the limit; one is based on velocity decorrelation in time [24,29,30,34] and the other based on velocity decorrelation
in space [14].

Eliminating the infrared divergence by rescaling is also the approach of Avellaneda and Majda [3], in which the
case of a critical cut-off = 1 was considered in the regigh< 1/2,0 < o < 2. Here, we adopt the same idea of
rescaling and generalize their results by using new limit theorems which were not available to them.



A.C. Fannjiang/ Physica D 136 (2000) 145-174 167

5.1. y > 1: Regimes V, IV and IV

Fory > 1,Eq. (75) does not have fast space variables. To have a non-trivial limit, we musghate 2 (« —1) >
0: Fory > 1, space variable is not fast in (75). To have a non-trivial limit, we must have 2+ y (o« — 1) > 0 or
2q — 1+ y(ax —1) = 0. The former case gives rise to Regimes V whereas the latter gives rise to Regimes 1V or IV

5.1.1. Regime V
When

2q—-14+y@—-1) >0, (76)
U in (75) has a large multiplier, so a non-trivial scaling limit requires rapid time relaxation, i.e.,

q>yB. (77)
By choosing a generalized ‘diffusive’ scaling for Eq. (75), i(@% 1e24—1)~1 = §f /¢4 or

g=1+y—y@+p), (78)
(75) becomes

dxé (1) = n; U~V @BYIxE (1), 1 /n?) dr (79)

with n, = 9787, Eq. (79) has the form of the classical diffusion limit theorem [6,24,34]. (Moreover, the velocity
field U is smooth and satisfies the mixing condition of Rosenblatt [40] eve for O sinceU has no smalk
components) Thus, the procegst) converges to a Brownian motidqit? = 1/2) with diffusion coefficients given
by the Eulerian Taylor—Kubo formula (64).

However, there is one constraint to be considered: (78) must be consistent with (77), ieist tend to zero
with ¢. This meang < 1/(a + 28 — 1), a subcritical cut-off.

5.1.2. Regime IV: smooth motion

If the cut-off is supercritical, as discussed in Section 3.1, the transport in this regime is dominated by the sampling
drift that is, in turn, dominated by the wave numbers near by the infrared cut-off. Time as well as space dependence
of the velocity field are irrelevant. Because both space and time variables are slow in the velocity field, non-trivial
scaling limit holds only ifs*~1¢29~1 = 1. Thus we have

q=Q0+y)/2—ya/2 (80)
Consistency, 6< g < y8, then implies thay > 1/(a + 28 — 1) and

a<141/y.
The limit proces< (¢) is advected by a constant drift

dZ () = U(0, 0)dr (81)

and is regular, or smoottHd = 1).
We note that the limit (81) is independent of the initial conditiéii0), is self-similar and has a well-defined
Hurst exponent.
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5.1.3. Regime IV critical cut-off
When 2; — 1+ y (e — 1) = 0, or, equivalently,

qg==A4+y)/2—ya/2, (82)
and

q=1vB. (83)
a non-trivial limit results. Combining (82) and (83), we have- 26 =1+ 1/y or

y=1/(@+28-1 (84)
which defines a critical cut-off fax + 28 < 2. The limitZ(z) satisfying

dz() =U(, r)dr (85)

is a smooth, Gaussian process. The Hurst exponent is not strictly well-defirigd ¥aiue to lack of self-similarity.
On large timescales, however, (85) has a Brownian motion limit mgemporally mixing, and thus, an asymptotic
Hurst exponent! = 1/2. This case is similar to Regime V.

In particular, whery =1 =1/(x + 28 — 1) andg = 8, Eq. (75) is independent &f i.e.,x*(r) = Z(¢) with

dZ@) = U@Z @), 1) dt (86)

The Hurst exponent is not strictly well-defined #¢¢) due to lack of self-similarity. But, as the velocity field is
temporally mixing, the long-time limit oZ () is a Brownian motion, by the turbulent diffusion theorm of [15]. So
H = 1/2 is the asymptotic Hurst exponent.

Another critical cut-off isy = 1 fora + 28 > 2. The equation of motion (75) becomes

dx? (1) = e27 4" 2UXE (1), 1 /624 7%P) dr
which has a non-trivial limit whep = 8 = 1 — «/2. The limiting procesZ (¢) satisfies
dzZ(t) = U(Z(z), 0) dr (87)

which is regular for finite times, but is not self-similar. Thus the Hurst exponent is not well-defined. It is not clear
whether an asymptotic Hurst exponent is well-defined either, since we do not know if, without molecular diffusion,
motionin three-dimensional, steady flows like (87) can be homogenized or not. Bounded and unbounded streamlines
may co-exist in steady flows, and if so, the resulting limit would depend on initial conditions (see discussion in
Section 6.1).

5.2. y < 1. Regimes V and VI

With y < 1, fast space variables now enter the picture. There are two regimes depending on whether time
dominates over space decorrelation or not.

5.2.1. Regime V: dominant time relaxation
This regime occurs whesf /e7 >> §/¢, or equivalently,

g>1-y+ypB (88)
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Then, by choosing the ‘diffusive’ scalings® 1e2—1)~1 = s /¢4  i.e.,
g=1+y—y@+p), (89)

Eq. (75) can be rewritten as (79), except that the space variable is also fast, albeit not fast enough to have an impact
in the diffusive scaling. In this case, the generalized limit theorems proved in [29,30] are applicable and they extend
the validity of the Taylor—Kubo formula to our situation. (Like the classical diffusion limit theorem, the generalized
limit theorems also require the mixing condition and regularity on the velagityoth of which are satisfied here.)
The limit is a Brownian motioriH = 1/2) with diffusion coefficients given by the Eulerian Taylor—Kubo formula
(64).

Condition (88) requires that

a+28 <2 (90)

5.2.2. Regime VI: dominant space decorrelation
For

g<l—-y+vyp (91)

velocity dependence on space now dominates over the dependence on time in the diffusive scaling of Eq. (75). By
choosing the scalingg®1c24-1)~1 = §/¢, or equivalently,

Eq. (75) is rewritten as
dX® (1) = n; 'UOE @) /ne, t/n2 9P/ dr, with pe = 177 (93)

The limit of (93) should be a Brownian motion &kgives rise to a space-homogeneous vector potential (cf. the
discussion in Section 4.5).
Consistency ((91) ang > 0) requires thatr + 28 > 2,y < 2/a.

5.2.3. Phase boundary
On the phase boundawy+ 28 = 2, Eq. (93) becomes

dx® (1) = 9 'UKE (1) /e, 1/0?) di (94)

with a temporally mixing flonJ. Space and time correlations play comparable roles in (94). From the turbulent
diffusion theorem for mixing flows [15], it follows that the soluti@fi(z) has a Brownian motion limitH = 1/2).

6. Conclusions

The supercritical and subcritical diagrams (Figs. 1 and 2) are divided by thexlite = 1, and the line,
o + 28 = 2, and/or the vertical lineg = 0,1, 1+ 1/y,2/y. Firstof all,« + 8 < lora < 0 defines a cut-off
independent diffusive regime, in which the sampling drift is negligible. Outside of the diffusive regime, the line,
a + B = 1, is the cross-over between short-ranged and long-ranged velocity correlations; the latter manifests
in the fact that the sampling drift dominates the transport and subcritical wave numbers are negligible. The line,
o + 28 = 2, is the cross-over between velocity dependence on space and on time; in the region above the line,
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velocity dependence on time is negligible, whereas in the region below the line velocity dependence on space is
negligible.

Figs. 3 and 4 are cross-sections of the full three-dimensional phase diagyam abnstant> 1 andy = 1,
respectively. In Fig. 3, the cut-off is supercritical for+ 28 > 1+ 1/y and subcritical forx +28 <1+ 1/y. In
Fig. 4, the cut-off is subcritical foix + 28 < 2 and critical fora + 28 > 2. Cut-offs withy < 1 are subcritical,
and thus, covered in Fig. 2.

The limit is one of the three kinds: Brownian motiéH = 1/2), persistent fractional Brownian motigf/2 <
H < 1) or regular, or smooth, motiofH = 1). The relationH = 1/(2g) holds fora < 1 with supercritical
infrared cut-off but neither for subcritical cut-offs nor fer> 1 (in these situations < 1/(2q), instead). For
the critical cut-offy = y,, the Hurst exponent is not well-defined. However, an asymptotic Hurst exponent may
be defined and it is equal tg/2. The diffusive regimé&g = 1, H = 1/2) is most robust in that the scaling law
is independent of any infrared cut-offs. The fractional Brownian motion limit of Regime Il and IIl as well as the
regular motion limit of Regime IV are not affected by supercritical cut-offs. All other regimes are cut-off dependent
explicitly.

Inthe case of subcritical infrared cut-offs, with the rescaling of the velocity field, the diagram can be understood by
means of three types of diffusion limit theorems in the literature: (i) one for which the spatial dependence of velocity
is negligible and the effective diffusivity is explicitly given by the Eulerian Taylor—Kubo formula [8,24,25,29,30],
(ii) another for which the temporal dependence of velocity is negligible, but molecular diffusion is assumed to be
present and the effective diffusivity is implicitly given by a pair of variational principles [13,14,19] or a Stieltjes
integral formula [4], and (iii) the other for which space and time dependence of velocity play comparable roles and
is referred to as turbulent diffusion theorems (two such theorems are proved in [15]). As in (ii), the turbulent eddy
diffusivity can be written as a variational principle similar to (30). After rescaling, Type (i) limit theorems apply to
Regime V; Type (ii) limit theorems apply to Regime VI and part of Regime I; Type (iii) limit theorems apply to part
of Regime | or on the phase boundary- 28 = 2, 0 < a < 2. All these types of limit theorems are insensitive to
the dimension.

Similarly, there should be three types of fractional-Brownian-motion limit theorems: one completely determined
by time dependence (Regime Il), another determined by the space dependence (Regime Ill) and the other determined
by both the time and space dependence of velocity (the phase bounda?$ = 2,0 < a < 1).

In the case of supercritical infrared cut-offs new phenomena emerge: dominant sampling drift, fractional Brow-
nian motion limits, critical infrared cut-off and related cut-off dependent effects. Although these phenomena are
introduced and analyzed for motion in three-dimensional, isotropic flows, they also arise in two-dimensional flows
or anisotropic flows such as random shear-layer flows. An important difference lies in the role in molecular diffusion
which is much more prominent for anisotropic or two-dimensional flows (see discussion in the next section). New
variational principles for the cut-off dependent eddy diffusivity are formulated and used to obtain general bounds
for the eddy diffusivity.

Contrary to subcritical and supercritical cut-offs, regimes (Il’, and V) with critical cut-offs produce limits
that are not self-similar and do not possess a well-defined Hurst exponent.

Scaling limts of turbulent transport in flows with a non-zero mean drift have different phase diagrams (see
[2,26,45]) and will be reported in a forthcoming paper.

6.1. Role of molecular diffusion
Molecular diffusion has at least two roles: (i) to eliminate possible dependence of scaling limit on the initial

point, as particles may be trapped by closed or bounded streamlines, so that the process may be homogenized; (ii)
to reduce dynamic velocity correlation in time, and thus, change the scaling law to one with larger scaling exponent
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g. The first role of molecular diffusion is prominent for transport in steady flows; without it, localized streamlines
would prevent homogenization from happening (see [18]). In this connection, molecular diffusion also helps to
blend the effects of streamlines of different scaling behaviors. In the present work, we assume homogenization and
focus on the second role of molecular diffusion.

Molecular diffusion is negligible in Regimes II, 111, IV, where the sampling drift dominates the transport, as well
as Regime V and part of Regime | (i.e.+ 8 < 1), where velocity decorrelation in time is significant. But its effect
is not so clear in Regimes VI and the other part of Regime | g.e- 8 > 1, ¢ < 0), where the spatially fluctuating
wave numbers dominate.

In this regard, when high wave numbers are negligible, aa forg > 1, one can go further by comparing the
term representing molecular diffusionA, and the term representing the flad, in (17), and see that, fg# < 1,
the effect of molecular diffusion should not affect the scaling law. As the velocity dependence on space dominates
over that on time, the scaling law is independent ai view of the discussion in Section 4.5 on effect of molecular
diffusion, we expect the scaling law f@r> 1 can be extrapolated from that fér< 1 to conclude the scaling law
of Regime VI is independent of molecular diffusion as welpas

Asa on the phase boundagy = 0) is bigger than that in the regidr + 8 > 1, « < 0), for giveng, the scaling
exponeny in the region, with a vanishing molecular diffusion, should not be less than that of the phase boundary,
which is 1. Thereforeg = 1 in this region and the diffusivity stugs bounded with a vanishing molecular diffusion.
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Appendix A. Variational principle for eddy diffusivity

To derive the variational principle (30) we consider a pair of period cell problems for an arbitrary constant unit
vectore

AED Y ED e 4 yEM) gy e L gEn e =0, in@®™ (A1)
AEM Y EM e 4y Emy gy G _gem e—0, in@® (A-2)

where botmff’") andy *" satisfy the periodice boundary condition. Note that (A.2) is simply the adjoint of (A.1)
asV " is divergence free.
Adding and subtracting (A.1) and (A.2) we obtain

A(e,n)X(e,n) T (e + \7(8,11)) . VX(&")’ -0 (A.3)

AEm  Em' 4 o 4 \EM) gy En _gen o0 (A.4)
where

KO =BG 4 ) = B e, »5)

First we established some useful identities for

D(s,n)(e) — D(a,n)e_ e— _(A(s,n)xf,n)/x_(f,n)h.
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Proposition 1.
D(a,n)(e) _ <X.(f’n)\7(€’n) L 6), = _<X£e,n)\7(s,n) €)= _(A(S,n)xis,n)xie,n)M‘ (A.6)

The first identify in (A.6) follows from integration by parts after multiplication of Eq. (A.l))éff”). To verify the
second, we make use Egs. (A.1), (A.2) and the divergence free propaff§y'dfin the following calculation

DEM(@) = (—AC" — (e +VED) . V) ),
= ([—AED " = (e +VE) VA ED = VED ey E) + (EVE e,

5 [FATHE = e VD) V)™ = VED gy O, 4 (FIVED e,

= ([ AC YO e + V) O IR = (EVE ) 4 (x VN e,
= ([—AED 3O 4 (e +VED) V) O L uEm gy o), — (xEIVED ),

— (€~,")\~/(£,n) e
(M)(x_ ) €)n.

Here we have used the identity
([ee + V&) - V™) = 3V - {lee + VO () = 0
as a result of the incompressibility of + V(" and the space-homogeneity @, + V™) (x*")2),.
Thus, in view of (A.5), the following result in clear.
Proposition 2.
DEM (@) = (4 EMTEM gy = (A e En)y  gEen e eny
Next, we derive the variational principle (30).
Let ¢ be the minimizer of the convex functional in (30) agidbe the periodic solution of the equation
AEM g 4 (o +VEM) . Vg £ VED =0 (A7)
Taking the first variation of the functional in (30) atve have
—(A®Mgsg), — (A©Me'sg"), =0 (A8)
where the variatiodg’ is related to the variatiofig by
A5 4 (¢ +VEM) . Vg =0 (A.9)
following (A.7). Substituting (A.9) into (A.8) and integrating by parts we get
(A g8g)y + (e +VE) - Vg'sg), =0
for all admissible variationdg. Thus
A g 4 (¢, +VEMY . V' =0 (A.10)

Since Egs. (A.3) and (A.4) (also (A.7), (A.10)) are well posed, we concludegthaty €™, g’ = x "' up to
constants.

By reversing the above argument, it is easy to seeghaty ¢, g’ = x & with x @ x @' given by (A.5)
are the minimizer of (30).



A.C. Fannjiang/ Physica D 136 (2000) 145-174 173

References

[1] M. Avellaneda, A.J. Majda, Mathematical model with exact renormalization for turbulent transport, Comm. Math. Phys. 131 (1990)
381-429.
[2] M. Avellaneda, A.J. Majda, Mathematical model with exact renormalization for turbulent transport, Il, Comm. Math. Phys. 146 (1992)
139-204.
[3] M. Avellaneda, A.J. Majda, Renormalization theory for eddy diffusivity in turbulent transport, Phys. Rev. Lett. 68(20) (1992) 3028-3031.
[4] M. Avellaneda, M. Vergassola, Stieltjes integral representation of effective diffusivities in time-dependent flows, Phys. Rev. E 52(3B) (1995)
3249-3251.
[5] A. Bensoussan, J.L. Lions, G.C. Papanicolaou, Asymptotic Analysis for Periodic Structures, North-Holland, Amsterdam, 1978.
[6] A.N. Borodin, Theory Prob. Appl. (Engl. Transl.) 22 (1978) 482—497.
[7] J.-P. Bouchaud, A. Georges, Anomalous diffusion in disordered media: statistical mechanics, models and physical applications, Phys. Rep.
195(4&5) (1990) 127-293.
[8] R.A. Carmona, J.P. Fouque, in: E. Bolthausen, M. Dozzi, F. Russo (Eds.), Diffusion approximation for the advection diffusion of a passive
scalar by a space-time Gaussian velocity field, Seminar on Stochastic Analysis, Random Fields and Applications, Birkhauser, Basel, 1994
pp. 37-50.
[9] R.A. Carmona, L. Xu, Homogenization for time dependent 2d incompressible Gaussian flows, Ann. Appl. Prob. 7 (1997) 265-279.
[10] J.L. Doob, Stochastic Processes, Wiley, New York (1953).
[11] W.E. Homogenization of linear and nonlinear transport equations, Comm. Pure Appl. Math. 45 (3) (1992) 301-326.
[12] A. Fannjiang, Anomalous diffusion in random flows, in: K.M. Golden, G.R. Grimmett, R.D. James, G.W. Milton, P.N. Sen (Eds.), IMA
Proceedings, vol. 99, Mathematics of Multiscale Materials, 1998, pp. 81-99.
[13] A. Fannjiang, T. Komorowski, A martingale approach to homogenization of unbounded random flows, Ann. Prob. 25(4) (1997) 1872—-1894.
[14] A. Fannjiang, T. Komorowski, An invariance principle for diffusion in turbulence, Ann. Prob. 27 (2) (1999) 751-781.
[15] A. Fannjiang, T. Komorowski, Turbulent diffusion in Markovian flows, Ann. Appl. Prob. 9 (3) (1999) 591-610.
[16] A. Fannjiang, T. Komorowski, Fractional-Brownian-motion limit for a model of turbulent transport, to appear.
[17] A. Fannjiang, G.C. Papanicolaou, Convection enhanced diffusion for periodic flows, SIAM J. Appl. Math. 54(2) (1994) 333-408.
[18] A. Fannjiang, G.C. Papanicolaou, Convection enhanced diffusion in random flows, J. Stat. Phys. 88(5-6) (1997) 1033-1076.
[19] A. Fannjiang, G.C. Papanicolaou, Diffusion in turbulence, Prob. Theo. Rel. Fields 105 (1996) 279-334.
[20] U. Frisch, Turbulence: the legacy of A.N. Kolmogorov, Cambridge University Press, Cambridge, 1995.
[21] J. Glimm, D.H. Sharp, A random field model for anomalous diffusion in heterogeneous porous media, J. Stat. Phys. 62 (1991) 415-424.
[22] J. Glimm, D.H. Sharp, Stochastic partial differential equations; Selected applications in continuum physics, Los Alamos National L.aboratory
preprint LAUR-96-4917.
[23] J. Kalda, On transport of passive scalar in 2d turbulent flow, in: J. Douglas Jr., U. Hornung (Eds.), Flow in porous media: proceedings of
the Oberwolfach Conference, 21-27 June 1992, Birkhauser, Basel, 1993.
[24] H. Kesten, G. Papanicolaou, A limit theorem in turbulent diffusion, Comm. Math. Phys. 65 (1979) 97-128.
[25] R.Z. Khasminski, A limit theorem for solutions of differential equations with a random right hand side, Theory Prob. Appl. 11 (1966)
390-406.
[26] D.L. Koch, J.F. Brady, Anomalous diffusion in heterogeneous porous media, Phys. of Fluids 31(5) (1988) 965-973.
[27] D.L. Koch, J.F. Brady, Anomalous diffusion due to long-range velocity fluctuations in the absence of a mean flow, Pty/é. FI1ié89)
47.
[28] A.N. Kolmogorov, A refinement of previous hypotheses concerning the local structure of turbulence in a viscous incompressible fluid at
high Reynolds number, J. Fluid Mech. 13 (1962) 82—85.
[29] T. Komorowski, Diffusion approximation for the advection of particles in a strongly turbulent random environment, Ann. Prob. 24 (1996)
346-376.
[30] T. Komorowski, Application of the parametric method to diffusions in a turbulent Gaussian environment, Stochastic Processes and their
Applications 74 (1998) 165-193.
[31] L. Koralov, Effective diffusivity of stationary vector fields with short time correlations, Random Oper. Stochastic Egs. 5(4) (1997) 303—-324.
[32] R.H. Kraichnan, Diffusion by a random velocity field, Phys. Fluids 13(1) (1970) 22-31.
[33] R.H. Kraichnan, Eddy viscosity and diffusivity: exact formulas and approximation, Complex Systems 1 (1987) 805-820.
[34] R. Kubo, Stochastic Liouville Equation, J. Math. Phys. 4 (1963) 174-183.
[35] J.L. Lumley, The mathematical nature of the problem of relating Lagrangian and Eulerian statistical functions in turbulence, Méchanique
de la turbulence. Coll. Intern. du CNRS & Marseille. Ed. CNRS, Paris, 1962.
[36] B.B. Mandelbrot, J.W. Van Ness, Fractional Brownian motions, fractonal noises and applications, SIAM Rev. 10 (1968) 422—-437.
[37] K.R. Parthasarathy, On the category of ergodic measures, lll. J. Math. 5 (1961) 648—655.
[38] L. Piterbarg, Short-correlation approximation in models of turbulent diffusion, in: S.A. Molchanov, W.A. Woyczynski (Eds.), Stochastic
Models in Geosystems, IMA, vol. 85, Springer, Berlin, 1997, pp. 313-352.
[39] S.C. Port, C.J. Stone, Random measures and their application to motion in an incompressible fluid, J. Appl. Prob. 13 (1976) 498-506.
[40] M. Rosenblatt, Markov Processes, Structure and Asymptotic Behavior, Springer, Berlin, 1971.



174 A.C. Fannjiang/ Physica D 136 (2000) 145-174

[41] G. Samorodnitsky, M.S. Tagqu, Stable Non-Gaussian Random Processes: Stochastic Models with Infinite Variance, Chapman & Hall, New
York, 1994.

[42] G.I. Taylor, Diffusions by continuous movement, Proc. London Math. Soc. Ser. 2(20) (1923) 196-211.

[43] L. Tartar, Nonlinear effects induced by homogenization, in: F. Colombini et al. (Eds.), Partial differential equations and the calculus of
variations: essays in honor of Ennio De Giorgi, Birkhauser, Boston, 1989.

[44] L. Tartar, Memory effects and homogenization, Arch. Rational Mech. Anal. 111(2) (1990) 121-133 .

[45] Q. Zhang, The asymptotic scaling behavior of mixing induced by a random velocity field, Adv. Appl. Math. 16(1) (1995) 23-58.

[46] Q. Zhang, J. Glimm, Inertial range scaling of laminar shear flow as a model of turbulent transport, Comm. Math. Phys. 146(2) (1992)
217-229.



