MAT 22A Problem Set 4 Solutions

1. Compute the inverse of the following matrices using Gauss-Jordan elimi-
nation and the augmented matrix:

2 1
@13 2
1 0 1
Mb) [0 1 1
2 0 1
(1 2 -1
¢ |1 4 1
-1 1 2
Solution.
(a)
2 1]1 0 2 11 0] -2
3201T2—§T1__0%—%1
(2 0] 4 -21in
0 3 -32 1]2n
1t o2 -1
o 1-3 2
SO 1
2 117 [2 -1
3 2 -3 2
(b)
1 0 1|1 0 0 (1T 0 1] 1 0 0]ri+rs
01 1|0 1 0 =01 110 1 0|lrg+rs
2 0 1[0 0 1fra—=2r1 [0 0 —1|—-2 0 1]
1T 0 0 ]—-1 0 1]
=01 0]-2 11
00 —1]|-2 0 1]—rs
1 0 0]-1 0 17
=01 0]-2 1 1
00 1|2 0 —1]
SO 1 -
1 0 1] -1 0 1
0 1 1 =[1-2 1 1
2 0 1 2 0 -1
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2. Compute the LU decomposition for the following matrices

2 1
® |3 3
2 0 1
(by 10 1 1
1 0 1
[1 2 -1
(¢) [-1 1 2
|14 1
Solution.

(a) From problem 1(a), we see that after using the multiplier ¢5; =

1
1

we got the upper triangular matrix U = {

1 0
3 1

decomposition is
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(b) Let’s use elimination to get the upper triangular matrix

2 01
0 1 1
1 0 1 7“3—%7“3
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We have our upper triangular matrix, and the only multiplier re-
quired was f3; = %, SO

o~ O
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o = O

1 1 1
1l =1o 1

1 1
1 3 2

(¢) Let’s use elimination to get the upper triangular matrix

1 2 -1 1 2 —1]
-1 1 2 ro + 11 = 0 3 1
1 4 1frg—r |0 2 2 ]|r3—2r
(1 2 —1]
=10 3 1
4
00 3]
The multiplier that we used were £o7 = —1, f31 = 1, {35 = % There-
fore the LU decomposition is
1 2 -1 1 0 0|1 2 -1
-11 2|=|-1 1 0|0 3 1
1 4 1 1 2 1100 0 3

O

3. Use the LU decomposition from the previous problem to solve the follow-
ing systems

(b) Ax =
-1
1
(c) Ax = |2
13

Solution.

We first use forward substitution to solve Lc = b then back substitution
to solve Ux = c.

(a) We have
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First, we use forward subsitution to solve
0 1| 1
2 1 C2 1]°

61:1

oo =

We find that

3
02:1—5012—

N =

Next, we use back subsitution to solve

b B[]

We find that
II,'Q——].
1
1‘1—5(1—1‘2):1
|1
sox=|_ I
(b) We have
2 01 1 0 0l1]2 0 1
01 1]=|0 1 0[]0 1 1
101 10 1[0 0 3
Using forward substitution to solve
1 0 0| | 1
0 1 0f [e2f =11
3 0 1] [es -1
we find
C1 1
62:1
1 3
a= —] — e = — .
C3 261 B
Now, we use back substitution to solve
2 0 1 T 1
0 1 1 To| = 1
1 3
0 0 5 I3 -3



We find that

1‘3:*3
Z‘QZI—JU3:4
1
{)3125(1—.’)3‘3):2
5T
sox=|4|.
-3
(¢c) We have
(1 2 -1 1 0 0] |1
-1 1 2| =|-1 1 0[]0
14 1 1 2 110

1 0 0 C1 1

—1 1 0| e = |2

1 2 1] |es 3
We find that

61:1

co=2+4+c1 =3

2
63:37617§62:O.

Now, we use back substitution to solve

1 2 —1| [z 1

0 3 1 To| = |3

00 3] [z 0
We find that

Tr3 = 0

1
$2=§(3—£L’3):1

1 =1—2x9+23=-—1

sox= |1
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4. Use the inverse matrices found in problem 1 to find the solution to the
following systems

(a) Ax:m
[ 1
(b) Ax =1
-1
1
(c) Ax = |2
13
Solution.
(a)
2 11 1
=3 21 T |1
(b) o
-1 0 1 1 -2
x=1-2 1 1 1| =1[-2
2 0 -1 [-1] |3
() L.
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5. Show that (AB)T = BTAT for the following matrices
2 1 1 2
(a) A= 3 2}’32[3 4]
(1 0 1 01 2
by A=10 1 1],B=|2 1 0
2 0 1 12 3
(1 2 -1 0 0 1
) A=|1 4 1|,B=1]1 0 0
11 2 010
Solution.



We have

2
1=
|5
19
so (AB)T = E 194]. Next,
BTAT =

:
K

We see that indeed (AB)T = BTAT.

We have
1 0
AB= |0 1
2 0
1 3
=3 3
1 4
1 31
so (AB)T = |3 3 4| . Next,
5 3 7
[0 2
BT AT 11
2 0
1 3
=13 3
5 3

We see that indeed (AB)T = BTAT.
We have
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so (AB)T=|-1 1 2 |. Next,
1 1 -1
[0 1 0 1 1 -1
BT™AT=10 0 1|2 4 1
1 0 0] |-1 1
2 4 1
=|-1 1 2
1 1 -1

We see that indeed (AB)T = BTAT.
6. Let A € R"*". Show that AT A is a symmetric matrix.

Solution.

Let D = AT. Then di; = aj;. Now, we see

(ATA);; = DA
= Z dikay;
k=1
= Z Qi Q-
k=1
AT A is symmetric if (ATA);; = (ATA);;. We see that
(ATA)ji =) djpag
k=1
= Z Akj Qs
k=1
= Z QL3 Qkj
k=1
= Z dipa;
k=1

ATA);

—~

so AT A is indeed symmetric.



7. Let E;; € R"*" be the elimination matrix

1 0 0

Eij =
—l;; 0
1

where ¢;; is a multiplier in position (4, j). Show that

1 0 - 0
1
Bl = .
gij 0
1

where ¢;; is in position (4, j).

Solution.
Here are two ways we can show that the given matrix E; !is indeed the

inverse.
(a) We will consider E;jx = b to find x = Eiglb. By considering E;;jx =
b, we see that
xrp = b1

LL’QZbQ

Ti—1 = b1
—EijIj +x; =b;

Tiy1 = biy1

T, = b,.

We know that x; = b;, so x; = £;;b; + b;. Now, finding a matrix so
that x = Eiglb, we see that indeed Eigl is the matrix given above.

(b) Alternatively, we can show that EZ—;IE,»J» = EijEigl =1



