MAT 22A Problem Set 6 Solutions

1. Find the complete solution to

131 21" -3
2 6 4 8|V =~
00 2 4 'z 2
Write the complete solution as x = x, + X,.
Solution.
First we row reduce the augmented matrix
131 2|3 [1 3 1 2| =3]r—3m
2 6 4 8] —4|lro—2r;=10 0 2 4| 2
00 2 4| 2 0 0 2 4| 2] rg—mr
(1 3 0 0 —4]
=10 0 2 4| 2 %
00 0 0f O]
1 3 0 0] —4]
=0 0 1 2 1
00 0 0f O]
—4 —3x2 -3 0
10 | x| 1 0
We see that x, = 1 and x,, = Y To + x4 o Thus,
0 XTq 0 1
the complete solution is
—4 -3 0
0 1 0
X = 1 + X9 0 + x4 _9
0 0 1
O

2. Give an example of a matrix A for each of the four possibilities for lin-
ear equations depending on the rank r. Show that the matrix has the
corresponding number of solutions.

Solution.
Let A be an m X n matrix, and rank(A4) = r.

(a) If r = m = n, A is an invertible matrix, so Ax = b has only one
solution. For example, consider A = I.



(b) If r = m < n, we can consider the matrix [(1) (1) 8] . Then

100
[0 1 0} x=b
b1 0
has infinitely many solutions of the form x = |by| + z3 |0
0 1
10
(¢) If r = n < m, we can consider the matrix [0 1|. Then
0 0
10
0 1|x=Db
0 0

has solution x = {21} if b3 = 0. If b3 # 0, then the system has no
2

solution.

1 0 0 O
(d) Ifr < mand r < n, we can consider the matrix [0 1 0 0|. Then
00 0O

10 00
01 0 0lx=b
0 00O
b1 0 0
NP . bo 0 0
has infinitely many solutions of the form x = 0 +x3 1 424 0
0 0 1

if bg = 0. If bg # 0, then the system has no solution.

3. Find a basis for the column space and nullspace of A. What is the dimen-
sion of the nullspace and columnspace? What is the rank of A?

11 0
A=11 3 1
3 1 -1



Solution.
First, we find rref(A).

11 0 1 1 0]r—1ir
1 3 1| r—7r =10 2 1
3 1 -1 T3 —37"1 _0 -2 -1 7’3+7‘2
o _%_
=10 2 1]|4inr
0 0 0]
o _%_
=0 1 3
0 0 0|
We see that a basis of the column space is given by the first two columns
1 1
of A. Then |1|, |3]| form a basis of the column space of A. For the
3 1
273 2
nullspace, we solve Ax = 0, so x = *%Z‘g , SO f% forms a basis
I3 1

of N(A). We see that the column space is 2-dimensional and N(A) is
1-dimensional. The rank of A is the dimension of the column space (=di-
mension of the row space = number of pivots), so rank(A) = 2. O

. Suppose uj, ug, us are linearly independent.

(a) Let vi = ug —usz, vo = w3 — us, and vs = u; — uy. Determine
whether vy, vo, vg are linearly independent.

(b) Let vi = uy + u3, vo = uj + ug, and vz = u; + uz. Determine
whether vy, vo, vg are linearly independent.

Solution.
(a) vy, v, and vy are linearly independent if
c1Vi1 4+ cavo +c3vy =0
requires ¢; = co = c3 = 0. We see that

0= C1V] + C2Va + C3V3
= c1(ug — u3) + cz(u; — u3) + cz(u; — uy)
= (ca + ¢c3)ug + (¢1 — c3)ug + (—c1 — c2)us.

Since uj, us, and ug are linearly independent, so

CQ+03:0
61763:0
—81—6220



and we have that co = —c3, ¢1 = ¢3 and ¢co = —cy. Letting ¢ = 1,
we see that ¢ = —1, and ¢3 = 1. Then, we see that

V1—V2+V3:0

S0 Vi, Vo, and v3 are not linearly independent.

Again, vy, vo, and v3 are linearly independent if
C1V1 + C2Vy + Cc3V3y = 0
requires ¢; = ¢ = ¢z = 0. We see that

0=c1vy +cvy + c3vs
Cl(u2 + ng) + Cz(lll + 113) + 03(111 + LIQ)
(CQ + 63)111 + (61 + Cg)llz + (61 + CQ)IIg.

Since uy, us and ug are linearly independent,

co+c3=0

c1+c3 = 0

c1+c=0
So ¢ = —c3, ¢4 = —c3 and ¢4 = —co. Then we must have that
co = c1 from the first two relations and so ¢; = —c¢;. Then ¢; = 0,

80 cg = 0 and ¢z = 0. Thus, vy, v, and vj are linearly independent.

O



