MAT 22B Lecture 6: First-Order Difference Equations and
Benjamin Godkin Introduction to Second-Order Differential Equations July 7, 2022

1 First-Order Difference Equations

So far, we have considered continuous models, but now we explore discrete models which will lead us to difference equations.
A first-order difference equation is of the form

yn+1:f(nayn)7 n:0,1,2,....

The difference equation is called first-order, because f is a function of y, and not any other previous values such as
Yn—1,Yn_2,.... The difference equation is linear if f is a linear function of y,; otherwise it is nonlinear. A solution is
a sequence of numbers yg, y1,... that satisfies the equation for each n. The initial condition yy = « specifies the first term
of the solution sequence, and we may compute the terms that follow.

1.1 Equilibrium Solutions

Suppose
Ynt1 = f(yn), n=0,1,2,...,
where f only depends on y,. Then,

y1 = f(yo)

y2 = f(v1) = f(f(yo))

Ys = f(yz) = f(f(f(yo))) = f3(y0)>
and so

We may want to understand the behavior of y,, as n — oo, and equilibrium solutions will give us a picture of how solutions
behave. If y,, has the same value for all n, y,, is called an equilibrium solution, and such a solution satisfies the equation

Yn = f(yn)

1.2 Linear Equations

Consider the difference equation
Yntl = PYn +bn, n=0,1,2....

First, let’s solve the equation in terms of the initial value yo. To do this, let’s compute 41, y2, ..., and see if we spot a pattern
developing. We have
Y1 = pYo + bo,
Y2 = py1 + b1

= p(pyo + bo) + b1
= P2y0 -+ pbo + b1,

and

Ys = py2 + b2
= p (p*yo + pbo + b1) + b
= pyo + p*bo + pb1 + ba.

After comparing y1, y2, and y3, we see that

Yn = Pnyo + pn71b0 +- an—2 + b1
n—1

=p g+ Y " b
i=0
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Now, let us suppose that b, = b # 0 for all n. Then,

n—1

Yn=p"yo+bY_ p" 1

§j=0
1—p"
1—

o b n b
=p (Y 71_[) 71—p'

Now, let’s determine the long-time behavior of y,,.

=p"yo + b

1. If |p| < 1, then y,, — % as n — oo.
2. Suppose |p| > 1.

(a) I yo = lfbp, then y, = lfbp for all n.

(b) If yo # fbp, then there is no (finite) limit.
3. If p = —1, there is no limit.
4. If p =1, we need to go back to the difference equation,

Ynt+1 = PYn + b
=Yn +0

and so y, — 00 as n — oo.

1.3 Nonlinear Equations

Consider the logistic difference equation
Y
Yn+1 = PYn (1 - ?)
or
Un+1 = PUn (1 - un) 5

where we used the change of variable
Yn

Uy = .

k
Now let’s find equilibrium solutions,

Up = pUp (1 — uy)
pup + (1 —p) =0
U, (pun +1—p) =0,

and so u, =0 and u,, = % are our equilibrium solutions. Now, let us draw the associated cobweb (stairstep) diagram.

2 Second-Order Linear Differential Equations

After exploring first-order differential equations, we now turn our focus to second-order linear differential equations. Consider
the following differential equation,

d*y dy

2= fty,=2).

az = < at

This is a second-order differential equation, and it is linear if

(1) =)= 0% ~ aton
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where g, p, and ¢ are given functions of ¢. Our general second-order linear differential equation is

v+ o)y +at)y = g(t).
The initial value problem now requires us to specify
y(to) = wo
and
y'(to) = Yo-
That is, we now require specifing an initial point (¢, yo) and an initial slope y|. The second-order differential equation is

called homogeneous if g(t) = 0 for all ¢t. Otherwise, it is called nonhomogeneous. Solving the nonhomogeneous problem
requires us to first solve the homogeneous problem, so we now examine the homogeneous case.

3 Homogeneous Differential Equations with Constant Coefficients

Consider
ay” + by’ +ey =0,

where a, b, and ¢ are given constants. Recall that we have already seen how to solve the differential equation! Solving the
second-order linear constant coefficient homogeneous differential equation relies on two key ideas: a good ansatz and linearity.

3.1 Idea I: Ansatz and the Characteristic Equation

Suppose y = e"t is a solution to the differential equation. Then

ay” + by' +ey=a (ert)” +b (ert)’ + cet
= ar?e™ 4+ bre™t 4 ce™
=e" (ar2 +br + c) ,
and so we want
et (ar2 + br + c) =0.
Now, et # 0, so we require
ar? +br + ¢ =0.

This equation is called the characteristic equation of the differential equation and has two roots, 71 and ro. Depending on
the constants a, b, and ¢, we may encounter roots which are real and distinct, real and repeated, or complex conjugates. For
now, let us assume r; and r, are distinct real roots. Then,

y1 = e’

and

Yo =€

are both solutions to the differential equation.

3.2 Idea II: Linearity

If y1 and y5 are solutions of the differential equation, then y = c1y1 + coy2 solves the differential equation. Why? We see that
ay” +by' + cy = a(ciyr + cay2)” +b(ciyr + caya) + ¢ (cryr + caya)
= ac1yy + beryy + ceryr + acayy + beays + cayo

= (ar% +bry + c) et ey (ar% + brg + c) et
= O’

since r1 and 7y are roots of p(r) = ar? + br + c.
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3.3 The Initial Value Problem

We have confirmed that
y(t) = cre™t + cpe!

solves the differential equation, and we call this the general solution. We obtain a specific solution to the initial value problem
by determining the constants ¢; and ¢y using the initial values

y(to) = o
and

y'(to) = Yo-

Consider the initial value problem

4" =8y +3y=0, y(0)=2, y'(0)=;.
First, the characteristic equation is
p(r) = 4r* — 8r + 3.
Next, we find the roots of p(r),
4r* —8r+3=0
(2r — 1)(2r — 3) =0,

and so r; = % and ro = % Thus, our general solution is

3t 1t
Yy = c1e2” + coe2”.

Now, we determine c¢; and ¢ using the initial conditions. We have

2 =y(0)
=c1 + ¢,
SO
C1 = 2 — Ca.
We now have that . )
y=(2- cz)eft + coe??,

SO

—_

3
y = 5(2 — CQ)e%t + Zegeit,

[\)

Using the second initial condition, we have

5 =70
% = 2(2 — CQ) + %CQ
1:3(2702)4*62
-5 = —202
5
C2 = 9
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and so
c1 = 2 — Co
2
1
=3

Thus, our solution to the initial value problem is

o~
_|_
DN | Ot
9]
Nl=

3.4 Long-time Behavior
Our general solution to the second-order linear constant coefficient differential equation is

y = c1e"t + cpe™t.
What happens as t — co? We see that the behavior of the solution as ¢ — oo depends on the roots of the characteristic
equation. We will return to this question after figuring out how our general solution presents itself when we come across
complex and real repeated roots.



