COMPUTATIONAL SHOCK FORMATION FOR THE MULTI-DIMENSIONAL EULER EQUATIONS
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ABSTRACT. Based on Arbitrary Lagrangian Eulerian (ALE) coordinates, adapted to the fast acoustic characteristic surfaces,
and a new class of Differentiated Riemann Variables (DRV) that were devised in [8], we introduce a 4th-order accurate Com-
putational Shock Formation (CSF) algorithm. Smooth, locally compressive, and generic initial conditions form discontinuous
shockwaves, but prior to the development of such a surface of discontinuity, a spacetime codimension-2 manifold is formed.
This manifold, called a pre-shock set consists of all spacetime points at which the gradient of the Euler solution has first be-
come infinite. Specifically, from smooth and compressive data, the Euler solution first forms a C 1/3 solution, with the cusp
forming along this pre-shock manifold of gradient catastrophes. It is directly from the pre-shock set, that the discontinuous
shock surface develops. By a transformation of spacetime which flattens the pre-shock manifold onto a horizontal time-slice,
our CSF algorithm uses DRV in ALE coordinates to accurately compute the pre-shock manifold, and as well as the C Y3
Euler solution about this pre-shock set. This is essential for the problem of Computational Shock Development.
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1. INTRODUCTION

Solutions to the Euler equations of gas dynamics exhibit extraordinarily varied qualitative features that depend on
the initial conditions being either smooth or discontinuous. Most modern numerical schemes for Euler have been
designed to accurately simulate the propagation of shock waves, contact discontinuities, and rarefaction fans that arise
from discontinuous data. On the other hand, for smooth and compressive initial data, solutions to the Euler equations
evolve towards shockwaves and “weak characteristic discontinuities” and produce fine-scale cusp structures which
most computational algorithms are not equipped to simulate.

As has been proven in [8], generically, starting from smooth and locally compressive initial conditions, sound waves
propagate, forming sharper and sharper fronts, until a succession of (Eulerian) gradient catastrophes occur, from which
the discontinuous shockwaves emerge. Specifically, smooth and steepening sound waves first form a C 3 cusp-type
solution along a spacetime manifold called the pre-shock set, a collection of points in spacetime where the gradient
of the Euler solution has become infinite, but the solution itself remains continuous. From this pre-shock manifold,
the discontinuous shock surface develops instantaneously. Landau & Lifschitz [5, Chapter IX, §96] conjectured that
together with the emergence of the discontinuous shock wave, two other “weak characteristic discontinuities” simul-
taneously emerge from this pre-shock manifold. This was proven to be true in [1]; in addition to the shock wave,
there exists a slow acoustic characteristic surface and a vorticity-carrying (and entropy-carrying) characteristic surface
that both emanate from this pre-shock set. The former is called the weak rarefaction wave and the latter is referred
to as the weak contact discontinuity. Together, these three surfaces that emanate from the pre-shock set split the
spacetime into four regions, each with its own solution structure. While it is well-known that Euler solutions experi-
ence entropy-producing jump discontinuities across the shock front, it has only recently been established in [1] that
gradients of the Euler solution produce C' 3 cusp singularities along the weak contact and rarefaction surfaces, which
explains the “weak characteristic discontinuities” terminology of Landau & Lifschitz. High-order numerical methods
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for gas dynamics have not been optimized to accurately reproduce the locations of such characteristic surfaces nor to
capture the associated fine-scale cusp structures, which do not exist in Riemann problems or in solutions that evolve
discontinuous data. To be precise, in order to accurately approximate the emergent derivative-cusp structure and the
weak characteristic discontinuities that emerge from smooth data, it is first essential to accurately compute the precise
location and structure of the pre-shock manifold of first gradient catastrophes, and to accurately compute the C 3 Buler
solution about this pre-shock set. We shall refer to the numerical propagation of smooth, generic, and compressive
initial conditions up to the pre-shock manifold as Computational Shock Formation (CSF). The numerical solution of
the Euler equations that uses the pre-shock manifold as the initial Cauchy surface and evolves the discontinuous shock
wave solution that emanates from this pre-shock set is termed Computational Shock Development (CSD).

Our focus in this work is the development of a 4th-order accurate numerical algorithm for Computational Shock
Formation for solutions of the Euler equations in two space dimensions:

O(pu) + div(ipu @ u+ pI) =0, (1.1a)
Orp + div(pu) =0, (1.1b)
OE + div(u(E +p)) =0, (1.1¢)

where the pressure p = (y—1) (E — % p|u\2) is related to energy, density, and velocity of the ideal gas law and v > 1
is the adiabatic exponent. Here, u = (u!,u?) denotes the fluid velocity vector field, p is the strictly positive density
function, and F is the total energy. Prior to the formation of discontinuous shocks, conservation of energy (1.1c) can
be replaced with the transport of specific entropy s,

Ois+u-Vs=0, (1.1¢”)
in which case the pressure can be expressed as a function of entropy and density by
p(s,p) = 3ple’.

1.1. Shock formation in compressible Euler. The mechanism of shock formation by the steepening of sound waves
can be viewed geometrically as the narrowing distance between nearby fast acoustic characteristic surfaces. Com-
pression in the initial conditions is determined by large negative slopes present in at least one of the state variables.
Initial conditions are termed generic if a large negative slope has a non-degenerate local minimum.” In a neighborhood
of such a local minimum, in which the slope is negative, the fast acoustic characteristics emanating from such a neigh-
borhood evolve towards one another and impinge in finite time. The nature of the local minimum of the negative slope
in the initial data produces a unique time and spatial location for the first such impingement of nearby characteristic
surfaces. This time coincides with ¢ = T*, the time of the first gradient blowup of the Eulerian state variables, and
the spatial coordinate y* = (y7,y4) (of this first characteristic impingement) corresponds to the location of the first
gradient blowup. Geometrically, the spacetime point (y*,7™) is the minimum of the spacetime pre-shock curve that
was described above. We refer the reader to [2—4] for a detailed analysis of shock formation for the multi-dimensional
Euler equations up to the spacetime location (y*,T™*) and to [8] for a the analysis of the Euler shock formation pro-
cess (well past the time ¢ = T of first gradient singularity) up to the boundary of the Maximal Globally Hyperbolic
Develepment (MGHD), the largest possible spacetime set on which the Euler solution remains smooths, and in which
characteristic flows are invertible.

In order to explain our geometric framework for shock formation, it is convenient to choose initial conditions and
coordinates (z1,x2) in such a way that the largest negative slope of our state variables occurs along the x;-axis,
resulting in sound waves initiating their steepening process as they propagate in this direction. As time evolves, the
distance between fast acoustic characteristic surfaces, that at initial time ¢t = t;, are parallel to the transverse xo-
direction, begins to narrow and eventually converges to zero. This is displayed in Figure 1, where in the left panel, we
show the spacetime set in Eulerian coordinates. The horizontal plane bounding the spacetime box from below denotes
the initial time-slice {¢ = t;,} with coordinates (1, x2) (for the two-dimensional periodic spatial domain), while the
vertical axis has time ¢ as the coordinate. Six characteristic surfaces are shown to impinge as they evolve (upwards) in
time onto the surface of first singularities. This surface consists of the pre-shock curve (shown in black) together with
the singular surface (shown in red) which emanates from the pre-shock in the downstream direction and consists of a
continuum of gradient catastrophes. The slow acoustic characteristic surface (shown in green), which also emanates
from the pre-shock in the upstream direction, is a Cauchy horizon which the Euler solution can never reach.

ITh almost the identical manner, our computational shock formation algorithm can be implemented for the Euler equations in three space dimensions.
2A local minimum is non-degenerate if the second-derivative test from calculus can be applied.
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FIGURE 1. (Left). Spacetime in Eulerian coordinates. The characteristic surfaces are shown to
impinge on the surface of first singularities, which consists of the pre-shock curve (black) together
with the singular surface (red) which emanates from the pre-shock in the downstream direction and
consists of a continuum of gradient catastrophes. The slow acoustic characteristic surface (green)
which emanates from the pre-shock in the upstream direction is a Cauchy horizon which the Euler
solution can never reach. (Right). The spacetime in Arbitrary Lagrangian Eulerian (ALE) coor-
dinates denotes the region below the union of the ALE pre-shock curve (black), the ALE singular
set (red), and the ALE slow characteristic surface (green). In ALE coordinates, each fast acoustic
characteristic surface has been flattened. The surface shown in magenta denotes the fast acoustic
characteristic surface that passes through the pre-shock curve.

In the right panel of Figure 1, we display the evolution of the same six characteristic surfaces, but in Arbitrary
Lagrangian Eulerian (ALE) coordinates which have been adapted to the fast wave speed. Specifically, the ALE co-
ordinates (which we will discuss below) are chosen to “freeze” the fast characteristics and (vertically) flatten those
surfaces. We display the ALE pre-shock curve (black), the ALE singular set surface (red), and the ALE slow char-
acteristic surface (green). In both the left and the right panels, the surface shown in magenta denotes the unique fast
acoustic characteristic surface that passes through the pre-shock curve.

The horizontal plane bounding the spacetime box from above is the final time-slice of the dynamics {t = tgn}.
The spacetime lying underneath the surface consisting of the union of the green Cauchy horizon, the black pre-shock
curve, the red singular set surface, and the final time-slice, is the largest spacetime, contained in the box T2 x [tin, tfin]s
on which the Euler solution remains smooth, and all characteristic families remain invertible. We call this spacetime
the Maximal Globally Hyperbolic Development in a Box (MGHD]) of the smooth, locally compressive, and generic
initial data that is prescribed on the initial time-slice {¢ = ti, }.

The spacetime of the is larger than the spacetime associated to the physical shockwave solution. The shock
surface, which also emanates from the pre-shock curve, is tangential (along the pre-shock curve) to the singular set
surface, but lies strictly underneath this singular set. Computationally, it is essential to evolve the Euler solution only
up to the pre-shock curve (black curve in Figure 1), and to classify the Euler solution in an open neighborhood of this
curve. We parameterize the pre-shock curve with time as a function of the transverse xo-coordinate, t = ¢t*(x3), and
the 1-coordinate, x1 = Xj(x2). By extending this parameterization as a constant in the x;-direction, we define the
cylindrical surface shown in orange in Figure 2, as the upper bound for largest spacetime set containing the physically-
relevant smooth solution.

We design the Computational Shock Formation algorithm for the purpose of numerically evolving smooth, com-
pressive, and generic initial data up to the cylindrical surface t = ¢*(x5) with 4th-order accuracy, and then computing
a fractional-order Puiseux expansion for the Euler solution at each time ¢*(x2).

1.2. The spacetime domain. A key challenge of computational shock formation in multiple space dimensions comes
from the nontrivial time-dependence of the curve of pre-shocks, parameterized® by 1 = X (x2) and t = t*(x2)
where the a priori unknown function £* must be determined as part of the solution and depends upon the initial data.
Standard differencing stencils provide can provide accurate approximations to the Euler solution only up to the time
for the first gradient singularity, which is the minimum temporal value ¢ = T on the curve of pre-shocks. As the

3We shall provide a precise definition for the curve of pre-shocks and the parameterization 1 = X (x2) and t = ¢*(x2) in Section 3.5.1 below.
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FIGURE 2. The ALE spacetime Q* := {2z = (z1,22,t): @ € T, t;, < t < t*(22) < tgin} is
displayed. The pre-shock curve (X7 (z2),t*(z2)) shown in black is extended as a constant-in-z;
cylindrical surface shown in orange. Computational shock formation requires the evolution of the
Euler solution up this cylindrical surface. The nearly vertical magenta surface intersects the curve
of pre-shocks and separates spacetime into the upstream region (to the left) and the upstream region
(to the right).

shock surface-of-discontinuity begins to emanate from this pre-shock curve for times ¢ > T, traditional numerical
algorithms are forced to employ shock-capturing methods which necessarily have only 1st-order accuracy at the shock.
We shall take a different approach to the computation of the Euler solution in the ALE spacetime set

Q :={(=z,t) = (1, 22,t): T € T2 tin <t < t*(z2) < thn}, (1.2)

shown in Figure 2 as the spacetime inside the box T? x [tin, tfin] and bounded above by the orange cylindrical surface
t < t*(x2). For smooth, locally compressive, and generic initial data, the Euler solution remains smooth in *, and
while the Eulerian gradient of the solution experiences a continuum of “first” blowup at ¢ = ¢*(x3), in the ALE
coordinates that we shall define below, our CSF-computed solution remains smooth, even up to the boundary of this
spacetime set. In order to numerically solve the Euler equations up to the cylindrical surface t = ¢*(x2), we follow the
spacetime remapping strategy introduced in [8] and define a temporal change-of-variables s = ¢(z2,t) which flattens
the cylindrical surface ¢t = ¢*(z2) to the flat plane {s = 1} in (=, s) coordinates. The combination of this temporal
remapping and a new ALE coordinate system allow us to compute the location of the pre-shock curve and the state
variables about the pre-shock set with high-order accuracy.

1.3. Notation. ALE dependent variables are functions of the independent variables & = (z1, z2) and ¢, and Eulerian
dependent variables are functions of the independent variables y = (y1, y2) and ¢. For both sets of dependent variables,
the time coordinate may be replaced with remapped temporal coordinate s.

We shall write Eulerian functions with lowercase letters such w, z, or o, and their ALE counterparts will be denoted
by uppercase letters such as W, Z, or .. Hence, functional dependence for Eulerian functions will appear as w(y, t)
and for ALE functions as W (x, t).

We shall use the following derivative notation: for a differentiable Eulerian function f(y,t), we write
For (y,t) = £k (y, 1) for k€ {1,2},
and similarly for a differentiable ALE function,
Fy, (x,t) == 25 (2, t) for k€ {1,2}.

The notation Oy, f (y, t) will also be used to mean f,j (y,t) and Oy F(x, t) denotes Fj (x, ).
We use the Einstein summation convention in which repeated indices are summed from 1 to 2. For example,

wl ot = 2321 ! Oju’ .
We will denote most vectors and matrices with bold font.

1.4. Outline of the paper. In Section 2, we derive the Differentiated Riemann Variables (DRV) that we shall use
for CSF algorithm. These DRV provide a slight generalization of the variables introduced in [8]. As can be seen
from the identity (2.16) below, these DRV are specific linear combinations of normal and tangential derivatives of
classical Riemann variables and geometric curvature functions, a combination which is important to our algorithm. In
Section 3 we present the Arbitrary Eulerian Lagrangian (ALE) coordinate system that is adapted to the fast acoustic
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characteristic surfaces. Our algorithm uses our DRV functions in this ALE framework. Section 4 presents a 4th-order
accurate numerical scheme design to accurately capture the spacetime location (y*, T*) of the first (Eulerian) gradient
catastrophe and to accurately simulate the C 3 Euler solution about this point. This algorithm is a precursor to our
main result. In particular, in Section 5, we provide a detailed description of our Computational Shock Formation (CSF)
algorithm, which allows us to evolve the Euler solution up to, and including the entire manifold of pre-shocks with
4th-order accuracy.

2. DIFFERENTIATED RIEMANN VARIABLES IN TWO SPACE DIMENSIONS

2.1. A symmetric form of the Euler equations. Our computational shock formation algorithm will make use of a
generalization of the differentiated Riemann variables that were used in [8] for the problem of determining the MGHDI.
To determine the precise structure of these variables, we shall first rewrite the Euler equations in a more symmetric
form. With the sound speed c defined as

¢t = p/op = p*e’,
we introduce the rescaled sound speed
o>
where « is the rescaled adiabatic exponent given by

—1
a=171 @2.1)

Prior to the formation of discontinuous shockwaves, the Euler equations (1.1) can be the equivalently written in terms
of the (u, o, s) as the following system:

oiu+u-Vu+ aocVo = f;f; Vs, (2.2a)
0o +u-Vo+aocdivu =0, (2.2b)
s +u-Vs=0. (2.2¢)

We shall avoid vacuum states and consider o > 0.

2.2. Eigenspace of Euler. The system (2.2) can be written in the vector form
0:q +F'(q)0iq = 0, 2.3)

where q = q(y, t) is the vector of state variables, and F*(q), i = 1, 2, are the transport matrices given by

1 —ao? 2
52 16 O1 aoa 408_2 % 02 : —302
— , Fl(g) = u , F2(q) = L v 2.4
1 o (@) ac 0 ul 0 (a) 0 aoc u? 0 24
s 0o 0 O ul 0 0 O u?
We shall use the mathring notation for gradients. We define the gradient of g by
q:=Vgq 2.5)
In the usual orthonormal basis (e1, e2), q is a 4 X 2-matrix with components given by qf =0i¢%,i € {1,2},j €
{1,2,3,4}. Letting the gradient operator act upon (2.3), we find that
i o OF
0q+F 0,9+ ¢’ -—q; = 0. (2.6)
ol

Associated to each state vector g and each unit vector n are three distinct wave speeds
A(g,m) =u-n— ao, A2(g,m) =u-n, As(g,m) =u-n+ ao, 2.7)

which are the eigenvalues of the matrix

—ac?, 1

u-n 0 aont

2 , B
F = nF = 0 A=A I (2.8)
Py aon: aon® u-n 0

0 0 0 u-n
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Since ¢ > 0, it follows that \; < A2 < A3. The eigenvalue Ay has multiplicity 2. Corresponding to the three wave
speeds in (2.7), we define the three transport velocities

V] =U— aon, vy = U, v3s=u+aon. 2.9)
To the unit vector field n(y,t) = n'(y, t)e;, we associate its perpendicular vector field

T(y7t) = n(yat)J_ = —TLQ(y,t)el + nl(y7t)62

The orthonormal frame (n, 7) will ultimately play a fundamental geometric role as the unit normal and tangent vector
fields, respectively, to the evolving fast acoustic characteristic surfaces. At this stage, it is only important that n and 7
are orthogonal and of unit length. We introduce the following notation for the components of q in the basis (n, T):

dn =n'q,;, q- :==T1'q,; . (2.10)
The vector equations (2.3) and (2.6) then take the equivalent form
oq+¥"(q)g, +F (q)g, =0, (2.11a)
SN . JOF
9,4+ F"(q)0.q + ¥ (q)0-q = —¢’ o0 i, (2.11b)

where F7 = 2?21 7F and ¢7 := (q,{ ,q,g ). The summation on the right side of (2.11b) can use either the basis
(e1, e3) or the basis {n, 7}.

2.3. Classical and differentiated Riemann variables. We form the matrix C of left eigenvectors of the matrix F"
in (2.8):

1 2 g
Tll TL2 -1 Tat2
T T 0 0
C= nl n?2 1 —c (2.12)
4a+2
0O 0 O 1
Then, we define the 4 x 2-matrix of differentiated Riemann variables,
w=Cq. (2.13)
In order to follow the notation of [8], we introduce a specific naming convention for the components of w as follows:
51 52 én émi é‘r ,”Z’iTi
. ar  a a a;n’ a a;rt
w= |20 2 = T = (2.14)
wp W2 W, w;n wr w; T
§1 §2 §n §in1 §7— §i7'Z

With the components of the classical Riemann variables defined in (2.14), using the definition of C in (2.12), and the
definition (2.13), we obtain that

Wy, = Opu - M + 0,0 — 4a+28 s, Wy =0,u-n+ 0;0 — 4a+26 s, (2.15a)
Zn = O -m — 0,0 + 4a+28ns, Zr=0u-n—0,0+ 4a+2 0-8, (2.15b)
an = Opu - T, ar =0;u- T, (2.15¢)
Sp = Ops, S, = 0;s. (2.15d)
Moreover, a short computation shows that (2.15) can be written as
Wy, = Opw + ad, T - n, W, = 0w+ al;T N, (2.16a)
Zn = Opz + a0, T -, Zr = 0rz 4+ al;T M, (2.16b)
dn = Opa — S(w+ 2)0,7 - m, ar =0ra— S(w+2)0,7 - n. (2.16¢)
The normal and tangential derivatives of o can be recovered as
Opo = %(ﬁjn —Zn) + 4a+28n, 0,0 = %(UO)-,— —Z)+ ﬁér

Similarly, the compression and vorticity of the flow is given by

divu = 2 (w, + 2,) + ér, curlw = a, — (i, + 2,). (2.17)
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We also define the classical Riemann variables
w=u-n-+ o0, Zz=u-n—o, a=u-T. (2.18)

From (2.18), we see that the velocity v and rescaled sound speed o can be obtained from w, z, and a via the relations

u=3(w+z)n+ar, c=1(w-2). (2.19)
2.4. The Euler equations in terms of Riemann variables. We define the matrices
E" := CF"C ! = diag(\1, A2, A3, A2) (2.20a)
and
u-T —oo 0 0
1 1
o el _ | 300 u-T —sa0 0
E":=CFC " = 0 0o ueT 0 , (2.20b)
0 0 0 u-T
where A1, Ao, and A3 are defined in (2.7). Multiplying equation (2.11b) on the left by C, we find that
. . . OF
Coq+E"CO,q+E"CO,q=—-C <qJ o0 qi> . (2.21a)
Commutation of C about the partial derivatives in (2.21) yields
. . . 1 SOF
oW +E"0,w + E"0,w = (0;C + E"9,,C + E70,C)C 'w — C (qjajC 1wi> . (2.22)
q
By computing the inner-product of (2.22) with the vector fields n and 7, we obtain that
8t'li’n =+ Enanuo)n + ETar'lbn = .én ) (2.232)
ow, + E"0,w, +E"0,w, = g, (2.23b)
where
Gn=(0m -1+ (Oyn-T)E" + (0;n-T7)E") w, + (8,C + E"9,,C + E"9,.C)C ',
7P1 P2
. OF™ . OF"
Y —1,0 o ~9Y 1 o
an—aqj Cw,—¢C g7 Cw,, (2.24a)
125 P
gr = (O -n+ (0,7 -n)E" + (0,7 -n)E") w,, + (8,C + E"9,,C + E"9,C)C ' w,
Pl P2
. OF" . OF7
Y —1,0  <j —1 o
¢ C g7 C w,—¢C g C w,. (2.24b)
) 30 PT

T T

It is notationally convenient for us to introduce the following spacetime curvature components, which appear in (2.24)
and in many other computed Eulerian relations:

ki = (0 +v3 - V)T - n, bp = OpT M, Kr = 0;T M. (2.25)
We note that
(Or4+v; - V)T -n =kt + (i —3)knp, 1=1,2,3.
The matrices P, P, which appear in (2.24) simplify as follows:
P, = kil + £, (E" — A3I) + 5, (E™ — al)

Kt — 2000 Ky, —QOK, 0 0
1 1
SQOK Kt — QOK —SQOK 0
= hadi ¢ no T2TEAT , (2.262)
0 QoK Kt 0
0 0 0 Kt — QO Ky,

Py = ((9; +v3 - V)C + (E" — \31)9,,C + (E™ — al)d,C)C™*
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—%O(O'KT —Kt + 200Ky, —%acmT Tots (divu + 9,0)
_ %(nt — QOKy) 0 %(I{t — Qoky) ﬁ&o
%aam — K %CMUHT W (divu — 0n0) |’
0 0 0 0
Using the chain rule, we compute that
Ouu-n —ad,o 0 0 4;?‘:28 o
0 o,u-n 0 0
P" = H f
" 0 0 O ntade 2000 | CTHEITH
0 0 0 Ouu-n
opu-T—adyo —aduo 0 0
1 1 —ao
T 300,00 - —3000 Tot20no
Py 0 ado Oyu- T+ ad,o 0 for i € {n,7}.
0 0 0 ouu-T

Extracting the components of (2.23), we have the following system of equations:

(0 +v3 - V), + @00ra, = —(Wr + 0y ) (0 +v3 - V)T -1 + aa(%(ﬁ)n +2Zp) —ar)0rT M

— (5%, + 1522, + 12955, ) — 1255 (5 (n + 2n) + Gr)5n

- aan - (wT + a‘r)(f(wn - Zn) + msn) )

(O +v1-V)z, —a00:ay = — (2 + ap) (0 +v1 - V)T - — aa(%(ﬁ’)n +2,) —ar)0;T M

- (1_Taucfn + 1_5azn - 4a+2§n)zn - 4312(1 (wn + Zn) + CL-,—)STL

—anZr + (3 +a7)(§ (Wn — 2n) + 755550 ,

(0 +v2 - V)iy + §00; (W, — 2,,) = (%(wn +2z,) —a:) (O +va- V)T 10

+ So(wr + 27)0-T -m — 433_2(%(@7 — 20) + 1:23557)5n — 5(n + 20)an

+ a(%(’li}T - ZD:T) + ﬁgT)(%(wn - én) + msn)u

(at + vo - V)gn = *507-(81‘/ + vo - V)T n— %(wn + 2n)§n - &ngT 5

(0f + v3 - V), + a0dra, = (d’)n —a:) (0 +v3- V)T n+ao(3(dr + 2:) + Gy)0;T M

- (2, + 1525 + 128557 )iy — 42‘12(1 (r = 27) + 1:5557)5n

— WGy — (w‘f‘ +a7’)(§(w7 - ZT) + m T)’

(0 +v1- V)i — a00rar = (4 — G7)(0r +v1 - V)T n— ao(5(0r + £) + 47)0;7 -

5YE - 4a+257)2” + 423—2(1(“’7 — %)+ ﬁ.;_ggT)gn

_57—&7—4-(2,’7—-’-0,7—)(%(11}7— Z-,—)+ m87)7
(O +v2 - V)ar + S00- (w7 — 27) = (

- %(ﬁ)T + é"’)&” + Oé( (wT + ZT) + ﬁgT)Q )
(Or +v2 - V)s; = 8,(0¢ + va - V)T -n — %(wT + 27 )8n — GrSr .

In addition, the classical Riemann variables (2.18) satisfy

(0 + v3 - VIw + aca, — 4a+28n =—a(Oy+v3- V)T 1,
(O +v1-V)z—aoca, + 4a+2§ —a(0y+v1- V)T n,
(O +v2-V)a+ So(b, — %) = 3(w+2)(0 +v2- V)T -1,
(0 +v2-V)s=0.
Using the formulas (2.26)—(2.27), the identities (2.24), and
6 1= 0o = (b, — %) + 53Sn, Ori=0;0= L, — %) + Tz
we write the equations (2.28)—(2.29) as transport equations along the fast acoustic transport velocity:

(O +v3 - V)i + Q00ry = —(tr + in) iy + a0 (L (W + 5n) — &r)hir

%(wT +27) +an) (0 +v2- V)T -m — So(Wy — 2,)07T -

(2.26b)

(2.27a)

(2.27b)

(2.28a)

(2.28b)

(2.28¢)
(2.28d)

(2.28¢)

(2.28f)

n

(2.28¢)
(2.28h)

(2.292)

(2.29b)
(2.29¢)
(2.29d)
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(1—}2-Otwn 41 20‘2n + 4a+25n)wn — 42‘12(%(71)” + Zn) + a-,—) Sn
— apWy — a(Wr + a7 )0y , (2.30a)
(0 +v3 - V)2, — 2000, 2, — @00rGn = — (27 + an) (Kt — 200Ky,) — aa(%(wn + 2p) — ar )k

— (1520 + 5220 — 5255 5n)En — 1555 (5 (1n + 2n) + ar)Sn
—ani: + (27 + a7 )0n , (2.30b)
(O +v3 - V)i, — ao0pan + 500 (W, — 2,) = (%(wn + Zn) — G ) (Kt — oK)

+ §0(r + & )hr — 12956080 — 5 (tn + 2n)an + QG0 (2.30c)
(0 +v3 - V)$, —aoOpsy, = —§- (ke — qoky) — %(wn + Zn)8n — GnSy, (2.30d)
(0 + v3 - V), + @00rdr = (W, — a7 )kt + ao(%(wT + Z7) + an)kr
(5520, + 1595, 4 18955 i, — 15255, 8,
— WGy — Wy + a7)0; (2.30e)

(0 +v3-V)zr — 200042, — ac0rar; = (2, — a7 ) (Kt — 200Ky,) — aa(%(wT +2Z;)+ ar)ke

_ (1= I4as _ _aoc 2 \& aoc 2 2
(G, + 5%, 4a+287)7‘"+4a+20T5n

— Zrar + a(Zr + a,)0, (2.301)

(0r +v3 - V)i, — ao0par + §00-(0r — 2;) = (%(wT + 2r) 4 an) (ke — QO k) — §0(Wn — Zn)kr
— Ly + 20)an — a7 + as?, (2.30g)
Oy +vs3 - V)ér — a00nér = Sn (ki — a0ky) — 2 (W0r + 2:)8 — GrSr . (2.30h)

2
and

(0 +vs - Vw + aca, — fa—‘ién = —aky, (2.31a)
(0 +v3-V)z — 2002, — aca, + fa—il%n = —ak¢, (2.31b)
(O +v3- V)a— aody, + So (b, — £7) = 2(w + 2)ky, (2.31¢)
(0y +v3-V)s—acs, =0. (2.31d)

2.5. Initial conditions for shock formation. We shall now provide a description of the initial conditions to be used
for shock formation at the initial time-slice {¢t = ti,}. We refer the reader to Section 4.2 of [8] for precise technical
assumptions that are needed in order for the rigorous analysis of the . For computational shock formation
we work with the class of initial data given in Definition 2.1 below. Here, it is convenient to state assumptions in
terms of the variables Riemann-type (wo, 2o, ao, So), where (wq, 2o, ag) are defined as in (2.18) withn = e;, 7 = e
(this choice of initial normal and tangent vector is made without loss of generality, as the Euler system is rotationally
invariant).

Definition 2.1 (Generic and compressive initial data prescribed on {t = t;,}). The C*(T?) functions (wo, 29, ao, o)
are called generic and compressive if there exist parameters kg > 2 and 0 < € < % such that the following hold:

(1) The data is bounded away from vacuum, and this distance is quantified in terms of k.
Precisely, the initial sound speed is assumed to satisfy the bound

200((3) = wo(w) — Z()( ) > 5K0, Vx € T2 .

(2) The gradient of the dominant Riemann-variable wy attains a negative non-dengenerate global minimum.
That is, at this global minimum (which by translation symmetry may be assumed to hold at x = 0) we assume
that the second-derivative test holds, and that without loss of generality (taking into account the rotational
symmetry) the derivative of wq in the direction of xo is smaller than the derivative in the direction of x1; we
denote the ratio of these two derivatives by c. Precisely, we assume that

— L= 01w0(0) < drwo(x), V& € T?\ {0}, V201wo(0) > %1d, |awo(x)| < 1, Vo € T2

(3) For each fixed 25 € T, the function d;wq (-, z2) attains a non-degenerate global minimum at some m}/ c T.
Precisely, we assume that for each xo € T, there exists ©y = xY(x2) € T such that dywo(zy (x2), z2) <
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Oywo(x1,x2) forall x1 € T\ {z} (22)}, and we have the bounds

Orwo (Y (w2), 22) < —i, Pwo(xy (22), x2) > ﬁ, Vao, € T.

(4) The derivatives in the x;-direction cost a factor of €, while the derivatives in the x5-direction cost a unit factor.
Precisely, for all j,k € {0,1,...,4} with j + k < 4, we assume that
el| 0% (wo — ko) llso + []05 20|00 + 0] 05 a0 |0 + [[0]0% s0]l0c < sro(j + k)le 7+

With more refined constraints on the initial conditions such as those detailed in Section 4.2 of [8], the Maximal
Globally Hyperbolic Development or was established in [8].

3. EULER IN ALE COORDINATES ADAPTED TO FAST ACOUSTIC CHARACTERISTIC SURFACES

Our CSF algorithm will be founded upon the Arbitrary Lagrangian Eulerian (ALE) coordinate system that was
introduced in [8]. We shall define a time-dependent family of ALE transformations that freeze the fast acoustic char-
acteristic surfaces. This family of diffeomorphisms will be constructed using a specific tangential reparameterization
of the “Lagrangian” flow of the fast acoustic transport velocity vs defined in (2.9)

3.1. A Lagrangian parameterization of the fast characteristic surfaces. With ¢ = t;, denoting the initial time, we
let n(x, t) denote the Lagrangian flow of the fact acoustic characteristic velocity vs = u + aon, satisfying
om(x,t) = vs(n(x,t),t), t> tin, (3.1a)
(@, tin) = . (3.1b)

The vector n, appearing in the definition of vz, denotes the unit normal vector to the fast characteristic surface and is
defined by

TL(’I’](:B, t)v t) = |"7a2 (:B, t)l_l (772a2 (:B, t) ) —Tilaz ((L‘, t)) :
The unit tangent vector to the fast characteristic surface and is defined by
T(n(x,1),t) = |02 (, t)|_1 (77172 (z,1), 77272 (z, t)) .

At the initial time-slice {t = t;,}, we foliate T2 with lines, parallel to the x,-axis, and parameterized by the
x1-coordinate. From each such x1-slice, we emanate the fast acoustic characteristic surface ', (T'), defined by

le (T) = {(771(3?1,.%2,t),n2($1,$2,ﬁ),t) a0 €T, t € [tin,T]} , T > tin .
The intersection of I';, (T') with the time-slice at time ¢ produces the curve ,, (), defined by
Yo, (B) == {n(z1, 22, 1) : x2 € T}, for x1 €T, t € [tnT],

which we refer to as the fast acoustic wavefronts. By definition, the unit normal vector n(y, t) gives the local direction
of wavefront propagation, where y = n(«, t) denotes the Eulerian spatial coordinate.

3.2. An ALE parameterization of the fast characteristic surfaces. We now replace the time-dependent family of
transformation 7)(+, ¢) with a tangentially reparameterized family of maps ¥ (-, t) with flow velocity

oY= (vs-mn)op+ (h2-e1)(vs-nT)op. (3.2)
In particular, we introduce the height function h(x1, z2,t) and define
P(x,t) = (h(xy, z2,t),29,1), (3.3)
so that each fast acoustic wave front can be written as
Vi () = {h(x1, T2, ¢), T2,t) : 2 € T}, for x1 €T, t € [tn, T]. (3.4)

From (3.2), we have that

1

Oh=g7(vs-n)oy,
where the induced metric is defined by
g=1+(h2)?,
and the unit tangent vectors 7 and normal vectors 7 to the curves ., (¢) are then given by

Tohp =g 3(hy,1), and mowp=g 2(1,—hy). (3.5)
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It is of fundamental importance to accurately track the shape of the fast acoustic characteristic surfaces, and to have
an accurate method for evolving the basic geometric vector fields n and 7. One of the major advantages of our ALE
reparameterization of the Lagrangian flow, is that we are able to avoid grid distortion in the presence of even moderate
tangential fluid velocities.

Perhaps the most fundamental geometric quantity is the Jacobian determinant of the Vi) (x, t). Shock formation
occurs whenever the determinant of the Vi (x, ¢) vanishes. We set

J(x,t) = det Vp = h,1 (z,t),
and define the metric-scaled Jacobian determinant by
J,(x,t) = g(m,t)_%J(zc,t) . (3.6)
For an Eulerian variable f(y, t), let F(x,t) = f(¢(x,t),t) denote its ALE counterpart. Then,
Onfop=J, " 'Fy—g 2hyFp, (3.7)
d-fop=g iF,. (3.7b)

Since shock formation occurs at a point (2, t) where J, (2, t) = 0, the identity shows that the Eulerian normal deriva-
tive O, f (¢ (x, t), t) becomes infinite whenever the metric-scaled Jacobian determinant .J, (x, t) vanishes.
We define

Agi(’vg"n)o’(,b.

The Eulerian transport operator associated with the fast characteristic velocity transforms into a time-derivative with a
tangential correction in ALE coordinates:

(Bt + vs - V)f o ’l,[) = (8t + V@g)F, (38)

where
V=g 3(A—Ashy). (3.9)

3.3. The system of differentiated Riemann variables in ALE coordinates. We shall now write the system of equa-
tions (2.31)—(2.30) using our ALE variables adapted to the fast acoustic characteristic surfaces.

In general, we shall employ lowercase letters for Eulerian functions and uppercase letters for ALE functions. We
define

W,, = b, 09, W, =i, o1, S =001, U=uo1. (3.10)

We use the lowercase symbols & for the ALE height function and g for the ALE induced metric. The variables Wn and
W, denote the ALE version of the Differentiated Riemann Variables (DRV). For notational simplicity, we continue
to denote the ALE version of the matrices in (2.12) and (2.20) by C, E7, and E", where each component has been
composed with 2.*

In this section we compute the evolution of the classical and differentiated Riemann variables (2.18) and (2.15) in
the ALE coordinates y = 1(«, t). Composing the vector Euler equations (2.23) with 1), we have that

(8,5 + V@g)W = G, (311&)
(8, + V)W, + J,'E'W,, 1 + E*W,, 5 = G,,, (3.11b)
(8 + Vo)W, + J,'E'W, 1 + E*W, , = G, (3.11¢)

where E! = E” — A3l and
E! = E" — A5l (3.12a)
20%h,, —aX 0 0
1a¥  aXh, —1a% 0
0 aXx 0 0
0 0 0 aXh,s

N

E?=g 3(E" — AL - (E" — AsDhy) =g~ (3.12b)

4The matrices C, E™, and E" are interpreted as ALE variables if they are multiplying the upper-case ALE DRV variables Wy or Wi
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and where
_A(TTQWT"F 12 Z + 42%25 r)
. o . . —A(1ta — a
Gn:§n0¢7 GT:.éTOw, G:7E1Wn7(ET7AI)WT+ ) A( 21W;—+ 21Za+4a+2;92) O/l’b.
s(W+ Z2)(Z52Wr + Z+4a+25)
0
Multiplying (3.11b) by J, and commuting around the partial derivatives yields
(O + V) (J,Wy,) + E'W,, 1 + EX(J, W) 0= J,Gy — Wi (0 + Vo) J, — Jy 2E*W,. (3.13)
Writing the geometric terms (2.25) in ALE coordinates,
Ky=3ow, + 507, + 226 Kn=g 7, 'y, K, =g 2hys, (3.14)
the componentwise equations (3.13) in terms of the differentiated Riemann variables become
(O + V) (I, W) — aZ(J,Ap) 2 = J, 20 (289 2 hge ) + J, Ay (aXg ™20,V yp — LEOW, — 1527,
— 135 50) + TWa(§2g Hhz ) + 7,50 (— 3835 GWa + 320 + Ar — 1235))
+ J A (_g(VoVn - Zon) - %_;'_Q‘Sovn - 0429 2h722 ) + JQWT(_IZLL - HTQWT - liTaZDT
- 1255.), (3.15a)

(815 + V82)(Jqun) - 20[2277,71 +20&297%h72 (JgZon)72 70521217”2 = J.qZOn(Oé(Wn - Zo ) + 42(3-&?25
2059 hy J, Mg — 2aSg kg ) + J, A (aNg T, s — B, — 152 7,
QX G )+ J, W (— saXg~ Shyae )+ J,Sn(— 4a+2( (Wo + Zn) + A,))

4a+2
+ 0,2 (208975, g — Ay — H52W, — 1527, — 02 5
+ S A(G (Wi — Zn) + 122580 + aSg 2 han ), (3.15b)

(O + V) (J,Ap) — aSAn,1 +aBg ™ hy (J,An) —QE(JW —J,Zn) 2= T, 2 (MW + 152 2,
+ 32208 — a%g T2, T ) + L An (S (W — Zy) + 12258, + aXg 2 hiy J, 7 g 2)
+ W (B2 W, + 1522 + 22080) + 1,8 (- 1225 G (Wr — Z2) + 122557))
+ 0,20 (§ (W = Zp) + 353550 — @S9 2 hyas ) + J, A (=552 W, — 1522, — 12255,
+aXg i, M0 — A, )+ T W (= 2(Wy — Zn) — 8a+45 +aSg o)

+JS (4a+2(1(Wn_Z )+4a+2S )) (3 15C)
(0 + V02)(J,80) — aB8 1 +a8g 2 hy (1,80),2 = J,80(§ (Wi + Zn) + 12258, + aSg 21,7, )
+ S (—eW, — 507, - 2208 — A, +aSg T h). (3.15d)

Similarly, (3.llc) becomes
(O + VO)Wr — aSAr p= An(aSg 3 hon ) + Su(1235 (3(Wr — Z1) + 12550)) + Z- (329 2 hyoa)
+AT(—1+2C“W 207 — 208G )+ W,(§8g Fhy —A;)
+ S (= 4a+2(Z + A 4a+25 ) (3.16a)
(O + V02)Zr — 2050, Zr 1 +2089 2 hy Zr p +a¥Ar 0 = Zo(a(Wr — Z;) + 2228,
— 208975, g 2) + An(—aXg S hon ) + Su(1225 (3(Wr — Z1) + 1255)
+ 2 (—Ar — $5g7 Fha ) + A (2089720, Mo — LWy + Z0)) + W (—§897 3 h,a2)
+ 8 (=385 (W + Ar + 25550)). (3.16b)
(O + V) Ar — aXJ, " Ary +a8g" Ths Ar o +SS(Wy — Z1) 2 = Zn(a(W — Zn) + 2258,
— 205972, " W y0) + An(—aXg Fhis ) + Wi (—aXg Fhis ) + Z, (22, 4 =20 7
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S8 —aNg g, ) — A A W (AW — Z2) — 95970, ), (3.160)
(0 + V)Sr — a¥8n,1 +a%g 2 hy Srio= Su(S (Wi — Zn) + 12258, — aXg 2 J, M Jg2) — 8- A, .
(3.16d)
Equation (3.11a) becomes
(O + Vo)W +a%A, = —A(MeW, 4 527, + %5 )+ 2258, (3.17a)
(0 + VO)Z — 2052, — a¥A, = —A(SB2W, + 1527, + 22,5,) — 2255, (3.17b)
(0 +VI)A — aXA, — SX(W, — Z,) = L(W + Z)(1+aW +1527, + 2258,), (3.17¢)
(0t +V02)S —aXxs, =0. (3.17d)
Finally, the evolution equations for hy and J, are
(O + VOo)ho = g(H2W, + 1522, + 22,8, (3.18a)
O+ VDo) J, = J,(H2W, + 1522, + 22.5,), (3.18b)
and we have that
Bih = g% (oW + 1522). (3.19)
Equations (3.15)—(3.18) form a complete set of evolution equations for the variables
(x,t) = (W, 2, A, 8, J,Wn,J, Zn, J,An, J, S, We, Zo, Ar Sz, J, hug 1) (3.20)

We will divide our dependent variables IT into an undifferentiated part Il = (W, Z, A, S, h), and a differentiated
part Il = (J,W,,, J, Z0, Jo Ay J, S0, Wr, Zr, Ay, Sy, J,, hua ). Given functions (wo, 29, ag, so) € H'(T?), full initial
conditions for the DRV system (3.15)—(3.18) are given by

W (2, 0) = wo(x), (J,W,)(z,0) = drwy (), W, (x,0) = dywo(x), (3.21a)
Z(x,0) = zo(x), (J,Z)(,0) = dy20(x), Z.(x,0) = dy20(x), (3.21b)
Az, 0) = ag(x), (J,A)(x,0) = drag(x), A_(x,0) = dyao(x), (3.21¢)
S(x,0) = so(), (J,8,)(x,0) = dys0(), S-(x,0) = das0(), (3.21d)
h(x,0) = x4, J,(x,0) =1, hy (z,0) = 0. (3.21e)

We shall refer to equations (3.15)—(3.18) with initial conditions of the form (3.21) as the DRV system. Note that we
include h into our set of unknowns as it will be convenient to numerically track the fast acoustic wavefronts.

3.4. Fractional-order expansions of the Euler solution at ¢ = T™. As we have noted above, using initial data
satisfying the conditions of Section 4.2 in [8], the was established in Theorems 4.6, 4.7, and 4.8 in [8]. With
(y*,T*) denoting the location of the first gradient singularity in Eulerian spacetime (or equivalently, the minimum of
the pre-shock set), together with the fractional-order expansions for the Euler solution about the pre-shock presented
in [1] and [6], we have the following Puiseux expansions about y = y* at the time ¢t = T*:

wiyr, g3, T*) = & + ¥ (y1 — y1) ¥ + O(ly1 — wi1%), (3.22a)

2y, T) = ¢ + ey — wi) + i —yi) 7 + Oy — wil?) (3.22b)

a(yr,y3,T%) = c§ + iy — i) + (v —yi) + Oy — wil5), (3.22¢)

s(y1,ys, T*) = ¢ + ¢y — yi) + ciyr — ¥ ¥ + O(lys — yi13), (3.22d)

for constants ¢, ¢7, ¢, ¢; € R, j =0,1,7=0,3,4. We also have that

wi(y1, 93, T*) = e + & (y1 — y1) % + Oy — 51%), (3.23a)

ua(y1,y5. T%) = i + i (y1 — y1)% + Olyr — wil?), (3.23b)

oy ys. T) = g + ¢ (y1 — y7) ¥ +O(lyr — yi|%), (3.23¢)

for constants c}'*,c'?,c¢¢ € R, ¢« = 0,1. Formulas for the coefficients c in terms of the ALE variables IT and their

(2 A 2

derivatives are given in Appendix A.
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3.5. Solving the Euler equations on the spacetime set 2*.

3.5.1. Geometric description for the curve of pre-shocks. In (1.2), we defined the spacetime set that is bounded from
above by the curve of pre-shocks, parameterized by the curve 7 = X (22) and t = t*(x2). We shall now provide
a geometric description of the pre-shock in terms of the rescaled Jacobian determinant .J,. As we have noted above,
shock formation occurs for labels * and times ¢* for which J,(z*,¢*) = 0. As shown in Figure 3, the so-called
singular shown in red, is the level set {J, = 0}. This singular hypersurface contains a continuum of Eulerian gradient
catastrophes which successively occur as the propagating sound wave progressively steepens. This singular set is,
roughly speaking, one-half of an upward facing paraboloid emanating for the curve of pre-shocks which is shown as
the black curve in Figure 3. The curve of pre-shocks can be viewed as the set of “first gradient singularity” in that
for each transverse coordinate o € T, there exists a first blowup time ¢*(x5), and an x1-component of a blowup
label, denoted by X (z2), such that J, (X7 (x2), z2,t*(x2)) = 0. Since the singular set where {J, = 0} is an upward
paraboloid, for 1 > X7 (z2), it follows that J,(z1, z2,t*(22)) > 0 and hence that 9,J,,, z2, t*(z2) > 0.

In fact, the conditions that .J,,; > 0 and J,,; < O split the spacetime into what we call the downstream and upstream
regions, respectively. The interface between these two regions is the level-set {.J,,; = 0}, which is displayed as the
nearly vertical magenta surface in Figure 3. Geometrically, the curve of pre-shocks (shown as the black curve in
Figure 3) is the intersection of the singular set {J, = 0} (shown in red) and the interface between the upstream and
downstream regions of spacetime {.J,,; = 0} (shown in magenta).

ﬁi*ffffﬁr\

T

FIGURE 3. Four fundamental hypersurfaces are displayed. The “nearly vertical” surface z; =
x}(x2,t) := argmin, o J, (21, 22,1) is shown in magenta. This surface passes through the set of
pre-shocks, displayed as the black curve. In red, the downstream surface {J,(x,t) = 0} is displayed,
and in green, the upstream slow acoustic characteristic surface that passes through the pre-shock set
is shown. In orange, the cylindrical surface ¢t = ¢*(x) is displayed, where ¢*(x2) denotes the time
coordinate along the set of pre-shocks.

We can now give a precise definition for the pre-shock set, which we shall denote by =*, as well as its parameteri-
zation. Following [8], we define

2= {(x,t) € T? X [tin, tain]: J,(x,t) = 0and J, 1 (z,t) =0} = {J, =0} N {J,,; = 0}. (3.24)
We then define a parameterization for {J,,1 = 0} by x; = z(z2,t), where for t > tjy,
2} (29, t) = argmin J, (1, w2, t) = {{(x, 1) € T? X (tin, tsin]: Jy1 (z,1) = 0}. (3.25)
x1 €T

We will define x7(z2,t = t;,) below via a limit. We can then define the set of times t = ¢*(x2) along the pre-shock
curve as the solutions to

J, (23 (w2, t"(22)), 22, tu(x2)) = 0 foreach xy € T. (3.26)
It follows that X (x2) = a7 (z2, t*(z2)).
3.5.2. Flatting the future temporal boundary of {0*. We now define a new time coordinate s by

s =q(x9,t) =1— J, (27 (x2,1),22,1). (3.27)
From (3.26), we see that

g({t =t"(z2)}) = {s = 1}.
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Moreover, since J,(x, tin) = 1, it follows that

q({t =tin}) = {s = 0}. (3.28)
The spacetime is transformed as
q(Q) =T? x [0,1].
The temporal remapping function g allows us to devise a computational shock formation algorithm evolve the smooth
Euler solution up to the pre-shock curve of first gradient blowups, while using standard horizontal time-slices for the
evolution. The fact that the initial time-slice is mapped to another horizontal time-slice allows for the use of the same

initial conditions in both systems of coordinates.
Since (3.25) yields Jg 1 (27 (z2, 1), z2,t) = 01in Q*, by differentiating (3.27) and we obtain that

Ors = =0 J, (2] (xa, t), X2, 1), Oos = —Jg2(7(x2,1), T2, 1), (3.29)

Letting
t = 0(x2,s) where § = ¢!
denotes the inverse map, we have by the inverse function theorem and (3.29) that
1 _ Jg2(E(z2,8), 22, 0(22, 5))
- ) 972 (mQa S) = - .
0 J,(§ (22, 8), w2, 0(22, 5)) 0 J,(§(22,5), 22, 0(x2, 5))

Let us now define the function

0s0(x2,8) = (3.30)
&(xa,8) = x (x2, 0(x2,s)) for s € (0,1] . (3.31)
Since J,(z,s = 0) = 1, we define {(x2, s = 0) by the following limit: By continuity that

&(z2,0) = lim (argminJg(w,t)).

t—0t z1€T

Using Taylor’s theorem, the evolution equation (3.18b) for J,, and the initial conditions (3.21) for J, and J, Wn, we
have that

Jy(@,t) =1+ t(E201w(x) + 15201 20(x) + (ig)f;) diso(x)) +O(t*) ast — 0.

It follows that

£(x3,0) = argmin (5291w + 1520120 + £2%0150) - (3.32)
x1 €T
Next, by (3.25), we have that

Jg1(&(x2, 8),22,0(x2,5)) =0.

Differentiating this identity, and using the chain rule together with (3.30), we find that
) 0
8s£($278) — t 971(6(1“2’5)"127 (I275))

Jg,11(§($27 S)a xo, 9(x27 s))ath (£(x27 8)7 x2, 0($2, 8))

The pre-shock curve =* defined in (3.24) can then be parameterized as
5" = {((w2,1), 22,0(w2,1)) : w2 € T} (3.34)

‘We note that by Corollary 6.2 in [8], the use of smooth, compressive, and generic initial conditions satisfying Definition
2.1 ensures that the denominators in (3.30) and (3.33) are not equal to zero.

(3.33)

3.5.3. Dependent variables in the re-mapped spacetime. Given a quantity ' : * — R, we define the associated
quantity in the flattened spacetime by F' : T? x [0,1] — R,

F(x,s) = F(x,t) where s = 1 — J, (2] (z2,t), z2,t),

and the restriction of this function to the surface x; = (2, s) is denoted by

F(x2,8) = F(§(2,5), 22, 0(x2, 8)) -
Applying the chain-rule to (3.27), we have that

OF (x,t) = —0,J,(E(x2, 8), 32, 0(22, 5)) s F (2, ), (3.35a)
OF(x,t) = 8, F(x,s), (3.35b)

O F(x,t) = (82 — Jp2 ((&(w2,8), 2, 0(x, s))@s)ﬁ(m, s). (3.35¢)
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‘We also have that

(00 + V) () = ((Q+(V = V)Q2)D, + Vo) Flw,s) (335d)
where
Q =~ (S AW+ 552,20+ 525,50, Q= ~Tya. (3.36)

For notational ease, we shall henceforth drop the tilde notation for functions of (x, s). With our new time coordinate
s defined, we can transform the Euler evolution in (x, ¢) coordinates to Euler evolution in (x, s) coordinates. The
system of equations (3.11) in (z, s) coordinates takes the following form:

((Q +(V = V)Q2)0. + V(?)g) W=a, (3.37a)
MO, (J,W,)) + E'8,(J,W,)) + (B2 + VI)Dy(J,W,,) = J,G (3.37b)
MO, W, + E'0,W, + (E2 + V), W, = G, (3.37¢)

where M is the 4 x 4 matrix

M= (Q+ (V = V)Q2)I + Q:E”
and where the matrices E™ and E” are defined in (2.20) and the matrices E! and E? are defined in (3.12), but with the
derivative modifications

Oz — (5’2 — Jy2 ((&(w2,5), 22, 0(w2, 3))8s) = (02 + Q205) . (3.38)

We note that if the initial data are chosen to satisfy the conditions of Definition 2.1, then the matrix M is invertible.
The evolution equations (3.18) in (x, s) coordinates are written as

((@+(V =V)@2)0s + VO )by = (121, + 1527 4 25,5, (339%)
((@+(V=V)@Q2)0s +VDs).J, = 52 1,1, + 1527, 2, + 22,7, 5, (3.39b)

(Q+VQ2)dsh = g% (aw 4 L527) (3.39)

and the auxiliary quantities (&, 0) satisfy
1 _
Q+VQ: Jg11(Q +VQ2)
It follows from (3.38) and remap-aux that
Do, (1) = (1= Q2V (Q + (V = V)Q2) ), (. 5)
+Qa(Q+ (V =V)Q2) (552, Wy + 1520, Z, + 1225.J,5,) (. ), (3.41a)
Bahs (2,1) = (1 — QaV(Q + (V = V)Q2) ™ )sha (x,5)

+Qa(Q+ (V= V)Q2) Tg(HeW + 150 2 4 55555) (@, 5). (3.415)

We shall make use of the change of variables formulas (3.41) in the computation of G,, and G..

3.5.4. Initial conditions on s = 0. Thanks to (3.28), initial conditions for the classical and differentiated Riemann
variables (W, J,W,,, W) and the auxiliary quantities (h, .J,, h,2 ) are identical to the functions at ¢t = t;,, defined in
(3.21).

3.5.5. The spacetime-remapped DRV-s system of equations. We shall refer to the system of equations (3.37)—(3.40),
with the initial conditions (3.21) and (3.32) as the spacetime-remapped DRV-s system of equations. The full set of
dependent variables for this system are given by

(x,s) = (W, 2, A, S, h, J,Wn, J, Zp, J, An, J, S, Wy, Zoy Ar, St T, By €, 6) (3.42)
which is once again split into a differentiated part I = (Jan, JgZon, Jgfin, Jggn, WT, ZQT7 14017, St, J,, h,o ), and an

)y Ygs

undifferentiated part II = (W, Z, A, S, h, £, 0), which now also includes the auxiliary quantities (£, 6).
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3.6. Fractional-order expansions of the Euler solution about the “flattened” pre-shock at s = 1. We now use
the definition (3.34) of the curve of pre-shocks Z*. Just as in Section 3.4, following [8], [1], and [6], we have the
following Puiseux expansions for the solution in Eulerian variables and in (y, s) cooridinates, about =* at the time
s = 1: for each y; € T, the dominant Riemann variable w(y1, y2, s) exhibits a C3 cuspaty; = Y5 (y2) at time s = 1,
of the form

w(yr,y2, 1) = ¢ (y2) + e (v2) (1 — vi (12))% + Ollyr — yi (v2)] ), (3.43)
for some functions ya > c¥(y2) € CH(T), i = 0,1. The subdominant Riemann variables (-, y2,1), a(, y2, 1),
5(-,y2,1) are C13 functions of the form

2y y2, 1) = ¢ (y2) + 5 (y2) (v — yi (1) + € (v2) (1 — ¥5 (12))% + Ollys — w5 (12)]3) (3.44a)
ayr,y2. 1) = ¢ (y2) + 5 (v2) (1 — vi (v2)) + 5 (2) (1 — ¥i (12))% + Ol — wi(w2)]7) | (3.44b)

s(y1, 92, 1) = 5 (y2) + () (1 — v} (12)) + 5 (02) (11 — w7 (12))3 + Olwr — v (1)|%)), (3.44c)

for some functions 7, ¢, c; € C*(T), i = 0, 3, 4. The velocity and sound speed (u, o) are C 3 functions of the form
ul (1,92, 1) = i (y2) + () (v1 — w5 (12))F + Ol — i (1) 13) | (3.452)

u? (g1, 2, 1) = i (y2) + 12 () (11 — ¥5 (12))7 + O(lyn — yi (1) 13) | (3.45b)

a(y1,y2,1) = g (y2) + 7 (y2)(y1 — yi‘(y2))é +O(lyr — vy (y2)|§) (3.45¢)

for some functions ¢!, c2, ¢ € C*(T), i = 0, 1. Formulas for the coefficient functions cl(y2) as well as the blowup

(A A )

times ¢*(y2) and the blowup locations y; (y2) in terms of the variables II(x, s) are given in Appendix A.

4. A PRECURSOR TO THE COMPUTATIONAL SHOCK FORMATION ALGORITHM

Before we describe our Computational Shock Formation (CSD) algorithm, we first present a stable high-order
accurate discretization for the Euler equations, intended to numerically compute the solution up to the time of the first
singularity. We now describe the numerical method for solving the DRV system (3.15)—(3.18) up to the time of first
singularity ¢ = T*. The novelty of this scheme is (only) in its use of the DRV system in ALE coordinates with the
effect that the collection of variables II(x, t) in (3.20) remain smooth even up to the first blowup time ¢ = 7*, leading
to high-order convergence properties under mesh refinement. The more innovative CSF algorithm is then presented in
Section 5; with the CSF algorithm, we are able to numerically solve the Euler equations in (i, s) past the time of the
first singularity, and in fact for times s € [0, 1] defined in 3.27, up to the curve of pre-shocks at s = 1.

4.1. Discretization of the DRV system up to time of first singularity. We now describe our numerical method for
the DRV system (3.15)—(3.18) up to the time of the first singularity 7. We have implemented a fourth order finite-
difference scheme in space and MATLAB’s ode45 (an adaptive 4th order explicit Runge-Kutta method) in time to
numerically approximate equations (3.15)—(3.18), given in vector form by (3.11), for the set of dependent variables

IT. We discretize the domain T? = [—m, 1] X [—m, 7] using an ny x ngy grid, so that Az; = 27 /n; fori = 1,2. A
function F'(x, t) is discretized on this grid as
F(zj) (t) = F(m(z,])v t)) x(i,j) = (—7T + iAxl) —m+ jAJ"Q)v

and we define the 4th-order accurate discrete derivative operators by
25F(2 ]) + 48F(2+1 J) - 36F(2+2 J) + 16F(Z+3 J) - 3F(l+47])
12AI1
Fij-2) = 8Fj-1) +8FGj41) — Flij+2)
12A{E2 ’

DyF 5 =

Do 5 =
where the indices have been periodized so that

Fontig) = Fag,  and Flanyrg) = Fig)-
Spatially discretizing the vector equations (3.11) yields

d — . o
W) + Vi D2Weig) + B 5 W) + B ) = Aan DWe gy = Gy (4.12)
d : o a
dt(J W) (i) + E yDiW, (i) + (BY ) + Ve ) DD2(J, W) (i) = (J,Gn) i) (4.1b)
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%me) + (Jo(i.0)) "Bl ) D1 Wo iy + (B ) + V(D2 W, () = Gr i), (4.1¢)

and discretizing (3.18) yields
%Jg,(i,j) + Vi Dady gy = 2T, Wn) () + 52 (0, Zn) (1) + o8 (J,80) 6.0)s (4.2a)
é%haxuj>+liuﬁ192hamnj>::l%gvv%uJ>4*l%géi%uj>*’3§§%?59u4>, (4.2b)
%ﬁﬁg>:géﬁ(%#wqm)+lgﬂz@ﬁ)+azum). (4.2¢)

Smooth, locally compressive, and generic initial conditions for the system of ODEs (4.1) and (4.2) are given by the
spatial discretization of (3.21):

Wi (0) = wo(—7 +iAxy, —7 + jAzs), (4.3a)
JQWH?(,-’]-)(O) = Oywo(—7 + iAxy, —7 + jAxs), (4.3b)
WTT(M-)(O) = Oowo(—7 + iAxy, —7 + jAzo), (4.3¢)
Jgi.5(0) =1, (4.3d)
ha,i,5) (0) =0, (4.3¢)
h(;(0) = =1 +iAx, (4.31)

where wg = (20, ag, wo, s0)* .

Definition 4.1 (The DRV-N;-Ns numerical simulation). The numerical solution of the initial value problem (4.1)-
(4.3) is called the DRV-N1-Ny solution for integers N1, No > 4, or simply DRV-N? if Ny = No = N.

Due to the smoothness of solutions to the DRV system, we will demonstrate that the DRV-n1-n2 solutions converge
uniformly with 4th-order accuracy as Az = (Axy, Azz) — 0.

4.2. Numerical solution on the time interval [0, 7*]. The time-step in our explicit Runge-Kutta is subject to the
CFL condition and satisfies the following bound

20| ||V+2aEg_%h,2 lloo
At
( J,Axy * Az

) < CFL, 4.4)

where 0 < CFL < 1. We will set CFL = 1 in our simulations. Since V', X, g*%, and h,s remain uniformly bounded
fort € [tin, T, itis the fact that J, (x*,t) — 0 as ¢ — T that limits the size of the time-step for times close to the first
blowup time. This means that we must approximate the vanishing condition J, (x*,T*) = 0 with an approximation.
We have the following

Definition 4.2 (The numerically-computed time of first singularity ¢ = T, ). We sef’
J. = Azxt. 4.5)

When employing a DRV-N? simulation, we let T, (N) denote the numerically-computed time of first singularity by
requiring that
9(,7) (T;lkum) = J* . (46)

min J,

(4,9)
The condition (4.6) is our discrete approximation for continuum condition J,(x*,T*) = 0, and we say that computa-
tional shock formation occurs when (4.6) is satisfied.

Definition 4.3 (Numerically computed blowup label and blowup location at t = T%, ). Once the DRV-N? solution
at the numerically computed time of first singularity t = T} ., is known, we define the numerically computed blowup
label by

xhm(N) = e joy, where (i*,5%) = argmin Jy ¢ ;) (Trum) (V) ,
j)

num >
(4,

5By settin J. = Ax?, we can maintain 4th-order accuracy of our numerical method on the time interval 0, T ...]. Itis, however, possible to
y g 1 y num 3

define J. = AzF, for k € {1,2, 3}, in which case the scheme reduces to kth-order accuracy on the time interval [0, 7.%,,,]. This may be beneficial
for simulations in which the 4th-order condition requires a prohibitively small CFL condition.
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and the numerically computed blowup location at the time of first singularity is given as
y:um(N) (h(z J* )( num(N))axQ(i*,j*)(N)) .

4.3. A periodic reference solution. In order to demonstrate 4th-order convergence of the DRV-N?2 solutions we shall
define a resolved periodic reference solution which evolves initial conditions satisfying Definition 2.1.

Definition 4.4 (Periodic Reference Solution). Consider the following locally compressive and generic initial condi-
tions set at the initial time t;, = 0:

wo(x) = Ko — sin (%) (1 -0+ §cos(x2)) (4.7a)
zo(x) = =B cos (%) , (4.7b)
ag(z) = —fcos (&), 4.7¢)
so(x) = Bsin (%) , (4.7d)
where kg = 2, € = 7,0 = ¢z, and 3 = %. For the purpose of convergence studies, the DRV-5122 solution, which

uses the initial condltlons 4. 7) is called the reference solution. The adiabatic exponent in (2.1) is set to a = % For

this data, we identify T? with the periodic box [—%, %] x [—m, ).

Definition 4.5 (Notation for the discretized Euler solution using the DRV variables II). With the nodal locations x; ;)
of the numerical mesh parameterized by (i,j) fori = 1,...,N and j = 1, ..., N, we denote the DRV-N? solution by
my () () for t € [tin, T,,] and we denote the exact solution by IX(x; j))(t).

num

Definition 4.6 (The L°° error). For integers M, N > 4 and t € [tin, T},), we set

num

HHN(t) - l_IM(lf)HLoo = sup |H (i.7) (t) — Hé\;{j)(t) ,

and

TV () — It ||, = siujp |Hé\{7j)(t) — IL(w(; )(t)] -

4.4. 4th-order accurate convergence for the 1> error. We have computed that

512) = 0.416306 and 3, (512) = (0.494098, —0.012271)

num(

for the periodic reference solution. Using the periodic initial conditions and parameters in Definition (4.4), for
Ary = 5y and Ay = %’T, Figure 4 shows the 4th-order convergence

512)| = O(|Az|*) as |Ax| — 0.

| num ( ) num (

-10

~ —k— [T (V) = T, (512)]
S12°F ~ — — 4th order 1

14 b

-16

log, (error)

-18

-20

22 +

24

5 55 6 65 7 15 8
log N
FIGURE 4. Displayed is a log-log plot of the error |17, . (N) — T}, (512)| with N = 32,64, 128, 256.

With J, defined by (4.5), the DRV-N 2 solutions using the periodic initial conditions (4.7) (and the same parameters
as for the periodic reference solution) display 4th-order accurate convergence towards the periodic reference solution.

In particular, as shown in Figure 5, we have that for Az; = N and Azg = %\’; R
TN (Thn) = T2 (T [ = O(|Az|*) as |Az| — 0.
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0 Convergence of DRV-N? at t = T*

num

—k— W
—— J, W,
-15 =
= T 4J€h order
8 -20 -
=)
S
3
3 -25 |
K
-30 3
3 I l

5 | |
FIGURE 5. Displayed is a log-log plot of || TT¥

(Tioon) = TEPPHT 0 )|l e with N = 32,64, 128, 256.

While only convergence for the variables (¥, Jgﬁ/n, J,, h) is displayed, all components of TIV converge with 4th-

order accuracy. Note also in Figure 5 that the undifferentiated quantities W and h, have much smaller L°° error than
the differentiated quantities J,W,, and J,.

W, T TgWa(x, Tin) W (%, L)
3
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) " 0.
A(x, Tiuw) Ty An(%, i)

A (%, Tn)
005

y

-0.05

_2\\,/«// 0
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5%, T Tyu(%, i) (%, Tium)

PN

hix Tio) Jy(x. T},

)

time for first singularity ¢t = T

num-*

FIGURE 6. Surface plots of the DRV variables in ALE coordinates at the numerically computed
All of these variables remain smooth and bounded.
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4.5. Results from a DRV-642 simulation. We present results of a DRV-642 simulation using the periodic initial
conditions and parameters given in Definition 4.4 and the numerically-computed time of first singularity 77, (64) =
0.0.416253. In Figure 6, we display the surface plots of all components of TI4(T* ), which numerically demonstrate
regularity assertions of Theorem 4.6 in [8], showing that smoothness is maintained for all components of II, even at
the time of the first singularity ¢ = 7. Moreover, our simulation demonstrates the bounds of Lemma 6.1 in [§]
which suggest that both |W — wy|| g~ and ||.J,W,, — 8w ||~ are small and bounded by the inverse of the maximal
negative slope of the dominant Riemann variable wy. In particular, modulo such small error, the both W and Jan
are “almost frozen” into the ALE flow which is adapted to the fast acoustic characteristic surfaces.

In Figure 7, we display a color contour plot of the Eulerian dominant Riemann variable w(y, t) which is overlaid
by the mesh deformation by our ALE map (-, t) of an initially perfectly rectangular grid. Contours of w(y,t) are
shown at times (left) ¢ = tj, = 0, (middle) ¢t = %Tg‘um, and (right) ¢t = T}, where T0%, = T, (64) = 0.4171.
The mesh impingement at ¢ = 7% . indicates that the distance between fast acoustic characteristics has vanished at

num

the blowup location y;,,,,(64) = (0.494163,0). Note the similarity in the color contours at the different instances

1
t=3Tm T

3 3
2

2.5
1
0 2
-1

1.5

1

0.5 1

FIGURE 7. Contours of the dominant Riemann variable w(y, t) in Eulerian coordinates computed

with a DRV-642 simulation, overlaid with rectangular mesh deformation by the ALE map (-, t),

shown at times t = 0, t = 3T, and ¢t = Tl
of time, indicating once again that W is almost frozen into the ALE flow. In fact, we have computed that for this
DRV-642 run, we have that

W — wol| L = 0.023, |7, W,, — Oy || L = 0.017. (4.8)
h(z1,0,t) Jo(21,0,t) W (1,0, 1)
. = — — _
\1\"*’/’,/
-20
"|-a0
-60 ‘ t=0
| t=0.1
| t=0.2
-80 | t=03
t=04
0.5 0 0.5 05 0 0.5 0.5 0 0.5
T T T

FIGURE 8. Evolution of the height function &, the Jacobian J,, and the differentiated Riemann
variable W, at the cross section x5 = 0, shown at times ¢t = 0,0.1,0.2,0.3, 0.4.

Figure 8 shows the evolution of the height function % (left), the metric-scaled Jacobian determinant J, (middle),
and the differentiated Riemann variable W,, (right) at five different times and along the cross section xo = 0. At the
latest time displayed ¢ = 0.4 is very nearly the time of the first singularity when J; has first decreased to the value J,.
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At this time, the graph of Wn(, 0,0.4) is an approximation to the infinite magnitude achieved by the exact solution
Wn att =T,

The results displayed in Figures 6—8 demonstrate a key feature of our numerical method; namely, we have replaced
the Eulerian gradient blowup criterion for shock formation by the ALE variant in which shock formation occurs when
J, vanishes, and all variables remain smooth and bounded. The DRV discretization creates a stable, 4th-order accurate
scheme, replacing the usual numerical challenges associated to traditional Eulerian blowup with the comparatively
mild difficulty of a small CFL number, as defined in (4.4).

Figure 9 displays a few of the basic variables for the formation of a shock at the final time ¢t = 717 .., namely the
ALE map 1, the dominant Riemann variable w, the Jacobian J,, and the differentiated Riemann variable Wn In
particular, it is the image of ¥ (x, s*) which is displayed in the top left panel and which demonstrates the compression
of the fast acoustic wavefronts near the point of the first singularity. In the top right panel of this figure, the Eulerian
dominant Riemann variable w(y, T.,,,) is seen to remain continuous but w does form a C' 3 cusp at y = Yp.m (the
numerically computed location of the first singularity). The bottom left panel shows a surface plot of .J,(z, T.5,,,); the
minimum value of this smooth function occurs at the numerically computed blowup label x},, ., with value J,. Finally,
in the bottom right panel, we present a surface plot of W, (z, T7%,,.,). Note that for the exact solution W, (z*, T*) =
—o0, but as we stop the simulation at ¢ = T3, at which time J, has the minimal value of J,, the graph of the
numerically computed W, has a very large (but finite) negative value, and resembles an approximation of the Dirac

distribution.

5 P(%, T w(y, T

20

15
20

-1H

_2 S

_3 I EE e ———— e

-0.5 0 0.5
%
To(%, Tiun) W (x, T

o

FIGURE 9. DRV-64? solution at the numerically computed time of first singularity 7,,,, showing
the mesh deformation of the ALE map %) (top left), the Eulerian Riemann dominant variable w
(top right), the metric-scaled Jacobian determinant .J, (bottom left), and the differentiated Riemann
variable Wn (bottom right).

4.6. Computational complexity of the DRV system. The 4th-order central-differencing that we have employed
requires O (N1 N3) floating-point operations at each time-step for a mesh with Ny x N» grid points. Following (4.153)
in [1], for * denoting the blowup label, we have that for initial data satisfying Definition 2.1,

1

1 1
e (T — 1) < J(x%,1) < 2 HE (T — 1) 4.9)
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From the CFL condition (4.4) and (4.9), there exists a constant c; > 0 such that
11 1
i ae T Ay < AT (4.10)
where the time-step At is getting smaller as a function of time ¢, and by (4.6), we have that T)%,, = 7™ — coJ.
for a constant cy that depends on €. If we define the K discrete values of time by {tk},f:l where t; = tj, and
ti = Thm = T — caJy, by setting ¢t = ¢, in (4.10), we see that a lower bound for the the number of time-steps

K required to reach ¢ = T7¥., can be obtained by integrating (4.10) from ¢ = t;, tot = T* — coJ,. Using that

Ny = ﬁ, Ny = AQ—ZLTQ, and J, = Az1{, this integration shows that K = O(N; log(N;) + N») as the mesh size tends
to zero, and hence the computational complexity of the algorithm up to the time of the first singularity is given by

O(N1No(Nylog(Ny) + N2)) 4.11)

as the mesh size tends to zero. In the case of a non-degenerate PDE, in which At scales uniformly with |Ax|, the
“standard” computational complexity is O(N1No(N7 + N2)). We see that the degeneracy, caused by the vanishing
of J, at shock formation, creates only a mild logarithmic correction which follows directly from the linear-in-time
behavior of J,(x*,t) in (4.9).

4.7. Convergence of the fractional-order expansion coefficients. The coefficients in the fractional-order expan-
sions (3.22) are numerically computed using DRV-V 2 solution by the formulae (A.1a) and (A.1b), using 4th-order
accurate finite difference approximations for the x;-derivatives. The exact formulas, as well as the finite difference
stencils utilized, are given in Appendix A.

For the DRV-642 solution, once again employing the initial conditions and parameters in Definition 4.4, we compute
the blowup location ¥, = and T, =. In the top left panel of Figure 10, we compare DRV-642 solution for

the Eulerian dominant Riemann variable w(-, Y3 num Lo ) against the C 3 function in the expansion (3.22a) about

num

Y1 = Y] num & Y2 = Y3 num- The comparison shows that even at low resolution, the DRV-64? solution accurately

captures the C' 3 cusp structure at the numerically computed blowup time ¢ = T}

num-*

The remaining panels in Figure 10 respectively display the comparison between (z,1 , a,1 , s,1 ) and the functions

2 2z * i a * i s s * 1
C3 + §c4(y1 - yLnum) 5, Cg + %04 (yl - yl,num)3 ) C3 + 304(y1 - yl,num)3 )
which are the formally computed 1-derivatives of the fractional-order expansions (3.22b), (3.22c), and (3.22d). (See
[6] for a justification of such differentiation formulas.)

4.8. Convergence of DRV-N? for a plane wave Burgers solution. We now verify that the numerically computed
values of the time T}, of first singularity, the blowup location y;,,,,, at the time of first singularity, and the singular
expansion coefficient cY’,,,,,, in (3.22a), each computed from a DRV-N 2 solution, converge to the exact values as
N — oo.

By choosing the initial conditions at time tj, = 0 for which only the dominant Riemann variable wy is non-trivial

and depends only the z; coordinate,

wo(x1) =2 —sin (%), zo(z) =0, ao(x) =0, so(x) =0, (4.12)
withe = i, the DRV system (3.15)—(3.18) simplifies to the one-dimensional Burgers equation, 0;w + HTawalw =0,
which has the closed-form solution:

w(xl — H'Tatwo(xl),t) =wo(z1), 21 €T, t€[0,T"], a= %, (4.13)
where T = 15—2, Yy = %, and the fractional-order expansion of w(y1,T*) about y; = % is given by
1 2
wo(y, 75) = 2+ ei'(y1 = 3)° + Oy — 31°).- (4.14)

where ¢}’ = 23,

Using the initial data (4.12), we show that our DRV-N? solutions converge with 4th-order accuracy to the exact
solution (4.13) and the Puiseux expansion (4.14). For these simulations, we identity T? with the periodic box [— g, g] X
[—7, 7).

Figure 11 shows a log-log plot of the errors

cr (N) _C1lu|’ ‘yf,num(N) _yfl’ |T1Tum(N) _T*|’

1,num

demonstrating the 4th-order convergence of these quantities as N — oo or equivalently as |Ax| — 0. We note that

our numerical computation of T}, (N) is computed with machine precision. For this solution, we can compute the
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FIGURE 10. Comparison of the dominant Riemann variable w and the z;-derivatives of the sub-
dominant Riemann variables, (z,1,a,1,s,1 ), computed from the DRV-642 solution, compared
against their C 3 fractional-order expansions, zoomed in near the blowup location y*.

Error in T*, y{, and c{’ against exact solution

-10 T . T !
~
T~ —o— T
- — O |Vl — Ui
5k ~ et — €t | |
“iod ~ — — 4th order

log, (error)
Ny
)

5 55 6 6.5 7 7.5 8
logy N

FIGURE 11. (Left) 4th-order accurate convergence of the numerically computed fractional-order
expansion coefficient c¢f,,,,, the blowup location yy,,,,,, and the blowup time 7}, to the exact
solution (4.13).

exact value of T (N7) to be T* — (1175(1)‘]* = 2 — 2 Az{. In particular, we have that | T}, (N1) — & — SAzi| =
1.69%x10710,1.89x 10711, 3.66 x 10~ 13 for N; = 128, 256, 512, respectively.

The value of T} .., is computed using the Event s subroutine in the MATLAB ODE solver ode45. This subroutine

num

employs a root-finding algorithm to cease integration when the minimum value of Jg (; ;) is equal to J.. To compute
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*
num?

the blowup location x we numerically solve the ODE

d

T
where D?.J, means the 2x2 Hessian matrix of .J, and V denotes the spatial gradient (91, 2 ). The fact that follows from
Corollary 6.2 and inequality (6.24e) in [8], together with the “genericity” condition V23w (0) > 5%,Id stipulated in
Definition 2.1. The ODE for «*(¢) is supplemented with the initial condition

“(t) = —(D2J,(z*(1),1)) " 8V, (2" (1),1), t> tin,

x* (tin) = argmin (20 wo () + 5%0120(x)) -
xeT?

We then define
T = 2 (L) -
We note that in using MATLAB to solve the ODE for x*(¢), the derivatives of .J, are evaluated at x = x*(¢) using
MATLAB 2D function interp2 with cubic interpolation; then, y',,,, = h(x},.., Tr.m) is computed by once again

using the MATLAB function interp?2. For the reference initial data (4.7), we have that
;.m(64) = (—0.001702, —0.023757) and y,,,, (64) = (0.493902, —0.023757) ,

while
@, (512) = (—0.001702, —0.023749) and y,,,(512) = (0.494080, —0.023757) .

The singular expansion coefficients, which are given in Appendix A in terms of the dependent variables IT(
are also computed using the MATLAB function interp2.

T*

*
wnum ? num ) ?

5. THE COMPUTATIONAL SHOCK FORMATION ALGORITHM

We now present our computational shock formation algorithm, which provides the numerical solution to the Euler
equations in (, s)-coordinates, past the time of the first singularity, and in fact for times s € [0, 1] defined in 3.27, up
to the curve of pre-shocks at s = 1.

The variables II(x, s) in (3.42) used in our DRV-s system remain smooth up to the entire curve of pre-shocks at
s = 1. Our numerical discretization, using 4th-order central differencing operators in space and MATLAB’s ode45
Runge-Kutta explicit time-stepping, produces 4th-order accuracy for the numerically computed Euler solution up to
and including the curve of pre-shocks =*. Moreover, our CSF algorithm can compute with 4th-order accuracy the
fractional-order expansions (3.43) for w and (3.44) for (z, a, s) about the entire curve of pre-shocks at s = 1, which is
an essential ingredient for the problem of computational shock development (see, for example, Section 3 of [7]).

For a numerical scheme to maintain high-order accuracy up to the curve of pre-shocks Z*, it is necessary to employ

(a) asystem of variables and coordinates that remain smooth, even as the Euler solutions experiences a continuum
of Eulerian gradient singularities, and
(b) asmooth and invertible spacetime remapping that flattens the pre-shock cylindrical future temporal boundary.

Our CSF algorithm employs the DRV functions in adapted ALE coordinates to satisfy (@) and makes use of the new
time coordinate s, defined in (3.27), to satisfy (b). To our knowledge, this CSF algorithm is the first high-order scheme
that is capable of accurately determining the spacetime location of the pre-shock curve as well as the fractional-order
expansion of the Euler solution about this pre-shock set.

5.1. Discretizing the DRV-s system. We describe our CSF algorithm for solving the DRV-s system using the tempo-
ral remapping (3.27), which enables us to compute the fractional-order expansions of the Riemann variables (w, z, a, )
along the full curve of pre-shocks =*.

5.1.1. The discretized CSF algorithm using DRV-s. Spatial derivatives are once again discretized using 4th order
centered differences, and time-stepping is achieved using MATLAB’s ode45 routine. We recall that the variables
with the overline symbol, V and E, denote evaluation at along the surface 1 = £(x2, s), and are computed at each
time-step via MATLAB’s cubic-interpolation function interpl. The semi-discrete version of the DRV-s system of
Euler equations (3.37) takes the form

d ) Lo . D
Ve = Q5 (G = Vi D2Wiiy) =Bl W) = Eliy) = A DWrip),  Gla)
d . . , . . ) .
%(Jan)(l,j) - M(Z,j) ((JQGTL)(’L,_]) - E(”)Dlwn’(w) — (E(l,j) + ‘/(27])I)D2(J9Wn)(z,]))7 (SIb)
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d .

—1 ~ -1 1 ° 2 o
s Wrti) = Mg ) (Grii) = T4 060y Bty D1We i) — (B + Vi pDD2Wo i), (5.1¢)
and the semi-discrete version of the evolution of geometric quanties (3.39) is written as
d 1 . . 0 &
Z5/2.0) = Q5 (= Vi Dahoo i) 155 Wi gy + 252 Zr(ig) + T3 Sri) (5.22)
d 1 . B . oS .
257060 = Q5 (= Vi Dady i) + 55 (L Wa) i) + 5% (L Za) i) + 83 (LSn)ag) - (5:20)
d = .. -1 1
e = (@ +Vi()Q25) 905 GWeig) + Z6ij) + 0%5)) - (5.2¢)
We must additionally consider the semi-discrete form of the equations for (x5, s) and (z2, s) given in (3.40) as
d 1 d —(D ;
b= e, R S LT (5:3)
ds Q;+V;Q2; ds Jg; (@5 +V;Q2,)

We note that our numerical solution for the ordinary differential equations in (5.3) employs the cubic interpolation
MATLAB function interpl for the evaluations of the overlined quantities.

Recall that § maps the time coordinate s back to the original time ¢, and that according to (3.3), y2 = ¥a(x,t) = x4
so that O(ys, s) = 0(x2, s). In the left panel of Figure 12, we display a foliation of the spacetime Q* by the surfaces
0(y2, s) for eight different values of s and we display as the red curve the Eulerian pre-shock set

(h(§($271),$2,9($2,1)),1‘2,9(.’1}2,1)) . (54)
The right panel of Figure 12 shows the foliation of the Eulerian spacetime by the fast acoustic characteristic surfaces

Foliation of 2° by the surfaces s = const. Foliation of " by the surfaces T'y,

0

h

FIGURE 12. (Left). On display, is the foliation of Q* by 6(y2, s) for 8 values of s together with the
Eulerian curve of pre-shocks (red). (Right). Foliation of the Eulerian spacetime by a discrete set of
fast acoustic characteristic surfaces.

with the same pre-shock curve as is displayed in the left panel. The initial conditions and parameters from Definition
4.4 have been used. This fast characteristic surfaces are evolved up to the future temporal boundary of the spacetime
Q*. This should be compared with the left panel in Figure 1 in which the fast characteristic surfaces continue beyond
the pre-shock curve and capture the .

5.1.2. Initial conditions for CSF using DRV-s. Initial data is specified along the initial time-slice {s = 0} which
coincides with the time-slice ¢ = ti,. The variables W, J W,,, W, and the geometric quantities h, J,, h,» use the
iniitial conditions (4.3). The auxiliary quantities (6, £) are initialized as

8;(0) =0, & (0) = arngin(H'Taalwo + I—Taalzo + 42‘:?28180)}
1€

ro=—n+jAxzs ’ (55)
where the index j € {0,1,2,..., No — 1}. The solution to the initial value problem (5.1)—(5.5) will be referred to
as the DRV-5-N N», for remapped differentiated Riemann variables, or simply DRV-s-N2 if N; = Ny = N. Due
to the smoothness of solutions to the remapped DRV system, the DRV-s-N?2 solutions produce 4th-order accurate
approximations to the true DRV solutions.
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5.1.3. The CFL condition and computational complexity. The DRV-s system has the same CFL condition for the

time-step As as in (4.4); namely, we have that

n (2005l , IV + 2089 Fhg o
JgA.’El AZ’Q

) < CFL, (5.6)

where 0 < CFL < 1. We shall again use CFL = 1 in our simulations. Following our definition of the numerically
computed time for first singularity 7.5, (N) in (4.6), we approximate the time of reaching the pre-shock s = 1 with
the following stopping time:

s*(N)=1-J,,

where we recall that J, = Ax?. Following the argument which led to (4.11), the DRV-5-N; Ny algorithm has the
computational complexity O (N1 N2 (Ny log(N1) + N2)).

5.2. CSF numerical results and convergence studies.
5.2.1. Notation for DRV-s numerical solution.

Definition 5.1 (Notation for the discretized DRV-s solution). With the nodal locations x; ;) of the numerical mesh
parameterized by (i,7) fori = 1,...,N and j = 1,..., N, we denote the DRV-s-N? solution by Hf\i'j)(s) for s €
[0, s*].

Definition 5.2 (The L*° error). For integers M, N > 4 and s € [0, s*], we set
[T (s) — Y (5)|| oo = sup [T ) () =TI 5 ()] -

Using our “flattened” spacetime coordinates (x, s), we shall again demonstrate that with .J,. defined by (4.5), the
DRV-s-N? solutions using the periodic initial conditions and parameters in Definition 4.4 display 4th-order accurate
convergence:

Y (s%) = TI2(s%) | e = O(|Az|) as |Az| — 0,
where s* = s*(512) = 0.99999999. See Figure 15.

5.2.2. Visualization of the uniform compression along the pre-shock set. Prior to any discussion of order of conver-
gence, it is important to explain the fundamental effect of the spacetime transformation (3.27) which flattens the curve
of pre-shocks to the single time-slice {s = 1} (which we numerically approximate by {s = s*}). Rather than com-
pression occurring at the spacetime location (y*, T™*) as we displayed in the right panel of Figure 7, we instead have
uniform fast characteristic impingement on the entire curve of pre-shocks as shown in Figure 13. Here, we are again
using the initial conditions and parameters of Definition 4.4, we show results of our DRV-s-64 simulation for the
Eulerian dominant Riemann variable w(y, 6(y2, s)) at times s = 0 (left panel), s = %s* (middle panel), and s = s,
(right panel) for s*(64) = 0.99999964.

s=0

-

'
-

05 0 0.5 05 05 1 0 ) 1
Ll 0 il
FIGURE 13. On display are color contours of the dominant Riemann variable w(y, 0(ys, s)) in
Eulerian coordinates computed with a DRV-s-642 simulation, overlaid with rectangular mesh defor-

mation by the ALE map (-, 6(y2, s)), shown at times s = 0, t = $s*, and s = s*.
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5.2.3. Smoothness of the numerically computed DRV-s solution on the interval [0, s*]. We shall next present results
from a DRV-s-64 simulation using the initial conditions and parameters of Definition 4.4.

In Figure 14, which is the remapped-spacetime analogue of Figure 9, we display the ALE map v(«, s), the Eulerian
dominant Riemann variable w(y, s), the metric-scaled Jacobian determinant J,(x, s), and the ALE dominant differ-
entiated Riemann variable W, (z, s) at the approximate time of the pre-shock s = s*(64) = 0.99999964. Each panel
of Figure 14 should be compared with the corresponding panel in Figure 9. In the top left panel, the image ¥ (x, s*)
shows the uniform compression of the fast acoustic wavefronts about the curve of pre-shocks. In actual time ¢ > T,
there would be a succession of gradient catastrophes, but in remapped time s, all of the first gradient blowups occur
at the same time-slice, numerically approximated to be s = s*. The top right panel shows the continuous Eulerian
Riemann variable w(y, s*). This surface plot is smooth away from the pre-shock curve, but forms a C3 cusp along
the Eulerian pre-shock (5.4). In the bottom left panel, we show the surface plot of J,(x, s*) which takes the value J,
along the entire curve X* := {(&(z2, $*),x2): 22 € T}. Corresponding to the numerical approximation to the van-
ishing of J, along the curve X™, we display in the bottom right panel, the dominant DRV Wn(ac7 s*) which displays
approximate blowup along the entire curve X*.

T 2 T

FIGURE 14. DRV-5-642 solution at the approximate time of the pre-shock s = s*, showing the
mesh deformation of the ALE map 1) (top left), the Eulerian Riemann variable w (top right), the
Jacobian J, (bottom left), and the dominant differentiated Riemann variable Wn These results
should be compared with the results shown in Figure 9.

5.2.4. CSF with DRV-s is 4th-order accurate. We now present a convergence study of our CSF algorithm using
DRV-s-N? simulations with the initial conditions and parameters of Definition 4.4. In the left panel of Figure 15,
we demonstrate the convergence ||TTIV (s*) — TI°'2(s*)||L~ = O(|Az|*) as |Az| — 0 for the specific components
(h, W, J, W, J,) of TIN (5%).

5.2.5. Computing the fractional-order expansion at the curve of pre-shocks. The coefficients in the fractional-order
expansions (3.43) and (3.44), about the pre-shock curve, are numerically computed using DRV-s-N?2 simulations at
the time s = s*(IV) and the formulas (A.la)-(A.2a). Derivatives are computed using the finite difference operators
in Appendix A. Using these numerically computed coefficients, we define the approximate trunctated fractional-order
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Convergence of DRV-s-N? at s = s*

—— error in W
—%—— error in Jan

error in h
—k— error in J,
— — 4th order

6 6.5 7 7.5 8
logo N

FIGURE 15. Log-log plot of ||TIV (s*) — II5'2(s*)|| .~ for the components (h, W, J,W,, J,) of
ITV (s*) with N = 64,128, 256.

expansions by

1
*(y1,y2, N) = ¢ (y2) + ¢t (y2, N) (y1 — w1 (y2,N)) *, (5.7a)
4
25 (y1, 92, N) = ¢ (y2) + &5 (y2, N) (1 — 47 (y2, N)) + i (y2, N) (41 — 93 (92, N)) * (5.7b)
4
a*(y17y2a ) _CO( +C3 y2a (yl _yl y2) ) +C y27 (yl _yI(yQaN))s ’ (570)
4
5*(9171127 ) _CO( +C3 y27 (yl _y>1k 92» ) +C yQ;N (yl _yiﬂ(y27]\7))‘5 ) (57d)
where
yi (y2, N) = h(&(y2,5*(N)), y2,0(y2,s*(N))) and t*(y2, N) = 0(ya, s*(N))..
By once again performing DRV-s-N? simulations with the initial conditions and parameters of Definition 4.4, we
demonstrate in Figure 16 the 4th-order convergence of yi (y2, N), t*(y2, N), and the coefficients in (5.7).
Error in cf, y{, t* against reference solution o Error in cj, ¢4, cj against reference solution . Error in ¢, ¢}, ¢} against reference solution
=~ - e emorin ¢ (12) J[ e o3
s~ o 2P e emor in ()
5 Tl et AT L gmrin i) —
~ — = . O —~ 5 T~ )
: ¢ R I
210 ) ~| S £ S~ T
g g 8 S~ g S T
- ~ o - [ ey ESC S
-15 0 S 3 ——— error in a}ga; - -
T — e B
-20 -14 -15
6 6.5 7 7.5 8 6 6.5 7 7.5 8 6 6.5 7 7.5 8
logy N logy N logy N

FIGURE 16. The 4th-order accurate convergence is displayed for y3(y2, N), t*(y2, V), and the
coefficients in (5.7).

We conclude with a comparison of the graph of solutions to our low-resolution DRV-5-642 simulation with the

approximation provided by (5.7) with N = 64. Specifically, in Figure 17, we compare w(y, s*) against w*(y)
(first row), 01 z(y, s*) against 01 2*(y) (second row), 91 a(y, s*) against O1a*(y) (third row), and 9, s(y, s*) against
015*(y) (fourth row). The panels on the right display the cross-section at y, = 0. Even at this low resolution, our CSF

alg

orithm using DRV-s-642 is able to capture the C 3 cusp structure of the Euler solution about the entire pre-shock.
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FIGURE 17. Comparison of the DRV-s-642 solution w(y, s*), 912(y, s*), dra(y, s*), 01s(y, s¥)
and the functions w*(y), 012*(y), d1a*(y), d18*(y) in (5.7) computed with N=64. The panels on
the right display the cross-section at iy, = 0. The low resolution DRV-s-642 simulation captures the
C's cusp structure at the pre-shock.

APPENDIX A. NUMERICAL COMPUTATION OF THE COEFFICIENTS OF THE PUISEUX EXPANSIONS

A.1. Numerical computation of the coefficients of the Puiseux expansions. Using DRV-N? simulations to solve
(3.15)—(3.18) up to the numerically computed time of first singularity ¢ = 7.7 (N) with numerically computed
blowup label xZ, . (IV), we define

C(? = Q(w:um7 TrTum)’ C]? = %aiﬁil(‘]yén + h72 JgQOT)(w;klumﬂ Trtum) ’
C(})L = h(m:um7 Tr?um)? C]}i‘l = 3{«—1(95 Jg)(m;umﬂ TrTum) )

for k =1,...,4 and where the variable @ is either W, Z, A or S and the variable Q is either W, ZO, fol, or S.
The coefficients in (3.22) are then computed as follows:

w=cy, v = (chiey, (A.la)
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and
¢ =CF, = (C5)Cy, ¢f=(C) e —cPar/cy). (Al
for g € {z, a, s}. The coefficients in (3.23) are given by
cgl = Ul(x:um’ TITum)’ 032 =U? (w:;uma TITum) ;o= E("Eﬁum, Thum), (A2a)
¢ = 3@t Tium) 2 4 = 59(@hums Toam) ™ ? 12 (@i T )5 of =3¢ . (A2b)
The 4th-order finite difference stencils needed to compute the second and third derivatives are given by
D@F(i j) = —F(i—2,5)+16F (i —1,7) —30F (i,5) + 16F (i + 1,j) — F(i+ 2,7)
’ 12Ax32 ’
i—3,j) —8F(i—2,j)+ 13F(i—1,5) —13F(i + 1,j) + 8F (i + 2,j) — F(i+ 3,7)

E(
DY F(i,j) =
1 (Zv ]) 2Ax:13 )
A.2. Coefficients of the fractional-order expansions at the pre-shock. Using DRV-s-N? simulations, to solve
(3.37)~(3.39) up to s = s*(NN), we define

C(()Q(yQ) = Q({(yQ, S*)a Y2, S*) ) CIgQ = %af_l(‘]gén + h72 Jgé‘f‘)(f(y% S*)v Y2, S*) 3

Cg(yQ) = h(f(y% 5*)’ Y2, S*) ) CIQL = 85_1(9% Jg)(g(y% 5*)7 Y2, 5*) >
fork =1,...,4. The coefficients in (3.43)—(3.45) are once again defined by (A.la)—(A.2a), now regarded as functions
of 4. Again, for DRV-s-N? simulations, the numerically computed temporal coordinate along the pre-shock t* (2, V)
and the numerically computed spatial coordinate along the pre-shock i (y2, N) are given by

t*(y27 N) = 9(y27 S*(N)) and yr(y27 N) = h(é-(y27 S*(N))7 Y2, 9(2/27 S*(N))) .
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