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Chapter 1

Introduction

1.1 Evolution equations

The evolution of a system depending on a continuous time variable t is
described by an equation of the form

= f(u). (1.1)

Here, the dot denotes a time derivative, u(t) € X is the state of the system
at time ¢, and f is a given vector field on X. The space X is the state space
of the system; a point in X specifies the instantaneous state of the system.
We will assume that X is a Banach space. When X is finite dimensional, the
evolution equation is a system of ordinary differential equations (ODE’s).
Partial differential equations (PDE’s) can be regarded as evolution equations
on an infinite dimensional state space. The solution u(z,t) belongs to a
function space in x at each instant of time ¢. Abusing notation slightly, we
write u(t) = u(-,t).

Other types of evolution equations can be written in the form (1.1). For
example, the nonautonomous equation

= f(t,u)

can be written in an autonomous form by the introduction of ¢t as a new
dependent variable,



Higher order equations can be written as first order equations by the intro-
duction of time derivatives as new dependent variables. For example, the
second order equation

i = f(u)

can be written as the first order system,

U=,
0= f(u).

Systems with memory in which f is a functional of the history of u (as, for
instance, occurs in equations modelling the flow of visco-elastic fluids),

a(t) = flu(s) s < 4,

can be rewritten abstractly in the form (1.1) by the introduction of the
history up to time ¢ as a new dependent variable,

U(t) ={u(s) : s <t}.

Of course, these artifacts do not make the problem any easier. Although the
form of the equation is simplified, the size of the state space is increased,
and the special structure of the evolution equation is obscured. Nevertheless,
when considering evolution equations in an abstract sense, we may restrict
our attention to equations of the form (1.1).

There are many questions which can be asked about evolution equa-
tions: the existence of particular types of solutions, such as equilibrium so-
lutions, travelling waves, self-similar solutions, time-periodic solutions; the
dynamic stability of these solutions; the long time asymptotic behavior of
solutions; chaotic dynamics; complete integrability; singular perturbation
expressions for solutions; evolution of random solutions; convergence of nu-
merical schemes; and so on.

The most basic question concerns the existence and uniqueness of solu-
tions. The initial value problem for (1.1) is

If the evolution equation is to provide a self-consistent mathematical model
of some real system then, at a minimum, there should exist a unique solution
of this initial value problem. These notes focus on this basic question.



1.2 Blow up

A central issue in the study of nonlinear evolution equations is that solutions
may exist locally in time (that is, for short times) but not globally in time.
This is caused by a phenomenon called “blow-up”. Let us illustrate this
phenomenon with three very simple ODE’s for u(t) € R:

(a) u=u; (b) @ =u? (¢) @=—u+u?

The solution of (a) is
u(t) = ce'.

This solution is defined globally in time and grows exponentially as ¢ —
+o00. Global existence and, at most, exponential growth are typical features
of well-posed linear evolution equations. Equation (b) is called a Ricatti

equation. The solution is
1

c—t
We have u(t) — oo as t — c¢. As this example shows, nonlinearities which

grow super-linearly in u can lead to blow-up and a loss of global existence.
The solution of (¢) is

u(t) =

1
t) = .
u(t) 1 — cet

If ¢ < 0, which corresponds to 0 < u(0) < 1, then the solution exists globally
in time. If 0 < ¢ < 1, which corresponds to u(0) > 1, then the solution blows
up at t = log(1/c). We thus have global existence of solutions with small
initial data and local existence of solutions with large initial data. This type
of behavior also occurs in many PDE’s; for small initial data, linear damping
terms can dominate the nonlinear terms, and one obtains global solutions.
For large inital data, the nonlinear blow-up overwhelms the linear damping,
and one only has local solutions.

For ODE’s with a smooth vector field, the only way in which solutions
can fail to exist is by becoming unbounded. For PDE’s, the solution is
redistributed in space, and there are many more ways in which blow-up can
occur. The solution itself may become unbounded. This is “blow-up” in the
narrow sense. Alternatively, spatial derivatives of the solution may become
unbounded, due the formation of some kind of singularity in the solution.
In some cases, it is possible to continue a smooth solution past the blow-
up time by a weak solution; in other cases, blow-up signals a catastrophic
breakdown in the ability of the PDE to model the original system.




One of the simplest nonlinear PDE’s which exhibits blow-up is the in-
viscid Burgers equation,

up + <;u2)$ =0, (1.2)
u(x,0) = ug(x).

Here, z € R and u(z,t) € R. We will show that (1.2) cannot have a global
smooth solution if uj(x) < 0 at any point. The proof is by contradiction.
Suppose that u(z,t) is a smooth solution. Differentiation of (1.2) with re-
spect to = implies that

vﬁ—uvx—i-vz =0,

where v = u,. This equation can be written as

where

is a derivative along the characteristic curves associated with u. If v < 0 at
t = 0, then the solution of this Ricatti equation blows up at some positive
time, and a global smooth solution cannot exist.

The blow-up time along a characteristic is t = —1/v(0). Thus if ug is
not a monotonic increasing function, a smooth solution of the PDE cannot
exist past the time .
infuer uh(z)

One has to be a little careful in interpreting the conclusion of this type
of argument. The proof shows that global smooth solutions of the inviscid
Burgers equation cannot exist. As it stands, it does not prove that u, blows
up or that the life-span of smooth solutions is actually t*, although this is
in fact true. The reason that this conclusion does not follow from the the
argument above is that some other quantity (for instance, u itself) could
conceivably blow up first. In the case of the inviscid Burgers equation,
the method of characteristics shows that for smooth initial data, there is a
smooth solution in the the interval 0 < ¢ < t*.

There are a number of proofs of the lack of global existence of smooth
solutions for nonlinear evolution equations which show that a certain quan-
tity would have to blow-up for smooth solutions even though the quantity
in question never actually blows up.

t* =



It is possible to obtain global weak solutions of the inviscid Burgers
equation which are defined for all 0 < ¢t < oo. These solutions are of
bounded variation but they are not continuously differentiable since they
typically contain jump discontinuities, or shocks.

Existence results can thus be classified in various different ways:

e local existence vs. global existence;
e smooth (or classical) solutions vs. weak solutions;
e small initial data vs. large initial data.

Nonlinear equations are usually difficult to analyze. Local existence can
be established by standard arguments for most reasonable PDE’s. Global
existence is often much harder to establish and typically requires sufficiently
strong a priori estimates for solutions of the PDE. The basic global exis-
tence and uniqueness questions are not resolved even for some of the most
important nonlinear evolution equations arising in classical physics. We will
briefly discuss what is known for the Navier-Stokes and Fuler equations in
fluid mechanics and for the Einstein field equations in general relativity.

1.3 Fluid mechanics

The motion of a viscous incompressible fluid with velocity vector u(x,t) €
R? and pressure p(x,t) € R is modelled by the incompressible Navier-
Stokes equations,

u; +u-Vu+ Vp =vAu,
V-ou=0. (1.3)

Here v > 0 is a viscosity coefficient. The component form of (1.3) is

ou’ jﬁui op 0%l
ot " ow T o~ Vowiow
ow!

@ — Y

where u = (u!,u?,u?), x = (2!, 22,23), and we sum over repeated indices.

Leray (1934) and Hopf (1951) proved that there are global weak solutions of
the incompressible Navier-Stokes equations. Leray’s paper is one of the foun-
dational papers in the modern theory of PDE’s. It is not known, however, if



the Leray-Hopf weak solutions are smooth. Nor is it known if weak solutions
are unique. Thus, despite the complete physical success of the Navier-Stokes
equations in modelling fluid flows, there remains a fundamental gap in the
mathematical theory of these equations. The possible lack of smoothness
of solutions of (1.3) may appear surprising from a physical point of view
since the viscous term vAu is a smoothing term. However, it is not clear
whether or not this linear viscous term can always overcome the quadrati-
cally nonlinear term u - Vu which conceivably could cause derivatives of u
to blow-up.

For two-dimensional flows, with x € R?, the situation is much simpler
and one has global existence and uniqueness of smooth solutions.

When v = 0, which corresponds to an inviscid fluid, the incompressible
Navier-Stokes equations reduce to the incompressible Euler equations,

u+u-Vu+ Vp =0,
V-u=0. (1.4)

These equations are not as well founded from a physical point of view as the
Navier-Stokes equations. The limit ¥ — 0 is a singular limit, and it is not
clear that the Euler equations always provide a correct description of fluid
flows in this limit. For example, in turbulent flows the rate at which energy
is dissipated seems to tend to a non-zero value as v — 0. This non-zero
limit is inconsistent with the conservative nature of the Euler equations.
Smooth solutions of the Euler equations exist for short times. For three-
dimensional flows, it is not known whether or not smooth solutions blow-up
in finite time. Nor is it known whether or not global weak or smooth solu-
tions exist. The crucial quantity which controls the blow-up is the vorticity,

w = curlu.

Beale, Kato, and Majda (1984) proved that if blow-up occurs at time ¢ = ¢*,
then the supremum of the vorticity must have a nonintegrable singularity
as a function of time, meaning that

[l oo aste
0

The existence theory for the equations which describe compressible fluid
flows is in even worse shape. Inviscid compressible flows of an inviscid fluid



are described by the compressible Euler equations,

(pu): +V - (pu®@u+pl) =0, (1.5)

(e Juew)] +9 - fo (e Lu-u)uwsm] =0

For an ideal gas with constant ratio of specific heats 7y, the internal energy
e is given in terms of the density p and the pressure p by
L p
elp,p) = —=~.
vy—1p
Thus (1.5) is a system of equations for (p,u,p).
The compressible Euler equations are the fundamental physical exam-
ple of a hyperbolic systems of conservation laws. The general form of a
hyperbolic system of conservation laws is

w+V-F(u)=0 (1.6)
where u = (u',...,u™) is a vector of conserved quantities and F = (f¥) is
a flux tensor. In component notation, with space variables x = (!, ... ,a:d),

equation (1.6) is ' -
uy + f5 = 0.

The simplest example of a hyperbolic conservation law is the inviscid
Burgers equation (1.2). The breakdown of smooth solutions and the subse-
quent formation of shocks introduce special difficulties in the mathematical
theory of such equations.

In the case of one space dimension, the conservation law (1.6) reduces

to the equation
u; + f(u), =0, (1.7)

where f : R™ — R™. In a fundamental paper, Glimm (1965) proved that,
under suitable hypotheses, the initial value problem for equation (1.7) has a
global weak solution for small initial data. The uniqueness of the solutions
constructed by Glimm’s method has only recently been shown by Bressan.
Global existence of weak solutions of (1.5) or (1.7) with large initial data in
one space dimension remains open.

Glimm’s method of proof is essentially restricted to the case of one space
dimension. Local existence of smooth solutions in more than one space



dimension follows from a standard theory of symmetric hyperbolic PDE’s.
However, smooth solutions typically break down in finite time. The are no
global existence results for (1.5) or (1.6) in two or three space dimensions.

The unsatisfactory state of the existence and uniqueness theory for these
fluid equations is remarkable, particularly in light of their physical impor-
tance and the enormous effort that has been devoted to their study.

1.4 General relativity

One of the most fundamental nonlinear field theories is the theory of general
relativity proposed by Einstein in 1916. According to general relativity,
space-time is a four dimensional (one time and three space dimensions)
Lorentzian manifold (M, g). The curvature of space-time M is described by
a fourth order tensor called the Riemann tensor, Riem(g). The Ricci tensor
Ric(g) is a second order tensor obtained by contraction of the Riemann
tensor and the scalar curvature R(g) is obtained by contraction from the
Ricci tensor. The Einstein tensor G(g) is defined by

1
G = Ric — iRg.
The Einstein field equations, in suitable units, are then
G = 8T,

where the energy-momentum tensor T describes the distribution of matter
and radiation fields in space-time. If space-time is empty then T = 0 and
we obtain the Einstein vacuum equations,

G =0,

which are equivalent to
Ric = 0. (1.8)

In order to carry out a concrete analysis of (1.8), one has to introduce
a local coordinate system {z®:a =0,...,3} in M. The metric tensor and
the Ricci tensor are then given by

g = gaﬁ(a:)dxa ® da;ﬁ,
Ric Rop(x)da® @ daP.



Since the metric tensor is symmetric, g is determined by ten independent
components {gog : 0 < o < § < 3}. The components of the Ricci tensor are
given in terms of the metric components by

A A

R.3 =
BT "or> Oz

where ng are the connection coefficients,

A A
+ Faﬂrl)f,u - Fg)\rﬁﬂ

o _ Lo 9gpx , 99y Ogpy
Py 9 oxY 0z Oz |’

The component form of (1.8) is thus
R.5 =0,

which is a system of ten second order equations for the components of g.

If we choose our coordinates so that the initial surface is given locally
by the equation 2° = 0, where 20 is a time-like variable, then appropriate
initial data for the Einstein vacuum equations is

_ dg .
Jos = Gas; 6506 = haﬁ on 20 = 0. (1,9)

The resulting initial value problem is very degenerate. Any initial surface
is characteristic. As a result, the Einstein field equations imply that the
initial data must satisfy certain constraints. Moreover, if these constraints
are satisfied, the problem does not have a unique solution. These features
are related to the gauge invariance of the Einstein field equations under
arbitrary changes of the coordinate system in M.

One way to obtain a more standard set of PDE’s is to write the field
equations in a special class of coordinate systems. Wave (or harmonic)
coordinates are characterized by the requirement that

9*Ths =0. (1.10)
In wave coordinates, the Einstein-vacuum equations become
0%g
af _Z I . _
9 g raigs T @u(8) - (08, 9g) =0. (1.11)

The lower order term is a quadratic function of the first derivatives of g with
coefficients depending on g. Explicitly,

af af
_ 09" dgp, 09" Dgpy +ore
oxH Oz~ oz¥ Oz~ s

Q,uy ﬁrga :



The form of (1.11) is similar to a standard wave equation since g*%9,0; is a
D’Alembertian operator associated with ¢g®?. The problem is then to solve
(1.11) subject to initial data (1.9) which satisfies the constraint (1.10). The
constraints (1.10) are automatically preserved by the evolution; if the initial
data satisfies these constraints, then a smooth solution also satisfies the
constraints at later times. Choquet-Bruhat (1952) used this formulation to
prove local existence of smooth solutions of the Finstein vacuum equations.

Singularity theorems of Penrose show that, at least for certain classes of
initial data, smooth solutions of the Einstein vaccum equations must blow-
up due to the formation of singularities inside black holes. The definition
of a singularity in general relativity is rather subtle, since some singularities
may be coordinate singularities caused by the use of an inappropriate lo-
cal coordinate system, rather than by an intrinsic singularity in space-time
itself. For instance, the solution of the field equations written in wave co-
ordinates typically develops coordinate singularities at later times. So wave
coordinates are not well-suited to the study of global solutions. It seems
likely that at least some singular solutions of the Einstein field equations
cannot be continued by weak solutions. This fact suggests that general rela-
tivity does not provide a self-consistent description of gravity. Presumably,
an as yet unknown theory of quantum gravity is required.

Recently, Christodoulou and Klainerman (1993) have proved that there
exist global smooth solutions of the Einstein vaccuum equations with initial
data which corresponds to a small, localized perturbation of flat Minkowski
space-time. This result does not rule out singularity formation for large
initial data.

1.5 Model equations

The examples described in the previous section are very complicated sys-
tems. Many ideas in the theory of nonlinear evolution equations are easier to
understand in the context of simpler equations which model various aspects
of these more complicated systems.

We will briefly mention a few examples of model nonlinear evolution
equations. These equations are often physically important in their own
right.

Examples.

10



Diffusion equations. There are many nonlinear generalizations of the lin-
ear diffusion equation u; = Au. Some example include

up = Au+ f(u), reaction-diffusion equation
u + f(u), = Au, advection-diffusion equation
up =V - [D(u)Vul, nonlinear diffusion matrix.

Reaction-diffusion equations arise in modelling chemical reactions and
in poulation biology. Advection-diffusion equations arise in modelling
the transport of contaminants and are closely related to the equations
which describe viscous fluid flows. Nonlinear diffusion matrices arise
in many contexts, such as flow through porous media.

Wave equations. One of the simplest class of nonlinear hyperbolic equa-
tions is the nonlinear wave equation

u — Au+ f(u) = 0.

This equation provides a simple model for nonlinear classical field the-
ories.

Another important class of hyperbolic partial differential equations is
the class of symmetric hyperbolic systems

w; + A'(u)u,: =0,
where the A’ are symmetric matrices.
Schrodinger equations. The nonlinear Schrédinger equation is
iug = —Au + f(|ul*)u.

Here u(z,t) is a complex valued function. The name comes from the
fact that the equation has the same form as the linear Schrodinger
equation in quantum mechanics,

iug = —Au+ V(x,t)u,

but with a potential function V' = f(|u|?) which depends on the solu-
tion itself.

An important special case is the cubic nonlinear Schrédinger equation
(cNLS)
iug = —Au + olul*u, (1.12)

11



where 0 = +1. The choice of sign is important; for 0 = —1 equation
(1.12) is called the focussing cNLS and for ¢ = +1, it is called the
defocussing cNLS. As we will see below, the blow-up behavior in these
two cases is very different.

Equation (1.12) arises from very general nonlinear dispersive wave sys-
tems in a suitable asymptotic limit. For instance, the cNLS equation
describes the propagation of a laser beam through a nonlinear optical
medium such as a fibre optics cable.

In one space dimension (1.12) is a completely integrable PDE with
soliton solutions and an associated linear scattering problem. The
equation is not completely integrable in d > 2 space dimensions.

12



Chapter 2

The Contraction mapping
Theorem and ODE’s

2.1 The contraction mapping theorem

The contraction mapping theorem is a simple and widely applicable method
of proving existence and uniqueness of solutions of nonlinear differential
equations. The method is constructive, since solutions are obtained as a
limit of a sequence of approximations. Many iterative methods for solving
nonlinear equations can be formulated in terms of contraction mappings.

Theorem 2.1 Suppose that F C X is a closed subset of a Banach space X
and
T:F—F

s a mapping on F such that
[Tu = Tv|| < allu—vl

for allu,v € F and some constant o < 1. Then T has a unique fixed point
u € F which satisfies
Tu = u.

Proof. For any ug € X, the iterates

uy, = T ug

13



form a Cauchy sequence since

n—1 n—1
[n, = wmll < Y NJuggr — ugl] < (Z 04'“) [Jur = uol-
k=m

k=m

The limit of this sequence is the unique fixed point of T. QED

2.2 Lipschitz conditions

To use the contraction mapping theorem to prove existence and uniqueness
of solutions of ODE’s, we require a Lipschitz condition on the vector field.

Definition 2.1 Let E be a subset of a Banach space X. A function f :
X — X is said to be Lipschitz on FE if there is a constant K such that

| f(u) = f(v)]| < Kl|u— v for all u,v € E.

If this condition holds for all u,v € X, then f is said to be globally Lips-
chitz. The constant K is called a Lipschitz constant for f

Lipschitz functions are continuous but their graphs can have “corners,” so
they need not be continuously differentiable. Globally Lipschitz functions
grow at most linearly in u as v — oo. Here a some simple examples of
functions f : R — R, which illustrate the definition.

Examples.

1. The function |u|"/? is continuous, but it is not Lipschitz on any neigh-
borhood of u = 0.

2. The function |u| is globally Lipschitz, but it is not differentiable at
u = 0.

3. The functions u? and e* are Lipschitz on any bounded set, but they
are not globally Lipschitz, since they grow faster than |u| as u — oc.

4. The function

is globally Lipschitz on R.

14



A few immediate consequences of the definition are as follows.

Examples.
1. Any continuous affine function f: X — X,
flu) = Au+b,

where A is a bounded linear operator on X and b € X, is globally
Lipschitz with Lipschitz constant K = || A]|.

2. If f: X — X is globally Lipschitz, there exists a constant C' such that

()] < C 1+ [lul))

for all w € X. If f is Lipschitz on a bounded set E, then f is bounded
on E. To prove these statements, we pick a fixed up in E (or X) and
estimate

()l < [1f () = fluo) | + 1 f (uo)l| < Kllu = uoll + || f (uo)]l-

3. Suppose that f : X — X is continuously differentiable in the ball
Bpr(ug) ={u € X : [lu — uo|| < R}
and f’ is uniformly bounded, meaning that

sup || f'(w)]| = K < +o0.
u€BR(uo)

Then f is Lipschitz on Br(ug) with Lipschitz constant K. In partic-
ular, if f” is uniformly bounded on X, then f is globally Lipschitz.

Proof. Using the fundamental theorem of calculus, we get that for
any u,v € By(ugp)

1) = £(0)] :]U’fmk%l—w>ﬁu

IN

JF Gut (= b)) e
Klu—v|.  QED

IN
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2.3 The Picard existence theorem

Two simple but fundamental examples illustrate the basic features of exis-
tence and uniqueness for the initial value problem for ODE’s,

u= f(u),
u(0) = ug
The main points are:
e in order to guarantee uniqueness, f must be Lipschitz;

e if f is Lipschitz on bounded sets, the solution may blow up in finite
time, and then we have only local existence;

o if f is globally Lipschitz, then the solution exists globally in time.

Examples.
1. Consider the initial value problem for u : R — R,
= ul?,
u(0) = 0.
Note that the vector field f(u) = |u|'/? is not Lipschitz in any neigh-

borhood of the initial data u = 0. This initial value problem has many
solutions. For example, two solutions are

u(t) =0,

ult) = 0 ift<o0
T 34 ift>0

2. Consider the initial value problem for v : R — R,
U= u2,
u(0) = ug.
Note that the vector field f(u) = u? is Lipschitz on any bounded set
(it’s continuously differentiable), but it is not globally Lipschitz. The
solution is u(t) = 0 if up = 0, and
1

U0 = Ty~

otherwise. The solution is not defined for all ¢ since |u(t)] — oo as
t — 1/ug. This example is the simplest example of blow up.

16



In most applications, the vector field f is smooth so that a local Lipschitz
condition is satisfied. A global Lipschitz condition requires that f(u) grows
linearly in u as ||u|| — oo and this condition is too restrictive for most
applications.

Theorem 2.2 (Picard existence theorem.) Let X be a Banach space. Sup-
pose that f : X — X is Lipschitz on a closed ball Br(ug) C X, where R > 0
and uy € X. Let

M= sup |f(u)] <oo.

u€BR(uo)
The initial value problem
u=f(u),
u(0) = ug

has a unique continuously differentiable local solution u(t). This solution is
defined in the time interval —6 < t < §, where

R
6_M'

Proof. We rewrite the initial value problem as an integral equation
u=Tu,

where

Tu(t) = uo + /Ot f(u(s)) ds.
For 0 < n < R/M we define
Y = C ([=n,nl; Br(uo)) -

We will show that T': Y — Y is a contraction when 7 is sufficiently small.
First, note that if u € Y then

I7u(t) —uoll = | [ (u(s)) as| < arg < =

Hence Tue Y sothat T:Y — Y.

17



Second, we estimate

|Tu —Tv|y = sup

[ 17 o)~ 1 )] ds
[t|<n 1170

< Knlu—vlly,

where K is a Lipschitz constant for f on Br(ug). Hence if we choose n = K /2
then T is a contraction on Y and it has a unique fixed point.

Since n depends only on the Lipschitz constant of f and on the distance
R of the initial data from the boundary of Bg(ug), repeated application of
this result gives a unique local solution defined for |t| < R/M. QED

An important feature of this result is that the existence time only de-
pends on the norm of u. Thus, the only way in which the solution of an ODE
can fail to exist (assuming that the vector field f is Lipschitz continuous on
any ball) is if ||u(t)|| becomes unbounded.

Suppose we can prove an priori estimate of the form

lu(t)| <€ forall t > 0.

Then the local existence theorem implies that for any initial data at ¢t = tg
with |lu(to)|| < C we have a local solution defined in an interval |t — to| < ¢
where § = C/M depends only on C and the supremum M of f(u) over
{u : ||u]] < C}. Thus the local solution can be extended outside any finite
interval to give a global solution u : [0,00) — X.

One way to obtain an a priori estimate is by means of Liapounov func-
tions. Another way is to use differential inequalities.

2.4 Gronwall’s inequality

First we give a linear differential inequality called Gronwall’s inequality.

Theorem 2.3 Suppose that u(t) > 0 and p(t) > 0 are continuous nonneg-
ative real-valued functions defined on the interval 0 <t < T and ug > 0 is
a nonnegative constant. If u satisfies the inequality

u(t) < wug+ /Ot o(s)u(s) ds, te[0,T7],
then .
u(t) < ugexp (/0 o(s) d8> , te[0,7T].

In particular, if up = 0 then u(t) = 0.

18



Proof. Suppose first that ug > 0. Let

UG):um+Az%$MQd&

Then, since
u(t) <U(t),

we have that

U = pu < ¢U,

Since U(t) > 0, it follows that

d U
D ogU = 2 < o,
a YTy =Y

Hence .
logU(t) < loguo + | (s) ds,
0
SO

u(t) < U(t) < ugexp (/Ot ©(s) ds> .

If ug = 0 then the above estimate holds for all ug > 0. Taking the limit
as ugp — 0 we conclude that u(t) = 0. QED

Here is a nonlinear generalization of Gronwall’s inequality.

Theorem 2.4 Suppose that f(t,u) is a continuous function which is Lips-
chitz continuous and monotone increasing in u. Suppose that ug < vy are
constants. Let u(t) be a continuous function such that

t
ut) <wo+ [ fls,uls)ds, e 0T,
0
and let v(t) be the solution of

0= f(t,’l)),
v(0) = vy,

Then
u(t) < wv(t) te[0,T].

19



Proof. Let .
Ut) :u0+/0 F(s,u(s)) ds.

Then since u(t) < U(t) and f is monotone, we have that

U = f(t7u(t)) < f(tv U(t>)
Moreover,
U(O) = Up < V0.

The theorem is proved once we show that U(t) < v(¢) on [0, 7.
Given € > 0, let v-(t) be the solution of

/[)E - f<t71)€) +€7
v:(0) = vg.

Continuous dependence results for ODE’s imply that v. — v uniformly on
[0,T] as € — 0. It is therefore sufficient to prove that

U(t) < v(t)

for € > 0. Suppose this inequality is false. Then there exists ¢; € [0, 7] such
that U(t1) > ve(t1). Let

to = sup {t:U(t) =v(t)}.
tel0,t1)

Then U(t) > v.(t) for t € (tg,t1]. However, U(ts) = ve(t2) and U(ty) <
Ue(t2). Hence we must have v.(t) > U(t) for some t3 < t < t;. This
contradiction proves the result. QED

One immediate consequence of Gronwall’s inequality is the global exis-
tence of solutions of ODE’s with globally Lipschitz vector fields. In partic-
ular, linear systems of ODE’s have global solution.

Theorem 2.5 Let f : X — X be a globally Lipschitz vector field. Then
there is a unique global solution v € CY(R; X) of the initial value problem

= f(u),
u(0) = up € X.
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Proof. In view of the local existence theorem, the result follows once we
show that any local solution satisfies an priori estimate ||u(t)|| < C(T") on
any time interval [0, T']. Changing ¢ to —t, we get global existence backwards
in time in an identical fashion. Integration of the ODE implies that

t
ult) = o+ [ f(u(s)) ds.
0
Since f is globally Lipschitz, there exists a constant K such that
[ ()] < K1+ [ful)-
It follows that

t
[ < [luoll +Kt+K/O [u(s)| ds.

The solution of

is given by
v(t) = (vo +1) Bt — 1.

Hence, by Gronwall’s inequality, we have
K
lu(@®)]] < (uoll +1) ™" — 1.
This estimate proves the theorem. QED

This global existence result can also be proved directly by use of the contrac-
tion mapping theorem. If f is globally Lipschitz, the contraction mapping
argument gives local existence of solutions in a fixed time interval which de-
pends only on the Lipschitz constant of f. It follows that the local solution
can be extended to a global solution.

2.5 Linear evolution equations and semigroups

The local existence theorem for ODE’s is not restricted to the case when
X is finite dimensional. This fact might suggest that the existence theorem
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is widely applicable to PDE’s as well as ODE’s. However, there is a fun-
damental obstacle in applying the theorem to PDE’s: differential operators
are not continuous. As a result the vector fields associated with PDE’s are
typically defined only on a dense subset of the state space X. Nevertheless,
there is a rather general theory for linear evolution equations. This theory
is called semigroup theory since the solution operators form a semigroup. It
is possible to define semigroups for some classes of nonlinear equations as
well, but there is no general theory of nonlinear semigroups. We begin by
summarizing some basic facts about linear operators.

2.5.1 Linear operators
A linear operator A : X — X is said to be bounded if its operator-norm,
Au
4] = sup 1241

wex ull’
u7#£0

is finite. A linear operator is continuous iff it is bounded. Moreover, if a
linear operator is continuous then it is automatically Lipschitz continuous
since

[Au — Avf| = [[A(u = v)[| < [[A[[ju = v]-

Unbounded operators that arise in applications cannot be defined on the
whole space X. Instead, their domain is a dense subspace D(A) C X. For
instance, consider the Laplacian operator A acting on L?. We only have
Au € L? if u € H?. If we take all of H? as the domain, we get the Laplacian
operator,

A=A H*(Q) C LA(Q) — L*(9).

The domain of an unbounded operator is a crucial part of its definition. In
particular, boundary conditions are built into the domain. For instance, we
define the Dirichlet Laplacian operator by

Ay = A H* Q)N HYNQ) C L2(Q) — LA(Q).

The operators A; and As are different since they have different domains.
Although differential operators are unbounded they do possess the fol-
lowing weaker continuity property.

Definition 2.2 An operator A : D(A) C X — X is said to be closed if
whenever u, € D(A), up, — u, and Au, — v then u € D(A) and Au = v.
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Note that the definition does not assert that {Auw,} converges if {u,}
converges, as would be the case if A were bounded. All that is asserted is
that if both {u,} and {Au,} converge then the limits v and v are related by
v = Au. The fact that differential operators, with properly defined domains,
are closed follows from the continuity of distributional derivatives.

As an example, consider the Laplacian operator As defined on C?-
functions,

Az =A:C*Q) C L*(Q) — L*(Q).

This operator is not closed. To see why, suppose that C? > u,, — u € H?
and C° > Au, — v = Au € L? where u € H?\ C? and the convergence
is in the L?-sense. Then u ¢ D(A3), so the operator is not closed. We can
enlarge the domain of A3 to obtain the closure A3 = Ay. Both A; and Aj
are closed.

A detailed understanding of linear operators can be obtained by the use
of spectral theory. We will describe a few basic facts which we use below.

Suppose that A is a bounded or unbounded linear operator on the Banach
space X,

A:DA) C X — X.

We say that A € C belongs to the resolvent set of A if A\l — A has a
bounded inverse with domain all of X,

RN =W\ -A4)"1:X - X.

The operator R()) is called the resolvent operator of A. The spectrum of
A is the complement of the resolvent set in the complex plane. We denote the
resolvent set of A by p(A) C C and the spectrum of A by o(A4) = C\ p(A).

If X is finite dimensional then the spectrum of A is a finite set which
consists of the eigenvalues of A. If X is infinite dimensional then A may
have a continuous spectrum in addition to its eigenvalues. This can occur
even if A is bounded. However, the spectrum of a bounded operator A is
contained in the closed disc {\ € C: || < ||A]|}.

Finally we define the adjoint of an operator acting in a Hilbert space.
We denote the Hilbert space inner product by (-, ).

Definition 2.3 Suppose that A is a linear operator in a Hilbert space H,

A:D(A)CH— H,
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with domain D(A) dense in H. We say that u € D(A*) if there exists w € H
such that
(u, Av) = (w,v) for allv € D(A).

In that case, we set w = A*u. This defines a linear operator
A*:DA*)CH — H.

We call A* the adjoint of A. We say that A is self-adjoint if D(A) =
D(A*) and A = A*.

The characteristic property of the adjoint is that
(u, Av) = (A*u,v) for all u € D(A*) and v € D(A).

For example, the Laplacian operator As is self-adjoint but neither A; nor
Aj are self-adjoint. The problem with A; is that the boundary conditions
are not self-adjoint so that

D(A}) = H§(Q) # D(Ay).

The problem with Ag is that it is not closed; the operator is self-adjoint
after closure.

Self-adjoint operators are very important in applications (such as quan-
tum mechanics) and have many nice properties. For example, the spectrum
of a self adjoint operator is real.

2.5.2 Linear evolution equations

Now let us consider the linear evolution equation

i = Au, (2.1)
u(0) =up € X.

If A is bounded, this equation has a unique global solution
u e CH(R;X).
The solution can be written as

u(t) = ey,
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where the exponential is defined by an operator-norm convergent power

series,
o0
tn
n

A=Y

n!
= n!

Using the inequality

At — " Allt
o)< £ e <
n=

we see that
lu®)]] < el A ug]|. (2.2)

Thus the norm of the solution grows at most exponentially in time.
This result can be looked at from the point of view of spectral theory.
Suppose A is an eigenvalue of A and ¢ € X is an eigenvector, so that

Ap = dp.
A particular solution of the linear evolution equation (2.1) is then
u(t) = eMo.

If A is bounded, then |A| < ||A]|| and this solution obviously satisfies (2.2).

If A is unbounded, the spectrum of A contains complex numbers with
arbitrarily large magnitude. In that case, (2.1) may have solutions which
grow at an arbitrarily fast exponential rate when the initial value problem
is ill-posed. The initial value problem is only well-posed forwards in time if
the real part of the spectrum of A is bounded above so that there is a limit
on the growth rate of solutions.

The Hille-Yoshida theorem provides precise necessary and sufficient con-
ditions for a linear operator A to generate a well-posed evolution equation
with solution operators S(t) = e4*. The main condition is a condition on
the resolvent operator of A which limits the growth rate of solutions. For
completeness we state the theorem here. First we give an abstract definition
of a semigroup.

Definition 2.4 A C° semigroup on a Banach space X is a family of
bounded linear operators S(t) : X — X, defined for t > 0, such that:

(@) St)S(t2) =S(ti+ta)  t1,12 >0
(b) S(0)=1I;
(c) |I1St+h)u—St)ull —0 as h — 0 for allt > 0.
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The semigroup is said to be a C° contraction semigroup if, in addition,

) |IS@WI<1  forallt>o0.

The term CY refers to the condition in (c¢) which states that for each
up € X, the function u(t) = S(t)ug is a continuous (C°) function of time
with values in X. Note that the family of operators S(t) is not required to
be continuous in the operator norm. Thus, although

S(t)uo — g ast |0

for each ug € X, it need not be true that S(¢) — I in the operator norm as
t | 0. In fact this uniform convergence only happens when A is a bounded
operator.

We can go from the solution operators S to the vector field A by means
of the following definition.

Definition 2.5 Let S(t) be a C° semigroup on X. We define an operator
A:DA)Cc X — X by

where D(A) is the set of w € X such that this limit exists. We call A the
generator of S.

Roughly speaking, contraction semigroups correspond to equations in
which there is no growth of solutions. There is no essential loss of generality
in restricting our attention to contraction semigroups. If S(t) is any C°
semigroup with generator A, then there exists a constant w > 0 and an
equivalent norm on X such that

1S(@)] < e
It follows that
S(t) = e_WtS(t)

is a contraction semigroup with generator A = A — wl. Properties of S(t)
can be recovered from properties of the contraction semigroup S(t).

The basic result in semigroup theory is the following characterization of
those operators A which generate a contraction semigroup S.
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Theorem 2.6 (Hille-Yoshida.) An operator A : D(A) C X — X is the
generator of a C° contraction semigroup if and only if it satisfies the follow-
ing conditions.

1. D(A) is dense in X and A is closed.
2. Any A € R with A > 0 belongs to the resolvent set of A.

3. For all A > 0,
IAL - A <

> =

For general operators A the conditions in the Hille-Yoshida theorem are
not simple to check. The following result gives simple sufficient conditions
in the case of Hilbert space operators.

Theorem 2.7 Let A: D(A) C H — H be a closed, densely defined operator
acting in a Hilbert space H. If

(Au,u) <0, for all u € D(A)
(A*v,v) <0, for all v € D(A)

then A generates a CV contraction semigroup on H.

Two important special cases of this result are negative self-adjoint oper-
ators and skew-adjoint operators,

(a) A<O, A* = A,
(b) A*=-A.

In (a), A < 0 means that (Au,u) < 0 for all u € D(A). The simplest
example of (a) is the diffusion equation and the simplest example of (b) is
the Schrodinger equation (see below). In the case when A is skew-adjoint,
the solution operator U(t) = et is unitary (meaning that U*(t) = U~1(t))
and is defined for all ¢ € R, not just for ¢ > 0. In fact, Stone’s theorem
asserts that A generates a C” unitary group U(t) on a Hilbert space H if and

only if A is skew-adjoint. Note that skew-adjointness includes the condition
that D(A) = D(A*).

Examples.
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1. Any linear operator on a finite dimensional space A : R™ — R™ is

bounded. Thus the finite dimensional system of ODE’s @ = Au has a

unique global solution u(t) = eA*u(0).

2. Suppose k : Q2 x 0 — R satisfies

/ k(z,y)|* dedy < oo.
QxQ

Then the integral operator K : L?(Q) — L?(Q) defined by

Ku(z) = /Q k(z,y)u(y) dy

is a bounded linear operator. Hence the evolution equation

i(e,t) = | Kz, y)uly, ) dy,
u(z,0) = up(z) € LQ(Q),

K

has a unique global solution u(t) = e®ugy with

ueC (R LA(Q)).

3. Consider the diffusion equation,

u = Au,
u =0, on 0,
u(0) = ug € L*(Q).

Suppose we use the state space H = L?(Q2). We define
A=A:H*QNHYQ) CH— H.

This operator is negative and self-adjoint, so it generates a contraction
semigroup
S(t) =€ H — H, t>0.

4. The backwards diffusion equation is

1= —Au,
u =0, on 0,
u(0) = ug € L*(Q).
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The eigenvalues A, of —A are real and )\, — +00 as n — oco. The
initial value problem is therefore ill-posed.

Note that the diffusion equation differs in an essential way from an
ODE because we can only solve in one time direction for general data
ug € L2

5. The linear Schrodinger equation

u = iAu,
u =0, on 0,
u(0) = ug € L*(Q).

has a unitary solution operator
U(t) = '™,

This equation can be solved forwards and backwards in time because
the eigenvalues of {A are pure imaginary.

6. Semi-linear PDE’s
= Au+ f(u)

cannot be solved directly by the ODE existence theorem. However,
we can remove the unbounded linear part of the vector field and re-
formulate the PDE as an integral equation

u(t) = u(0) + /Ot A9 £ (u(s)) ds.

Under suitable conditions on A and f, this equation can be solved by
the contraction mapping principle (see below).

2.6 A nonlinear PDE

Let us consider an example of a nonlinear PDE which can be treated directly
by means of the ODE theory. The PDE is a nonlocal, nonlinear Schrédinger
equation for complex-valued functions u(z,t), v(z,t),

iug = |ul*u + v,

—Av 4+ v =u.
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We suppose that z € R¢.
If uw € L?(R%), say, we can solve the second equation uniquely for v €
H?(R%). We write the solution as

v = Au, A=(T-A)"4
Thus u satisfies a nonlinear integro-differential equation,

iug = |ul*u + Au, (2.3)
u(0) = wp.
For long waves which vary slowly in z we have the formal approximation
(I-A) '~ T+A.
Thus the long wave limit of (2.3) is a Nonlinear Schrodinger equation equa-

tion,
iug = Au + (1 + \u|2> u.

We want to regard (2.3) as an evolution equation

= f(u)

where

flu) = =i (Jul?u + Au)

is a Lipschitz continuous vector field on a space X.

The nonlinear term causes some difficulties here. For example, if we
suppose that u € LP then |u|?u € LP/3. Thus we do not have f : L? — LP for
any p < co. One way around this difficulty is to consider smooth solutions
with u(t) € H*(R%). When k > d/2, H*(R?) is an algebra imbedded in
Co(RY). If ||ul|, |lv|| € R, where || - || denotes the H*-norm, then we have

[ul*u = [o?ol| < C(R)|lu -],

[Au — Av|| < Jlu — o]
Thus, f: H*(R?) — H*(R?) and f is Lipschitz on bounded sets. It follows
from the ODE existence theorem that equation (2.3) has a unique local

solution

ue Cl (—5, 5: Hk(Rd)> .

The existence time ¢ depends only on the H*-norm of the initial data. The
global existence of H*-valued solutions would follow from global a priori
estimates of the H* norm of local solutions.
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Chapter 3

Sobolev Spaces and Laplace’s
Equation

Sobolev spaces provide the simplest and most useful setting for the appli-
cation of functional analytic methods to the theory of partial differential
equations. Sobolev spaces consist of functions with integrable derivatives.

Once the notion of weak solutions of Laplace’s equation is formulated in
terms of Sobolev spaces, the proof of the existence and uniqueness of weak
solutions is almost trivial.

3.1 LP spaces

Let Q be an open set in R%. In particular, we could have Q = R%. We
say that a function f : @ — R is locally integrable if it is Lebesgue

measurable and if
/ f(z)dz
K

is finite for all compact sets K C 2. We denote the space of locally integrable
functions by L _(Q).

For 1 < p < oo we define the space

LP(Q) = {f:Q—>R|/Q|f(x)|pdx<oo}.

For p = oo we define the space L*°() of essentially bounded functions.
Sometimes, we will consider complex-valued functions f : 2 — C or vector-
valued functions f :  — R™. In that case, |-| denotes the absolute value of
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a complex number or any convenient norm on R™. It should be clear from
the context when this is the case.

Two functions are regarded as the same element of LP if they differ on
a set of measure zero.

For 1 < p < 0o, we define a norm on LP(Q2) by

1£llzoey = (/Q !f(x)|pdac>1/p.

[l Lo () = sup | f(z)]
e

For p = co we define

Here and below, sup denotes the essential supremum, that is the infimum
of the supremum of functions which are equal to f almost everywhere. We
will sometimes use the shorter notation

1fllp = £l ey

Theorem 3.1 The space LP is a Banach space for all 1 < p < co.

For 1 < p < oo, we define the Holder conjugate 1 < p’ < co of p by

p P
If f e LP and g € L? then we have Holder’s inequality

e

If 1 < p < oo, then we can identify L?" with the dual space of L. Note
that although L* is the dual space of L', it is not true that L' is the dual
space of L>. Thus L' and L* are not reflexive. If p = 2, then p’ = 2 and
L? is self-dual. In fact, L? is a Hilbert space. For p = 2, Holder’s inequality
reduces to the Cauchy-Schwartz inequality.

A useful generalization of Holder’s inequality is the following interpola-
tion inequality. Suppose that p < r < ¢. Define 0 < 6 < 1 by the equation
1 1-46
r g

If f e LP(Q)NLYSQ), then f € L"(Q) and

[4 1-0
Il < IAlze lF Nl e

< [ 1lpllglle-

_?
p

32



e (§2) is the “largest” space
and contains LP(Q) for all 1 < p < co. If 2 has finite measure (for example,
if Q is bounded), and if 1 < p < ¢ < oo we have the inclusions

LY(Q) > LP(Q) D LUQ) S L¥(Q).

The space of locally integrable functions L

This fact follows immediately from Holder’s inequality, since

= ([ rira) ™ < ([ )" ([ 1ma)” < o

Here |Q] is the Lebesgue measure of 2 and

_|._
q
If the measure of € is infinite (e.g. if @ = RY) then this inclusion does
not hold.

Examples.

1. Consider the function
lz]7*:RY - R
where
|z| = (a:% + ...—l—xgl)l/g.
Let Q = B1(0) be the unit ball,

Bi(0) = {w e R :|a| < 1}.

Then |x|~® belongs to L'(Q) for a < d since then

1
/ |z| % dx = wd/ ]x\d*afl d|z| < oc.
0 0

Here, wy is the surface area of the unit sphere in R%. This area is given

by
27Td/2

RRCTP)
Note that I'(1) = 1 and I'(3/2) = \/7/2 so this formula reduces to the

elementary formula for the circumference of the unit circle when d = 2
and the area of the unit sphere when d = 3.

More generally, |z|~* € LY(Q) if a < d for any bounded set (2.
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2. The function |z|~® is locally integrable on R? for a < d, but it does
not belong to L'(RY) for any value of a since if @ > d the function is
not locally integrable in any neighborhood of the origin, while if a < d
the integral does not converge at infinity.

3. If  is a bounded set, then |z|~% € LP(Q) if a < d/p.

3.2 Distributional derivatives

The theory of partial differential equations is greatly simplified by the use
of distributional or weak derivatives rather than classical derivatives which
are defined pointwise. Distributions are dual to test functions and they pos-
sess distributional derivatives of all orders. Distributions which correspond
to locally integrable functions are called regular distributions. If the distri-
butional derivative g of a regular distribution f turns out to be a regular
distribution, then we say that f is weakly differentiable with weak deriva-
tive g. This notion provides an extension of the classical pointwise derivative
with much better functional analytic properties. Sobolev spaces consist of
functions whose weak derivatives belong to L? spaces.

Definition 3.1 A test funtion ¢ : Q — R is a function with continuous
partial derivatives of all orders whose support (that is, the closure of the
set where p(x) # 0) is a compact subset of . We denote the set of test
functions on by C°(Q2). A distribution 7" on Q is a continuous linear
map

T:CSO(Q)HR.

We denote the value of a distribution 71" acting on a test function ¢ by
(T, ). The condition that T is continuous requires the introduction of an
appropriate topology on the space of test functions. We omit a discussion
of this topology since we will not need to use it.

Examples.

1. If f € LL (Q) then the map F : C°(2) — R given by

(Fg) = [ fa)ele)da

is a distribution on . Conversely, given the map F', we can recover
the pointwise values of the function f almost everywhere in 2. We
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may therefore identify F' with f. Any distribution which is associ-
ated with a locally integrable function in this way is called a regular
distribution.

2. The simplest example of a distribution which is not a regular distribu-
tion is the delta function. (Strictly speaking, we should say “delta
distribution.”) For any £ € €2 we define the delta function d¢ supported
at & by

(0, ) = (E).

General distributions are used extensively in the theory of linear PDE’s.
However, there is no consistent way to define the product of general distribu-
tions (e.g. 62 doesn’t make any sense). Thus the use of general distributions
in the theory of nonlinear PDE’s is severely curtailed. It is possible to define
the product of regular distributions by taking the pointwise product of the
associated functions.

If f:Q — R is smooth funtion, then an integration by parts shows that

/fxigod:v:f/fgomdx.
Q Q

The boundary terms vanish because ¢ has compact support in 2. This
result motivates the following definition of the distributional derivative.

Definition 3.2 The distributional derivative T, of a distribution T
with respect to x; is defined by

<T117i7 90> = _<T7 (p$i>'

Our main interest is in the case when T" and T7;, are regular distributions
which are associated with functions f and g;, respectively. This leads to the
following definition of the weak derivative.

Definition 3.3 Suppose that f,g; € Li (Q) are such that

/gwdx=—/f<pudw
Q Q

for all test functions ¢ € C°(2). Then we say that f is weakly differentiable
with respect to x; and we call g; = f,, the weak derivative of f with respect
to x;.
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Note that the weak derivative is only defined pointwise up to a set of
measure zero. In the future we will use the weak derivative as our primary
notion of derivative, so we will often drop the qualification “weak.”

Examples.

1. The weak derivative of the function

1
f(z) = W
with respect to z; is given by
€Ty 1
L gt _
"

provided that g; is locally integrable. For x € R? this is the case when
a<d-1

For example, in one space dimension, if Df € LP for some p > 1, then
a < 0 so f is continuous. This turns out to be a general result — see
the Sobolev imbedding theorem below. In higher space dimensions,
the function can be unbounded near the origin, yet still be weakly
differentiable. The strength of an allowable singularity in a weakly
differentiable function increases with the number of space dimensions
d.

2. We define the step function H : R — R by

1 ifz>0
H(x):{o if <0

The distributional derivative of H is the delta function supported at
0. Thus, although H is a regular distribution, its derivative is not.

3.3 Sobolev spaces

Sobolev spaces are spaces of functions whose weak derivatives belong to LP.
We use the following compact notation for partial derivatives. Let

z=(z1,...,2q) € RY
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and let
a=(ay,...aq) € N¢

be a multi-index of non-negative integers. We define
lal = a1 + ...+ aqg.

Given a multi-index «, we define the corresponding partial derivative of

order |a| by
0 \“ 0\
DY ={— vl =— .
<0x1> (3wd>

Definition 3.4 Let k be a positive integer and 1 < p < co. Let €2 be an open
subset of RY. The Sobolev space W*P(Q) consists of functions f : Q — R
such that D®f € LP(Q) for all partial derivatives of order 0 < |a| < k. We
define a norm on WkP(Q) by

1/p
Hwak,p(m:( > /Q\Do‘f(a:)|pdx)

0<a|<k

when 1 < p < oo, and by

HfHkaOO(Q): max {SUP’Daf(x)\}

0<]a|<k | zeQ

when p = o0o.
When p = 2, corresponding to the case of square integrable functions, we
write WF2(Q) = H*(Q). We define an inner product on H*(Q) by

(F; Doy = D /QDO‘f(x)Dag(:n)dx.

0<|al<k

The space W*P(Q) is a Banach space and H¥() is a Hilbert space. We
will sometimes use the abbreviation

1 llkp = 1 F lwrp )

Next, we define a space of Sobolev functions which “vanish on the bound-
ary of €.”
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Definition 3.5 The closure of C°(Q2) in W*P(Q) is denoted by
Wy (©) = CE(9).

We also define
k.2
HE(Q2) = Wy ().

Informally, we can think of Wég P(Q) as the WFP(Q)-functions whose
derivatives of order less than or equal to k — 1 vanish on the boundary 052
of Q.

Compactly supported functions are dense in W*?(R9), so that there is
no distinction between W (R?) and Whr(R?).

The definition of the boundary values of Sobolev functions which do
not vanish on the boundary is non-trivial. The boundary of a smooth set
has measure zero, but Sobolev functions are not necessarily continuous and
they are are defined pointwise only up to sets of measure zero. The Trace
Theorem below gives a way to assign boundary values to Sobolev functions.

Examples.
1. For u € W'P(Q) the Dirichlet boundary condition
u=20 on Of)
can be formulated precisely by requiring that

ue WyP(Q).

2. If u € WJP(Q), then both u and its normal derivative,

ou
_%_07

u

vanish on the boundary 9f2.

3. The right way to formulate the boundary condition © = 0 on 92 for
u € W2P(Q) is by requiring that

ue W (Q) N W, P (Q).
Next, we define Sobolev spaces of negative integer orders.
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Definition 3.6 For any positive integer k and any 1 < p < oo we define the
negative Sobolev space WF7'(Q) to be the dual space of Wéf’p(Q). Here, p/
is the Holder conjugate of p. That is, f € W*k’p/(Q) is a continuous linear
map

fWEP(Q) - R, frue (f,u).
We define a norm in W=*7(Q) by

u
1l = sup 24
v T

u#0

Elements of W% (Q) are distributions which can be extended con-
tinuously from test functions to functions in Wok P(Q2). The dual space of
WHP(Q) is not a space of distributions because a continuous linear functional
on WFP(Q) is not completely determined by its values on test functions.

Any distribution f € W=*#'(Q) can be written non-uniquely in the form

[ = ZDaga

lal<k

for some functions g, € L (Q). The action of f on a VVéC P_function u is
given by

(fyu) = Z (71)|a|/ggaDo‘udx.

la| <k

More generally, it is possible to define Sobolev spaces W#P of fractional
order for any s € R and p € [1,00]. These spaces arise naturally in connec-
tion with the trace theorem below, but we will not give any details here.

3.4 Properties of Sobolev spaces

In this section, we summarize the main facts about Sobolev spaces with-
out proof. These facts involve the approximation of Sobolev functions by
smooth functions (density theorems), the integrability or continuity prop-
erties of Sobolev functions (imbedding theorems), compactness conditions
(the Rellich-Kondrachov theorem), and boundary values of Sobolev func-
tions (trace theorems). We also state some other useful inequalities.

We use C(£2) to denote the space of uniformly continuous functions on
with the sup-norm. In the case of R% we use Cy(R?) to denote the space of
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continuous functions which tend to zero as x — oo. This space is the closure
of C2°(R%) in L>®(R?). The space C*¥(£2) consists of functions whose partial
derivatives of order less than or equal to & are uniformly continuous, and
C>(Q) consists of functions with uniformly continuous derivatives of all
orders in (2.

In the theorems stated below, we consider two types of domains: (a)
Q = R% (b) Q is a bounded, open subset of R? with a smooth boundary
09). It is frequently possible to consider more general domains, but this
complicates the statements of the theorems.

The order k is a positive integer and 1 < p < 00, unless stated otherwise.

3.4.1 Density Theorem

Theorem 3.2 (a) The space of test functions C°(R?) is dense in WP (RY);
(b) the space of test functions C°(Q) is dense in Wg’p(Q),' (c) the space of
smooth functions C®(Q) is dense in WFP(Q).

Part (c) requires some smoothness of the domain Q. For general domains
Meyers and Serrin proved that C>(Q) N W*P(Q) is dense in W*P(€2). Note
that functions in C'*°(2) are not required to be smooth up to the boundary.
For instance, 1/z € C*°(0,1) although it does not belong to C*°[0, 1] or to
LY(0,1).

3.4.2 Imbedding Theorem

To motivate the imbedding theorem, we consider functions u : R¢ — R and
ask when it is possible to have an estimate of the form

[ullze < ClDul|r. (3.1)
Let A > 0. We define the rescaled function
ux(x) = u(Ax).
A simple calculation shows that

lualle = A"¥ul|La,
|Duyllzr = M"Y Dulze.

These norms have to scale according to the same exponent if the estimate
in (3.1) is to hold. This occurs only if p < d and ¢ = p* where

. dp
A -
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We call p* the Sobolev conjugate of p. Note that
1 1 1

pr p d

The inequality (3.1) is, in fact, true in this case. It follows that every WP
function is an LP" function, and the imbedding J : WP — LP" is continuous.

The proof of this fact depends on a clever application of Holder’s in-
equality. First one proves the result for test functions. The inequality then
follows by density for arbitrary Sobolev functions.

Theorem 3.3 (Sobolev-Gagliardo-Nirenberg.) Suppose that p < d and p*
is the Sobolev conjugate of p.
(a) If u € WIP(RY), then u € LP" (R?) and there exists a constant C =
C(p,d) such that

[ull o (may < CllDul| Lo (ray-

(b) If u € WP(Q) and 1 < q < p* then u € LI(Q) and there exists a
constant C = C(p,q,d, Q) such that

lull ey < Cllullwre)-

Note that for R¢, the estimate only involves the LP-norm of the derivative
of v and not the norm of u itself. For a bounded domain, once v € LP" it
follows that v € L9 for all 1 < ¢ < p*. In the case of R%, it follows by
interpolation that u € L4 for p < ¢ < p*:

Corollary 3.1 Let 1 < p < d and p < q < p*. Ifu € WIP(RY), then
u € LI(R?) and there exists a constant C' = C(p, q,d) such that

[ullza < Cllullwre.

Proof. Choose 0 < 6 <1 such that
1 6 1-6

qg p P
Then by the interpolated Holder inequality and Young’s inequality we have

0 —0
lullz, < lellZollull e < llullze + [lul o

The result then follows from the Sobolev imbedding theorem. QED

In the case when d < p < oo, functions in WP are continuous and we
can estimate their sup-norm by their WP-norm.
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Theorem 3.4 Suppose that d < p < oo.
(a) If u € WIP(RY), then u € Co(R?) and there exists a constant C' =
C(p,d) such that

[ull oo (rey < CllDull po(may-

(b) If u € W1P(Q) then u € C(Q) and there exists a constant C = C(p, d, Q)
such that

[ullLe @) < Cllullwreq)-

This theorem gives the simplest conclusion of the imbedding theorem for
p > d. In fact, a stronger result is true: the functions are Holder continuous
with exponent 3 = 1 —d/p. Before stating this result, we briefly summarize
the definition of Holder spaces.

Let Q be an open subset of R? with closure Q. We say that u: Q — R
is Holder continuous on (2 with exponent 0 < § < 1 if

up 1D =0
z,yeN ’.CL‘ - y’
T#y

If 6 = 1 then u is Lipschitz continuous in 2. Any Hoélder continuous function
is continuous, but not conversely. The Banach space C%%(Q) consists of all
bounded Hélder continuous functions on 2 with the norm

lu(x) — u(y)|
|lu|lco.8(q) = sup |u(z)| + sup ———>".
) e z,yeQ) |1: - y|ﬁ
T#Y

If k is a positive integer and 0 < # < 1, we define C*#(Q) to be the
space of functions which are k times continuously differentiable in €2, with
bounded derivatives, and whose kth-order derivatives are Holder continuous
with exponent 3. This space is a Banach space with the norm

|D%u(z) — Du(y)|
ullorsgy = max < sup |D%(x)|p + sup
[ullows @) onax, {zeQ’ ( )} Sup P—T:
a#y,|al=k

Theorem 3.5 (Morrey.) Suppose that d < p < co. Let
g=1-2
p
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(a) If u € WIP(RY), then u € C¥P(RY) and there exists a constant C' =
C(p,d) such that
[ullgosmay < CllDull Lo (ray-

(b) If u € WHP(Q) then u € C%P(Q) and there exists a constant C' =
C(p,d, ) such that
ull oy < Cllullwreg)-

A general Sobolev imbedding theorem follows by repeated application of
these results.

Theorem 3.6 (a) Suppose kp < d and let

dp
d—kp

Then
[ullLs < Cllullyr.p-

(b) Suppose kp > d and let

If d/p is not an integer, let

o=[5] -5+

be the fractional part of d/p. Here the square brackets denote the integer
part. If d/p is an integer, let

B=1—c¢
for any 0 <e < 1. Then

[ullgms < Cllullwrn-
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3.4.3 Compactness theorems

It is a general principle that a set of functions whose derivatives are uni-
formly bounded is compact. The Sobolev-space version of this principle is
the Rellich-Kondrachov theorem which states that W*P(Q) is compactly
imbedded in L?(f2) for ¢ < p*. The boundedness of the domain €2 and the
condition that ¢ is strictly less than p* are both essential for compactness.
In the critical case ¢ = p* the imbedding is continuous but not compact.

Theorem 3.7 Let Q be a smooth bounded domain in R%. (a) Suppose that
1<p<dandl<q<p*. Then bounded sets in WP (Q) are precompact in
Li(Q). (b) Suppose p > d. Then bounded sets in WP(Q) are precompact
in C(Q).

In particular, suppose that {u,}°°; is a sequence of functions in WP (€2)
such that
[unllwis < C

for some constant C' which is independent of n. If p < dand 1 < ¢ < p*
then there is a subsequence {uy; }32; which converges strongly in L9(Q2). If
p > d, then there is a uniformly convergent subsequence.

If p>dand 0 < # < 1—d/p then the imbedding of W1P(Q) into C%? ()
is compact.

General compactness theorems follow by repeated application of this
result. For example, if kp < d then W*P(Q) is compactly imbedded in L?(2)
for any 1 < ¢ < dp/(d — kp), while if kp > d then W*P(Q) is compactly

imbedded in C(£2).

3.4.4 Trace theorems

There is no sensible way to assign boundary values u|sq to a general function
u € LP(Q). Functions in LP are defined pointwise only almost everywhere,
and the boundary 9€) has measure zero. The situation is different for Sobolev
functions. If uw € W*P(Q) then one can assign boundary values to the
derivatives of u of order less than or equal to kK — 1. It is not possible to
define boundary values of kth order derivatives, however, since they are just
LP functions.

Theorem 3.8 There is a surjective bounded linear operator

v WEP(Q) — WITVPP(HQ)
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such that B
yu = ulpo if u € WhHP(Q) U C(Q).

Note the “loss of 1/p derivatives” in restricting a Sobolev function to the
boundary. For example, the boundary values of a function in H'(£2) belong
to H'/2(9). Conversely given any element of H'/2(9Q), there is a function
in H'(Q2) which takes those boundary values.

3.4.5 Poincaré’s inequality

There are many variants of the Poincaré inequality. The common theme is
that after removing nonzero constants one can estimate the LP-norm of a
function in terms of the LP-norm of its derivative.

We denote the LP-norm of the derivative of u by

d 1/p
||Dul|rr = (Z |Diu\p> )

i=1
Here,
ou
afL’i '
If k is a positive integer, we similarly define the LP norm of the kth order
derivatives by

Diu =

1/p
[D*ullpe = | > [D¥ul?
|a|=k

Theorem 3.9 Suppose that Q is a bounded domain (or, more generally,
that Q is bounded in one direction). Then there exists a constant C' such
that

lullzr < Cl|Dul|r

for all u € Wol’p(Q).
Note that the Poincaré estimate is false for nonzero constants, so the
assumption that u € I/VO1 P rather than u € WP, is essential.

One useful consequence of this estimate is that ||Dul|z» provides an
equivalent norm on Wy*. In a similar way, |D¥u||z» provides a norm on

W(? P When p = 2, it also follows that we can use

(u,v) = /QDu(a:) - Du(x) dx
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as an inner product on H}(€).
Here is another Poincaré-type inequality.

Theorem 3.10 Suppose that €} is a smooth connected bounded domain.
There exists a constant C' such that

lu = allze < C||Dul s

for all u € WYP(Q). Here u is the mean of u over €,

u= ‘Slu/gu(m)dx

The same results hold for periodic functions defined on the d-dimensional
torus T,

3.4.6 Gagliardo-Nirenberg inequalities

Special cases of the following Gagliardo-Nirenberg interpolation inequal-
ities are frequently useful in nonlinear problems. They allow us to estimate
L" norms of intermediate derivatives in terms of L” norms of higher deriva-
tives and an L? norm of the function itself.

Theorem 3.11 Suppose that k is a positive integer and 1 < p,q < co. Let
J be any integer such that 0 < j < k and d the number of space dimensions.
If (k — j —d/p) is a nonnegative integer let

J
~ <0<
RV S0
otherwise, let .
J
— <6<,
pSVs
Define r by
1 1k 1
—==40(-—-= 1-0)-.
rd’ (p d>+( )q

(a) If D*u € LP(R?) and u € LI(RY) then Diu € L"(R?) and there exists
a constant C = C(k,p,q,d,0) such that

1DIul| < C||D*u|, ull 12°.

(b) If Q is a smooth bounded domain and w € W*P(Q) N LI(Q) then u €
W (Q) and there exists a constant C' = C'(k,p,q,d,0,Q) such that

0 —0
lullwir < Cllulfn el 72"
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The expression for r can be derived by a simple scaling argument applied
to the function uy(z) = u(Ax) just as in the case of the Sobolev imbedding
theorem.

Note that the limiting case # = 1 gives the Sobolev imbedding theorem.
For instance, if j = 0 and &k = 1 we get that r = p* and the Gagliardo-
Nirenberg inequality reduces to

[ull o= < Cl[Dul| e

One useful consequence of these estimates is that W*? forms an algebra
for kp > d. This is the range in which W¥P-functions are continuous. A
function space is an algebra if the product of functions in the space also
belongs to the space. Note that the LP-spaces are not algebras when p < oc.
For example if u,v € L?, then all we can say about the product is that
uv € L.

Theorem 3.12 If kp > d then WFP is an algebra. There is a constant C
such that

lwvllwrs < Clluflwrsllvllwes.
Many useful inequalities can be obtained as special cases of the above
Gagliardo-Nirenberg inequality. Here are a few examples.
Examples.

1. Ifu € LPNW?2" then u € W9 where ¢ is the harmonic mean of p and
/r7

Moreover,

1/2 1/2
1Dul|za < Cllulliia, )y

2. Taking p = oo, which gives ¢ = 2r, we get
1/2 1/2

[1Dull2r < Cllullypa, [lull -

It follows from this inequality that X = L N W?2" is an algebra.
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3. Taking p = q = r, we get that

1/2 1/2
| Dullze < Cllullif, lull
In particular, this inequality implies that for any € > 0 there exists a
constant C; such that

IDul| e < el D?ul| e + Cellul| o

So the LP-norm of Du is controlled by the LP-norms of u and D?u.

4. Let 1 < g <p<oo. Then
1-60 0
lullr < Cllullze" [[ully.a,

where

p=1-2
P

3.5 Poisson’s equation

Let us consider the Dirichlet problem for the Laplacian,

—Au=f x €€, (3.2)
u(z) =0 x € 0N

Here, f : 2 — R is a given function (or distribution) and we assume that
is a smooth bounded open set in R%.

To formulate any PDE problem in a precise way, we have to specify what
function space solutions should belong to. We also have to specify how the
derivatives are defined and in what sense the solution satisfies the boundary
conditions and any other side conditions. There is often a great deal of
choice in how this is done.

A classical solution of (3.2) is a function v € C?(Q) which statisfies
the PDE and the boundary condition pointwise. Classical solutions can be
constructed directly by means of potential theory or by maximum principle
estimates.

In many ways it is simpler to analyze (3.2) by means of variational
methods in which we look for a weak solution which is not required to be
continuously differentiable. In this case, the derivatives are understood in a
distributional sense. To motivate the definition of weak solutions, suppose
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that u is a smooth solution. Let ¢ € C2°(f2) be any test function. Then
multiplication of (3.2) by ¢ and an integration by parts imply that

/QVu(m) -Vo(z)dr = /Qf(a:)go(a:) dx. (3.3)

Conversely, if u is a smooth function which vanishes on 0¢2 and which satis-
fies (3.3) for all test functions ¢, then w is a classical solution of the original
boundary value problem.

Let us suppose that the solution v and the test functions ¢ belong to
the same space. Then Vu and V¢ must both be square integrable so we
must look for solutions in the space H}(€2). Since p € Hi (), we can make
sense of the right hand side provided that f € H~!(Q). This leads to the
following definition.

Definition 3.7 Given any f € H='(Q) we say that u is a weak solution
of (3.2) if u € H}(Q) and if

[ Vu-Vods=(f.)
Q

for all o € H} ().

Remarks.

1. Define a functional J : Hi(Q2) — R by

T(u) = ;/Q Vul? dz — (f,u).

Any function which minimizes J is a weak solution of (3.2). This fact
explains the connection between the present approach and variational
methods.

2. Note that the boundary condition v = 0 on 9f is replaced by the
condition that u € H{(£). The precise sense in which weak solutions
satisfy boundary conditions or initial conditions often requires careful
attention.

3. This definition is not the most general definition of weak solutions. For
example, we could consider distributional solutions of (3.2) in which
f ¢ H1(). The definition given is the “natural” one for the existence
proof below.
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The existence and uniqueness of weak solutions follows trivially from the
Poincaré inequality and the Riesz representation theorem.

Theorem 3.13 There is a unique weak solution u € H}(Q) of (3.2) for
every f € H=1(Q). There exists a constant C' = C(d, Q) such that

[ull g < Cl| f] -1
Proof. By the Poincaré inequality, we can use
(u,v) = / Vu-Vudz
Q

as an inner product on H} (). Since f € H=Y(Q) = HE(Q), and HL(Q) is
a Hilbert space, the Riesz representation theorem implies that there exists
a unique u € H}(Q) such that

(u, ) = (f, )

for all ¢ € H}(2). This function u is the unique weak solution of (3.2).
Moreover, we have ||u||Hé = ||fllg-1. QED

Remarks.

1. This argument can be generalized to other strongly elliptic linear op-
erators which needn’t be self-adjoint (the Lax-Milgram theorem). Our
main interest is in nonlinear problems, so we will not consider these
generalizations here.

2. It follows from the theorem that
—A:HNQ) - H Q)

is a Hilbert space isomorphism — in fact it is just the isomorphism be-
tween H}(Q) and its dual space in which the dual space is represented
concretely as a space of distributions.

3. The Riesz representation theorem also shows that there is a unique
solution u € H'(R?) of the PDE

—Au+u= f(x), z € RY
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for any f € H'(R?) and therefore
(=A+1): H(RY) — H'(RY)

is an isomorphism. The lower order term proportional to u is essential
here because the Poincaré inequality does not hold in R%. Classically,
one would impose a decay condition at infinity, such as u(z) — 0
as * — 00, in order to obtain a unique solution. This condition is
replaced by the integrability condition v € H'(RY) in the case of
weak solutions.

. The proof gives a solution u of (3.2) which belongs to H'. This is the
best regularity one can hope for in the case of general right hand side
f € H™'. However, if f € H"* is smooth, elliptic regularity theory
shows that the solution v € H**2 and that

[ll iz < ClLFN -

This gain of derivatives is typical of elliptic equations. The main point
is that one can estimate the L?-norm of all second derivatives of u € H}
in terms of the L2-norm of the single combination of second derivatives
Au. In particular, if f € H* with k > d/2 then it follows from the
Sobolev imbedding theorem that v € H*+2 C C? is a classical solution.

. Rather suprisingly, if f € C() it is not always possible to find a
solution of (3.2) with u € C%(Q) or even with u € W2>(Q)). The
use of Holder continuous functions gives a much better results. If
0 < 8 <1 and k is a non-negative integer, then there is a unique
Holder continuous function u € C*+2:5(Q) for every Holder continuous
right hand side f € C*#(Q). One can also estimate the Hélder norms
of the second derivatives of u in terms of the Holder norm of f — these
estimates are called Schauder estimates.

. Analogous existence, uniqueness, and regularity results are true for
1 < p < oo If Qis asmooth bounded set and f € W¥*P(Q), then
there is a unique solution of (3.2) with v € W*+2r(Q) N Wol’p(Q).
Furthermore,

ullwerer < Ol fllwrr-

The proof of this result in the case p # 2 (Agmon-Douglis-Nirenberg,
1959) is much more difficult than in the case p = 2, and it requires deli-
cate estimates for singular integral operators which are due to Calderén
and Zygmund.
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7. Thi_s last regularity result fails in the cases p = 1 and p = co. Thus,
C(Q), L), and L>®(Q2) are “bad” spaces for the study of elliptic
PDE’s and are best avoided if at all possible.

3.6 Weak convergence

Suppose we have constructed a sequence of approximate solutions of a PDE.
To construct an exact solution we need to show two things: (a) the sequence,
or at least some subsequence, has a limit; (b) the limit is a solution. Part
(a) follows if we know that the sequence is contained in a compact set. Part
(b) follows if we can pass to the limit in all the terms appearing in the PDE.
This passage to the limit depends on the continuity of the terms in the PDE
with respect to the convergence established in (a). The two most useful
types of convergence are strong convergence and weak convergence. These
types of convergence have compensating advantages and disadvantages: for
(a), strong compactness is harder to establish than weak compactness; but
for (b), strong continuity is easier to establish than weak continuity.

The basic theorem about weak compactness is that norm-bounded sets
are weakly precompact. This usually makes it easy to prove weak compact-
ness. Linear functions are weakly continuous if and only if they are strongly
continuous. Thus, weak convergence methods are well-suited to the study of
linear problems. Strongly continuous nonlinear functions are never weakly
continuous. Thus, in nonlinear problems one either has to establish a suit-
able strong compactness result, or one has to use the specific structure of
the nonlinearity to show that the nonlinear terms converge. For example, a
convex function is weakly lower semi-continuous if and only if it is strongly
lower semi-continuous. Many nonlinear convex minimization problems in
the calculus of variations can be treated by weak convergence methods us-
ing this result. A sizable part of recent research in the calculus of variations
has been concerned with weakening the requirement of convexity. For in-
stance, Ball (1977) proved the existence of static solutions of the nonlinear
elasticity equations. These solutions minimize the elastic energy functional.
The main difficulty in this problem is that the energy is not convex, although
it does possess a weaker “polyconvexity” property which Ball showed was
sufficient to obtain existence.

In this section we summarize some basic definitions and facts about weak
convergence. First, we define the dual space of a Banach space X. To be
definite, we assume that X is a real Banach space; complex Banach spaces
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require the introduction of complex conjugates in the appropriate places.

Definition 3.8 Let X be a Banach space. The dual space X' consists of
continuous linear functionals w : X — R. We denote the action of w € X’
onu € X by (w,u). The dual space is a Banach space with norm

{w, )

lw|| = sup
wex |ull
u#0

A Banach space is said to be reflexive if X” = X, meaning that every
continuous linear functional F': X’ — R is of the form
<F 7w> = <w7 u)

for some u € X.
If X = H is a Hilbert space, any continuous linear functional w : H — R
has the form
(w,u) = (w,u)

for some w € H, so we can identify H’ with H.

Examples.

1. For 1 < p < oo, we can identify (LP) with L?" where p’ is the Holder
conjugate of p. In that case, for f € L and g € L? we have

(f.9)= /f(x)g(x) dz.

In particular, (L?) = L%

2. Although L™ is the dual space of L', it is not true that L' is the dual
space of L. Thus L' and L> are not reflexive.

We now define weak convergence.

Definition 3.9 Let X be a Banach space. We say that a sequence {u,} C
X converges weakly to u € X if

(W, up) — (w,u) asn — oo
for all w € X'. We denote weak convergence by a “harpoon,”

Up — U.
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Weak convergence can be thought of as componentwise convergence.
The sequence u,, converges weakly iff each sequence of components (w, u,)
converges.

We have u,, — u in a Hilbert space H iff

(up,v) — (u,v) for all v € H.

We use a full arrow, u,, — u, to denotes strong convergence, meaning
that
||un, — ul| — 0 as n — oo.

On a finite dimensional space, weak and strong convergence are equivalent.
On an infinite dimensional space, strong convergence implies weak conver-
gence but not conversely. The following examples illustrate the two basic
ways in which a weakly convergent sequences fails to be strongly convergent,
namely oscillations and concentrations.

Examples.
1. The sequence
up(z) = sinnx

is weakly convergent to 0 in L?(0,27) but it is not strongly convergent.
To prove the weak convergence we first observe that if ¢ € C2°(0, 2)
is a test function, then an integration by parts shows that

1
(sinnz, p) = —(cosnz, ') — 0 as n — 00.
n

The result for general ¢ € L? follows from the density of test functions.

The failure of strong convergence follows immediately from the fact
that the u,, are orthogonal functions with norm 7.

The problem here is that the functions wu, oscillate more and more
rapidly as n — oo. Thus averages of the functions converge to zero
although the functions themselves do not converge to zero.

Note that although

Uy — 0,
we have
2 1
Uy, — 5
This result shows that the nonlinear function u? is not weakly contin-
uous.
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2. The sequence

() = n if0<x<1/n?
M) 0 otherwise

is weakly convergent to 0 in L2(R) but it is not strongly convergent.
The problem here is that the functions w,, concentrate more and more
strongly at the origin as n — oo.

Although the sequence u2 does not converge weakly in L2, it does
converge in an even weaker distributional sense,
u? — 4,
meaning that
<Un, 90> - <67 SO>

for all test functions ¢ € C°(R). Again, this result shows that the

nonlinear function u? is not weakly continuous.

If X' is the dual of a Banach space, we can define another type of weak
convegence called weak-* convergence.

Definition 3.10 Let X' be the dual of a Banach space X. We say w € X’
is the weak-x limit of a sequence {w,} C X' if

(Wn, u) — (w,u) asn — oo
for allu € X. We denote weak-x convergence by
*
Wy — w.
By contrast, weak convergence in X’ means that
(F,wp) — (F,w) for all F € X".

If X is reflexive, then weak convergence and weak-* convergence in X’ are
equivalent and we can ignore the distinction. If X’ is the dual space of a
nonreflexive space X, then it is nearly always better to use weak-* conver-
gence in X' instead of weak convergence. The most commonly occuring
nonreflexive spaces are L>, L', and the associated Sobolev spaces W

Wk

Example.
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1. We have (L')’ = L>°. Hence

Uy — U in L!

/un(x)v(x) dx — /u(x)v(x) dz for all v € L.

2. Since L*® = (L', we have

Up SN in L
/un(az)v(az) dx — /u(av)v(av) dx for all v € L.

Here is the basic compactness result for weak-* convergence, sometimes
called Alaoglu’s theorem.

Theorem 3.14 Let X' be the dual space of a Banach space X. A bounded
set in X' is weak-* precompact.

If X is reflexive then it follows that bounded sets in X are weakly pre-
compact. In particular, suppose that {u,} is a sequence in a reflexive Banach
space X which is uniformly bounded with respect to n,

[un|| < C.
Then there exists a weakly convergent subsequence, {uy, }, such that

Upy, — U as k — oo.

Examples.

1. Suppose that u, € L?(Q) is a sequence of functions such that

/ ()| dz < 1.
Q

Then Alaoglu’s theorem implies that there is a subsequence which
converges weakly in L?(Q).
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2. Suppose that u,, € H}(2) is a sequence of functions such that

/ |V, (z)|? dz < 1.
Q

Then, if 2 is a bounded domain, the Rellich-Kondrachov theorem
implies that there is a subsequence which converges strongly in L?().

Thus, if we only have bounds on the functions, we get a weakly con-
vergent subsequence, but if we have bounds on their derivatives, we
get a strongly convergent subsequence.
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Chapter 4

The Diffusion Equation

Suppose that u(z,t) is a solution of a partial differential evolution equation.
such as the diffusion equation. We want to regard u(t) = u(-,t) as a function
of time which takes values in a Banach space X of functions of z. In the case
of a system of ODE’s, the vector space X = R™ is finite dimensional, and
we can regard a vector-valued function as a finite collection of scalar-valued
functions. In the case of PDE’s, the vector space X is infinite dimensional
and we need to proceed more abstractly. Even in the finite-dimensional case
this more geometric approach helps to clarify ideas.

We begin with a brief description of vector-valued functions. Then we
formulate the definition of weak solutions of the diffusion equation and use
the Galerkin method to prove the existence and uniqueness of weak solutions.

4.1 Time-dependent Sobolev spaces

Let X be a Banach space, and (a,b) C R a time interval. For 1 < p < oo,
we define the LP-space of functions w : (a,b) — X by

LP(a,b; X) = {u : u is measurable and f; lu(t)||P dt < oo} )

b 1/p
Julogassx) = ( / ||u<t>updt) .

For p = oo we define

L*(a,b; X) = {u : u is measurable and ||u(t)| is essentially bounded},

[l oo (a,5x) = sup [Ju(t)]].
te(a,b)
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These spaces are Banach spaces.
For a compact interval [a,b] C R we define the space of strongly contin-
uous functions
C([a,b]; X) = {u : u is strongly continuous on [a,b]},

vl e(fa,p);x) = Sup} [u(®)]]-

cla,
Here, strong continuity means that
|lu(t +h) —u(t)]] — 0 as h — 0.

One can also define the space Cy([a, b]; X) of weakly continuous functions
u: [a,b] — X. Weak continuity means that

(wy,u(t + h)) — (w,u(t)) as h — 0

for all w € X’. If X is finite dimensional, then there is no distinction between
weak and strong continuity. If X is infinite dimensional, weakly continuous
functions need not be strongly continuous. For example, the function

u:R — L*0,1)
defined by

) sin(z/t) ift>0
“(x’t)_{o if t <0

is weakly continuous at ¢t = 0 but it is not strongly continuous at ¢ = 0.

Integrals and distributional time derivatives of vector-valued functions
u: (a,b) — X can be defined in essentially the same way as for scalar valued
functions u : (a,b) — R. The basic definitions are described briefly below.

We define the space C([a, b]; X) of continuously differentiable functions
u: [a,b] — X with the norm

[uller(aix) = sup [lu@)] + sup [a(?)]]
te(a,b) te(a,b)

We also define the Sobolev spaces W1P(a,b; X) consisting of functions in
LP(a,b; X) whose distributional time derivative belongs to LP(a,b; X). The
associated norm is

b 1/p
HUHWLP(a,b;X):</a N + [la@)]*) dt) :

Examples.
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1. Suppose X = L%(Q2). Then

b 1/2
lell ooy = (/ / !u(x,t)\Zda:dt> |

, 1/2
lavuns) = sup (e 0 dr)

te(ab

2. Suppose X = Hi (). Then

b 1/2
lull2(a,0:x) = (/ /Q]Du(x,t)|2dxdt> .

If X = H-1(Q), then

1/2
b u, v)?
Jullrianry = | [ s St g
o ooy o]
v#0

3. The space H! (a,b; L*(Q)) has the norm

b 1/2
uurm(a,b;Lz):</ | (e, + i, 0)) dxdt> .

4. Be careful not to confuse regularity in ¢ with regularity in z. For
example, any f € LP (Rd), with p < 00, is continuous in the LP-sense,
meaning that

flz+h)— f(x) in LP as h — 0.

It follows that the function u : R — LP(RY) defined by u(z,t) =
f(z +1t) is a continuous function of ¢, that is u € C'(R; L?). However,
if f(z) is not a continuous function of x, then u(z, t) is not a continuous
function of z for any value of ¢.

4.1.1 Vector-valued integrals

In this section, we sketch the basic ideas of integration of vector-valued func-
tions. When the target space X is infinite dimensional it has many different
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topologies (for example, the strong and weak topologies) and the integral
of vector-valued functions can be defined in different, non-equivalent, ways.
The simplest and most useful definition is the Bochner integral. This defi-
nition is a straightforward generalization of the usual Lebesgue integral of
real valued functions.

A function u : (a,b) — X is said to be countably-valued if it assumes
at most countably many values in X and if each value is assumed on a
Lebesgue measurable set in (a,b). We say that u is measurable if it is the
pointwise almost everywhere limit of countably valued functions. All limits
in X are with respect to the strong topology (i.e. norm convergence) unless
stated otherwise. We say that u is integrable if it is measurable and if

b
/a (b dt < oc.

Note that if v : (a,b) — X is measurable, then it follows that ||u|| : (a,b) —
R is measurable, so this condition makes sense.
We define the Banach space

LY(a,b;X) = {u: (a,b) — X|u is integrable},

b
o = [ )l de

The space Llloc(a7 b; X) of locally integrable functions consists of all measur-
able functions such that

lu(t)]| dt < oo.

for every compact set K C (a,b).
Suppose that u is an integrable, countably-valued function. We can write
u in the form

00
u(t) = ZCiXAi (t)v
=1
00
lulle =D lleill|As] < oo
=1

where ¢; € X, A; C (a,b) is the set of times ¢ where u(t) = ¢;, x4, is the
indicator function of A;, and |A;| is the one-dimensional Lebesgue measure
of Az
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We then define

b oo
/ u(tydt =3 il A € X,
@ i=1
For general u € L!(a,b; X) it can be shown that there exists a sequence
{un} of countably-valued functions which converges to u in L!(a, b; X). The
proof is of this fact is almost identical to the proof in the case of real-valued
functions. We then define

b b
/ u(t) dt = lim un(t)dt € X.
a n—=0o0 Ja
This limit exists and is independent of the sequence of countably-valued
functions which is used to approximate wu.
Most of the usual properties of scalar-valued integrals remain true. For
example:

1. It follows immediately from the definition that

‘ /abu(t) dt

2. Lebesgue dominated convergence theorem. Suppose that u, €
L(a,b; X) and u,(t) — u(t) as n — oo pointwise a.e. in t. Suppose
that there exists a function F : (a,b) — R such that

< [l a

/abF(t)dt<oo

and for all n,
[[un (@) < F(2).

Then u € L'(a,b; X) and
b b
/ w(tydt = Tim | un(t) dt.

—
n—oo a

3. If A: X — Y is a continuous linear map between Banach spaces, then

A/ab u(t)dt = /ab Au(t) dt.
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4.1.2 Vector-valued distributions

To give a precise mathematical formulation of an evolution equation

= f(u)

where u(t) € X, we need to define the time derivative of a vector-valued

function u. If u € C1([a,b]; X) is a continuously differentiable function of
time, then the strong derivative 4 of u can be defined pointwise by

t+h)—u(t

[l B) — ()

h—0

_ u(t)H 0.

In many cases we cannot assume that u is continuously differentiable, and
the time derivative must be interpreted as a distributional derivative. The
definition of vector-valued distributions is very similar to the definition of
real-valued distributions.
Let
C2°(a,b) = {test functions ¢ : (a,b) — R}.

Let X be a Banach space. An X-valued distribution 7T is a continuous linear
map
T:CF(a,b) — X.

We denote the value of T acting on a test function ¢ by (T, ) € X. This
element of X can be thought of as the time average of T' weighted by the
test function .

We define the distributional derivative T of a distribution T by

<T7 (10> = _<T7 90>
Any function u € Llloc(a, b; X) defines a regular distribution by
b
() = [ ult)e(t) dt
Theorem 4.1 Let u,v : (a,b) — X be locally integrable functions. Any of

the following three conditions are equivalent to the condition that & = v in
the sense of distributions.

@ [ utrewan=— [ oot d
for all p € C(a,b);
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(b) u(t) = uo + /t:”u(s) ds

a.e. int € (a,b) for some ty € (a,b), ugp € X;
d
(c) lw,u(®) = (w,u(0)
in the real-valued distributional sense for all w € X'.
4.2 The diffusion equation

The basic example of a linear parabolic equation is the diffusion equation.
Let us consider the following initial boundary value problem for u(z,t),

= Au+ f(x,t), zeQ, t>0, (4.1)
u =0, x € Q,
u = ug(x) t=0.

Here, as usual, ~ denotes the time derivative and we assume that  is a
smooth bounded open set in RY.

4.2.1 A priori estimates

As we saw in Chapter 2, the “natural” spaces for the study of the Poisson
equation —Au = f by variational methods are u € H} and f € H~!. This
suggests that we seek solutions u(t) of the diffusion equation (4.1) in which

w: (0,T) — H}(Q),
w:(0,T) — HYQ).

We still need to specify the regularity of u and % with respect to t. In order
to discover the appropriate function space setting for the diffusion equation,
we derive a priori energy estimates which are satisfied by smooth solutions.
We will then show that it is possible to construct solutions which satisfy
these estimates.

Multiplication of the heat equation by u implies that

1

<2u2> =V (uVu) — Vu-Vu+ fu.
t

Integration of this equation over {2, and use of the boundary condition v = 0

gives

1d
g il = luliy = [ fuds.
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Here,
ull gy = [Vull 2.

Integration with respect to t over the time interval (0,7") then implies that

1 T 1 T
S @IE+ [y @ =5l + [ [ udear. (42)

From the definition of the H~!'-norm and the Cauchy-Schwartz inequality
we have that

/OT /Q fudxdt

T
< 1l gy

T 12 7
(/0 ufuifldt) (/0 ||uuifgdt)

HfHL?(o,T;Hfl)HUHL?(O,T;H(})-

1/2

IN

IN

Thus, neglecting the term ||u(T)||2. on the left-hand side of (4.2), we see
that
2 1 2
sy < IO + 10l oz (43)
By Young’s inequality,

1 1
b< =a®+ =b?
a _2a +2 ,

we have

1
2 2
HfHLQ(O,T;H*) + §HuHL2(0,T;H3)'

N

[ 220,y el L2 0,710y <

Use of this inequality in (4.3) gives
ull2ego ey < 17120 1) + ().

Thus, the L?(0,T; Hi)-norm of the solution is uniformly bounded by the

L2-norm of the initial data and the L?(0,T; H~1)-norm of the forcing term.
The equation © = Au + f then implies that

lill 20,1 < C (Il z2o,rsm—) + 1u(0)]] 2 ) -
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These results suggest that the “natural” solution spaces are

u € L*0,T;H}),
w € L*0,T;H™Y).

These spaces have the additional advantage of being Hilbert spaces.
Neglecting the term fOT ||u||?{1 dt on the left-hand side of (4.2), we also
0

conclude that

1 1

Sl < S1u(O)1F2 + 1l L2011l 20 7313

2 2 0
Thus, since T is arbitrary, we see that

[ullFoe 0722y < I FIT20, 7501y + [[u(0) 172

The boundary condition v = 0 on 92 is formulated in a weak sense by
requiring that u(t) € HE(Q). It is not immediately clear that the initial
condition makes sense because we cannot assign a boundary value u(0) to a
function u € L?(0, T; X ). However, the following proposition shows that we
can make sense of the initial condition for any ug € L%(Q).

Proposition 4.1 If
u e L*0,T; Hy(Q)) and 4 € L*(0,T; H1(Q))

then
u € C([0,T]; L*(Q)).

Proof. Suppose that v € CP(R; HE(Q)) is an H}-valued test function.

Then p
—|lo(t)]|7> = 2(0,0),
dt

and

lo()2, =2 / (5(5). 0(s)) ds.

o0

Using the Cauchy-Schwartz inequality to estimate the right hand side of this
equation and taking the sup of the result with respect to ¢, we obtain that

O miz2) < 20002 @110l 22wy - (4.4)
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Any u € L*(0,T; H}(2)) can be approximated by a a sequence of test
functions u, € C°(R; Hg(9)) such that
u, —u in L2(0,T; HY(Q)),
U —u  in L2(0,T; H-1(Q)).
To prove this assertion, we extend u by zero outside the interval a < ¢t <
b and mollify the extended function with a smooth compactly supported
kernel. We omit the details
Applying (4.4) to v = up, — Uy, we see that {u,} is a Cauchy sequence in
L>®(R; L?) so it has a limit 4. Since u, € C(R;L?) the limit u € C(R; L?)
is continuous. The restriction of @ to [0,7] is u, so u is continuous with

values in L?(Q2). QED

4.2.2 Weak solutions

The above estimates suggest the following definition of a weak solution of
the diffusion equation.

Definition 4.1 Given f € L*(0,T; H Y(Q)) and uyp € L*(Q2), we say that
u 1s a weak solution of (4.1) if

ue L2 (O,T; H&(Q)) and @€ L2 (O,T; H*l(Q)) :

uw=Au-+f in the sense of H—1(Q)-valued distributions;

u(0) =ug in C ([0,T]; L*(Q)).

The condition that u(t) is an H~!()-distributional solution is equivalent
to the condition that

<1l(t), U) + (Vu(t), VU) = <f(t>7 U) (45)

for all v € H}(Q2), with time derivatives interpreted in the sense of real-
valued distributional derivatives. In (4.5), (-, -) denotes the L?-inner product
and (-,-) denotes the H '-H} duality pairing. For v € L?* ¢ H~! and
v € H C L?, we have

(u,v) = /Qu(a:)v(a:) dzx = (u,v).

The condition that v is a distributional solution can also be written using
time dependent test functions. An equivalent formulation is that
T

[ 0,00 + (v, o)) di = [ g0, a @)
0 0
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for all test functions v € L2(0,T; HL(2)).

4.3 Existence of weak solutions

Our proof of the existence of weak solutions of the diffusion equation makes
use of the Galerkin method in which the PDE is approximated by a system of
ODE’s. The Galerkin method is also very useful in the analysis of nonlinear
PDE’s. We will prove that the Galerkin approximations converge weakly to
a solution of the diffusion equation.

Theorem 4.2 There is a unique weak solution of (4.1) for every

up € L2(Q),  fe L? (o,T; H—l(ﬂ)) .

Proof. The uniqueness of weak solutions follows immediately from energy
estimates. Suppose that u; and uy are two solutions. Let

w = up — U.
Then w satisfies (4.6) with f = 0. Setting u = v = w in (4.6) we get

LA
dt

We also have the initial condition

®lz2 = =2(Vu(t), Vu(t) < 0.

lw(0)]|* = 0.

Gronwall’s inequality implies that ||w(¢)]|? = 0 so that u; = us.

We split the existence proof into three steps.

1. Construction of finite dimensional approximations u”.
2. A priori estimates for the approximations.

3. Convergence of the approximations u™ to a solution u as n — oo.

Step 1. Finite dimensional approximations. We choose functions
vr(z), k=1,2,... such that vy € H} () and

{vp:k=1,2,...} isan orthonormal basis of L?(Q).
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For example, the eigenfunctions of the Laplacian

—Av = A\ug,
vg(z) =0 x € 01,

form such a basis.

Let V™ be the finite dimensional subspace of L? (and H{) which is
spanned by {v; : k =1,2,...,n}. We introduce the orthogonal projection
P" . L?(2) — V™. We look for an approximate solution u™ € V™. This
approximation is required to satisfy the equation which is obtained by pro-

jection of the diffusion equation (4.5) onto V", namely

u"(0) = P"uyp.
In terms of components we have
n
=Y Rt
k=1
i (t) = (u"(t), v) .
The equation for u™ is equivalent to the system

(W",vg) = — (Vu", Vo) + (f, vg) k=1,...,n,

Here, v is the projection of ug onto V",

n
Z UO,Uk

The corresponding system of ODE’s for the coefficients ¢ ()is

ZAI%C[ +fk() kzl,...,n,

¢ (0) = cok-

Here

Are = (Veor, Vor),
fe() = (f(t), o),

Cok = (an ‘Pk)
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This system of ODE’s for

c=(c1,...,cp)"

is an n x n linear system of the form

¢=Ac+Tf,
c(0) = co.

It therefore has a unique solution ¢ : R — R". Thus, for any T > 0, we
have constructed an approximate solution

u" e C([0,T]; V")

with
W e L2 (0,T; V™).

Step 2. A priori estimates. In order to pass to the limit n — oo, we need
estimates on the approximations u™ which are uniform in n. These estimates
are completely analogous to the a priori estimates for the diffusion equation.

We multiply (4.7) by ¢ and sum the result over 1 < k < n. We get that

1d

S 2+ Va2 = (£, "),

Integration of this equation with respect to ¢ over the time interval (0,7")
implies that

1 2 T 2 1 2 T
S @I+ [l By @t = Sl + [ ] udsat

Neglecting the term ||u™(T)||3. on the left-hand side and applying Young’s
inequality as before we conclude that

e ooy < 113202501, + llwoll3. (4.8)
Here, we have used the fact that
luglizz < [luollz2-

Thus, the L?(0,T; H&)—norms of the approximate solutions are uniformly
bounded. The equation 4" = P™ (Au + f) then implies that

lill 201 < C (1l z20,rsm—) + 1u(0)]]2) - (4.9)
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Step 3. Convergence. From (4.8) and (4.9), the sequences {u"} and
{4"} are uniformly bounded. We can therefore extract a weakly convergent
subsequence, which we still denote by {u"}, such that as n — oo

u" —wu  in L2(0,T; HY),
" =4 in L2(0,T; H™1).

We want to prove that the limit v is a weak solution of the diffusion equation.
Consider any test function with values in V™ for some m € N,

veC™® (0, T; V™).
If n > m then integration of the Galerkin equations for 4" implies that
T T
| . 0) + (a0, Vo)) dt = [ (re) o) ae

We can take the weak limit as n — oo in this equation to conclude that

T T
| i), 0@) + (Tu(e), o)} dt = [ ((0),0b) .
0 0

Since V™-valued test functions are dense in L?(0,T; H}) this equation holds
for all v € L?(0,T; Hy). Hence, u is a weak solution of the diffusion equation.

A small additional argument is required to show that u(0) = wup in
C([0,T]; L*(2)). We omit the details. QED
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