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Abstract. We derive a quadratically nonlinear equation that describes the motion of a tangential discontinuity in incompressible magnetohydrodynamics near the onset of a Kelvin–Helmholtz instability. We show that nonlinear effects enhance the instability and give a criterion for it to occur in terms of a longitudinal strain of the fluid motion along the discontinuity.
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1. Introduction

A vortex sheet in an incompressible, inviscid fluid flow is subject to the Kelvin–Helmholtz instability in which, according to linearized stability theory, the growth rate of perturbations is proportional to their wave number. This proportionality follows from dimensional analysis since neither the incompressible Euler equations nor the planar geometry of an undisturbed vortex sheet define any length or time parameters; the only relevant parameter is the jump in the tangential velocity across the vortex sheet.

The Hadamard instability associated with the unbounded growth rate of short-wavelength perturbations means that the linearized vortex-sheet equations are ill-posed in any function space whose norms depend on only finitely many derivatives. This fact raises doubts about the use of the incompressible Euler equations in this...
problem, since the equations neglect all small-scale regularizing effects. The same difficulty arises when scale-invariant conservation laws are used to model other instabilities, such as the Rayleigh–Taylor instability.

One would like to understand what this linearized ill-posedness means for the fully nonlinear problem. For example, can nonlinear effects help control a Hadamard instability and reduce the influence of unstable small-scales on the large-scale motion or do they enhance the instability? Motivated in part by these issues, Beale and Schaeffer [3] considered some model equations that are linearly ill-posed but nonlinearly well-posed. These equations, however, were not derived from any physical problem and bear no relation to the Kelvin–Helmholtz instability.

The purpose of this paper is to derive equations for a weakly nonlinear Kelvin–Helmholtz instability with the aim of studying the effects of nonlinearity in as simple a setting as possible. The resulting equations are analogous to Ginzburg–Landau equations, which have been derived in many bifurcation problems, except that in the scale-invariant vortex-sheet problem all Fourier modes become unstable at the same parameter value, rather than a narrow band of modes around a wavenumber with the maximum growth rate.

The Kelvin–Helmholtz instability of a vortex sheet in the incompressible Euler equations is strong and the equations do not contain any parameter that can act as a bifurcation parameter. It is therefore not clear how one can derive approximate equations by systematic asymptotics (see, however, the model equations in Ambrose [2]).

We therefore study tangential discontinuities in ideal incompressible magneto-hydrodynamics (MHD). In general, both the tangential fluid velocity and tangential magnetic field jump across a tangential discontinuity, while the normal components are continuous. The vortex-sheet solution of the incompressible Euler equations is a special case of a tangential discontinuity in which the magnetic field vanishes. If the magnetic field is sufficiently large compared with the jump in the velocity, then the tangential discontinuity is linearly stable, and there is a critical value of the magnetic field below which the discontinuity is unstable. Thus, the magnetic field provides a bifurcation parameter, and we can study the dynamics of the discontinuity close to the onset of a Kelvin–Helmholtz instability.

In addition to the above motivation, the nonlinear dynamics of tangential discontinuities is of interest in connection with various astrophysical problems; for example, the magnetopause and heliopause may be modeled locally as tangential discontinuities.

The main result of this paper is an asymptotic equation for the motion of a tangential discontinuity near a critical value of the magnetic field where the discontinuity loses stability. We show that, after a suitable normalization, the location \( y = \phi(x, t) \) of the discontinuity satisfies the following singular integro-differential equation:

\[
\phi_{tt} - \mu \phi_{xx} = \left( \frac{1}{2} H \left[ \psi^2 \right]_{xx} + \psi \phi_{xx} \right)_x, \quad \psi = H[\phi]. \tag{1.1}
\]
Here, the constant $\mu$ is a bifurcation parameter and $H$ denotes the Hilbert transform with respect to $x$, defined by

$$H[\im e^{ikx}] = -i \frac{\text{sgn}(k)}{k} e^{ikx}, \quad H[f](x) = \frac{1}{\pi} \text{p.v.} \int_{-\infty}^{+\infty} \frac{f(y)}{x-y} \, dy.$$  

As $\mu$ decreases through zero, the linearization of (1.1) at $\phi = 0$ changes type from a hyperbolic wave equation to an elliptic evolution equation, corresponding to the onset of Hadamard instability in the linearized theory. The linear terms are modified by a nonlocal, quadratically nonlinear term.

As we will show, the nonlinearity in (1.1) does not regularize the Hadamard instability of the linearized equation; instead, it has a destabilizing effect. Specifically (1.1) is locally linearly unstable if

$$2\psi_x > \mu,$$  

and an initially linearly stable solution typically evolves into the unstable regime. The validity of (1.1) is suspect once this happens. In particular, this result does not support the hope that the nonlinear conservation laws might be better behaved than their Hadamard-unstable linearizations.

In Sec. 2 we summarize the MHD equations and the asymptotic solution for the motion of a tangential discontinuity. In Sec. 3, we discuss some properties of the asymptotic equation (1.1) and derive the instability condition (1.2). In Sec. 4, we present numerical solutions of (1.1) which show the nonlinear development of a Kelvin–Helmholtz instability. In Sec. 5, we derive the asymptotic equation; some details of the lengthy algebra are given in Appendix A. Finally, in Appendix B we show that the asymptotic equation is consistent with a previously derived equation for unidirectional surface waves on a stable tangential discontinuity.

### 2. Tangential Discontinuities in MHD

In suitably nondimensionalized variables, the velocity $u$, magnetic field $B$, and total pressure $p$ of an incompressible, inviscid, conducting fluid satisfy the incompressible MHD equations, whose nonconservative form is

$$u_t + u \cdot \nabla u - B \cdot \nabla B + \nabla p = 0,$$  

$$B_t + u \cdot \nabla B - B \cdot \nabla u = 0,$$  

$$\text{div} \, u = 0.$$  

In addition, the magnetic field satisfies

$$\text{div} \, B = 0.$$  

This constraint is preserved by the evolution equation (2.2), and we do not need to impose it explicitly in carrying out the expansion.
We consider two-dimensional flows with Cartesian spatial coordinates $x = (x, y)$. In a planar tangential discontinuity located at $y = 0$, we have

$$u = \begin{cases} u^+ \text{ if } y > 0 \\ u^- \text{ if } y < 0 \end{cases}, \quad B = \begin{cases} B^+ \text{ if } y > 0 \\ B^- \text{ if } y < 0 \end{cases},$$

where the constant vectors $u^\pm = (U^\pm, 0)$, $B^\pm = (B^\pm, 0)$ are in the $x$-direction, and the total pressure $p$ is continuous across the discontinuity.

Let $U = (U^+, U^-)$, $B = (B^+, B^-)$ and define

$$\Delta(U, B) = \frac{1}{2}[(B^+)^2 + (B^-)^2] - \frac{1}{4}(U^+ - U^-)^2.$$

(2.4)

A planar tangential discontinuity is linearly stable if $\Delta(U, B) > 0$ and subject to a Kelvin–Helmholtz instability if $\Delta(U, B) < 0$ [8]. Thus, a vortex sheet is unstable in the absence of a magnetic field, but it is stabilized by a magnetic field that is sufficiently strong compared with the jump in velocity. This may be understood as a result of the opposition of growth in the perturbations by the “tension” in the magnetic field lines.

Although the discontinuity is stable if $\Delta > 0$, it is not uniformly stable [6,10]. Surface waves propagate along it with distinct linearized speeds $\lambda_1, \lambda_2$ given by

$$\lambda_1 = \frac{1}{2}(U^+ + U^-) - \sqrt{\Delta}, \quad \lambda_2 = \frac{1}{2}(U^+ + U^-) + \sqrt{\Delta}.$$

(2.5)

These surface waves have finite energy and carry disturbances that decay exponentially away from the discontinuity into the interior of the fluid. As $\Delta$ decreases through zero, the wave speeds $\lambda_1, \lambda_2$ coalesce and become complex, corresponding to the onset of a Kelvin–Helmholtz instability.

Here, we investigate the effects of weak nonlinearity near the critical case when $\Delta(U, B) = 0$. Suppose that $(U, B)$ depends on a small positive parameter $\epsilon$ and

$$U^\pm = U_0^\pm + \epsilon U_1^\pm + O(\epsilon^2), \quad B^\pm = B_0^\pm + \epsilon B_1^\pm + O(\epsilon^2)$$

(2.6)
as $\epsilon \to 0^+$ where $\Delta(U_0, B_0) = 0$, meaning that

$$(B_0^+)^2 + (B_0^-)^2 = \frac{1}{2}(U_0^+ - U_0^-)^2.$$

(2.7)

Then

$$\Delta(U, B) = \epsilon \mu + O(\epsilon^2)$$

(2.8)
as $\epsilon \to 0^+$ where

$$\mu = B_0^+ B_1^+ + B_0^- B_1^- - \frac{1}{2}(U_0^+ - U_0^-)(U_1^+ - U_1^-).$$

(2.9)

The parameter $\mu$ plays the role of a scaled bifurcation parameter. The planar tangential discontinuity is linearly stable for small positive values of $\epsilon$ if $\mu > 0$ and
linearly unstable if $\mu < 0$. The surface waves speeds $\lambda_1, \lambda_2$ coalesce at $\epsilon = 0$, when they have the value

$$\lambda_0 = \frac{1}{2}(U_0^+ + U_0^-).$$  \hfill (2.10)

We suppose that the perturbed location of the tangential discontinuity is given by

$$y = \zeta(x, t; \epsilon),$$

where $\zeta$ has an asymptotic expansion of the form

$$\zeta(x, t; \epsilon) = \epsilon \zeta_1(x - \lambda_0 t, \frac{\epsilon}{2} t) + O(\epsilon^{3/2}) \ \text{as} \ \epsilon \to 0^+.$$  \hfill (2.11)

This ansatz describes the evolution of a small-amplitude perturbation in the location of the discontinuity of the order $\epsilon$ in a reference frame moving with the critical linearized wave speed $\lambda_0$ over long times of the order $\epsilon^{-1/2}$. This time-scale is the one over which quadratically nonlinear effects become significant when a pair of real linearized wave-speeds coalesce and become complex [5].

We show that $\zeta_1(\theta, \tau)$ satisfies the equation

$$\zeta_{\tau\tau} - \mu \zeta_{\theta\theta} = \nu \left( \frac{1}{2} H[\eta_1^2]_{\theta\theta} + \eta_1 \zeta_{\theta\theta} \right), \ \eta_1 = H[\zeta_1],$$  \hfill (2.11)

where $H$ denotes the Hilbert transform with respect to $\theta$, $\mu$ is given by (2.9), and

$$\nu = -\frac{1}{2} [B_0^2] = -\frac{1}{2} [(B_0^+)^2 - (B_0^-)^2].$$  \hfill (2.12)

The coefficient $\nu$ in (2.11) vanishes if $|B_0^+| = |B_0^-|$, in which case the critical surface wave speed $\lambda_0$ is equal to one of the the bulk Alfvén speeds $U_0^+ \pm B_0^\pm$ on either side of the discontinuity, with an appropriate choice of signs. This resonance leads to a degeneracy in the expansion, and we assume that $\nu \neq 0$. Writing $(x, t) = (\theta, \tau)$ and $\phi(x, t) = \nu \zeta_1(\theta, \tau)$ in (2.11), we get the normalized asymptotic equation (1.1).

We may give a heuristic, physical explanation of the nonlinear instability condition (1.2) as follows: when $|B_0^+| \neq |B_0^-|$, so that $\nu \neq 0$ and (1.1) applies, the discontinuity can lose stability by moving toward the less stable side with the weaker magnetic field.

To explain this in more detail, we first write (1.2) in terms of the original physical variables $(x, y, t)$. Let $y = \zeta(x, t)$ denote the location of the tangential discontinuity and $\eta(x, t)$ the Hilbert transform of $\zeta$ with respect to $x$. Since

$$\zeta(x, t) \sim \frac{\epsilon}{\nu} \phi(x - \lambda_0 t, \epsilon^{1/2} t), \ \eta(x, t) \sim \frac{\epsilon}{\nu} \psi(x - \lambda_0 t, \epsilon^{1/2} t)$$

it follows from (1.2), (2.8) and (2.12) that the tangential discontinuity is unstable near the onset of Kelvin–Helmholtz instability if

$$- [B^2] \eta_x > \Delta(U, B)$$  \hfill (2.13)

where $[B^2]$ is defined as in (2.12) and $\Delta$ is defined in (2.4). As we will show, up to a linearized approximation, the Hilbert transform $\eta$ of the vertical displacement
ζ is the perturbation in the tangential displacement of material particles along the discontinuity. Thus, (2.13) states that the discontinuity is locally unstable for \( \Delta > 0 \) if the perturbation in the longitudinal strain is sufficiently large and has an appropriate sign.

To see that \( \eta \) is a transverse displacement, we note that the velocity perturbations induced by the motion of the discontinuity are irrotational. The velocity potential \( \Phi \) is harmonic and decays as \( |y| \to \infty \). Hence its Fourier–Laplace transform in \( y > 0 \) has the form \( \hat{\Phi} e^{ikx - |k|y} \), and the transforms of the \( x, y \) perturbation velocities \( u = \Phi_x, v = \Phi_y \) have the forms

\[
\hat{u} = ik \hat{\Phi} e^{ikx - |k|y}, \quad \hat{v} = -|k| \hat{\Phi} e^{ikx - |k|y},
\]

respectively. It follows that

\[
\hat{u} = -i (\text{sgn } k) \hat{v} \quad \text{on } y = 0^+,
\]

so \( u = H [v] \). Similarly, in \( y < 0 \) the transform of the velocity potential has the form \( \hat{\Phi} e^{ikx + |k|y} \) and \( u = -H [v] \) on \( y = 0^- \). Since the normal velocity \( v \) is continuous across the discontinuity, the tangential velocity perturbations \( u \) have opposite signs on either side of the discontinuity. According to linearized theory, these relations between the velocity perturbations \( u, v \) imply the same relations between the perturbations in the material particle locations \( x, y \) relative to the unperturbed flows with velocity \( U^\pm \) in the \( x \)-direction. In the linearized theory, we may also neglect the difference between the Eulerian coordinate \( x \) and a corresponding Lagrangian coordinate \( X \) in the spatial dependence of the perturbations. Thus, the location of material particles on \( y = 0^\pm \) relative to the unperturbed flows is given approximately by

\[
x \sim X \pm \eta(X, t), \quad y \sim \zeta(X, t), \quad \eta = H [\zeta].
\]  

(2.14)

The Hilbert transform \( \eta \) of the \( y \)-displacement \( \zeta \) of the discontinuity may therefore be interpreted as the perturbation in the tangential \( x \)-displacement of material particles on the discontinuity.

To interpret the sign condition on \( \eta_x \), let us assume that \( \Delta > 0 \), so that the planar discontinuity is linearly stable, and suppose for definiteness that \( |B^+| < |B^-| \) so that \( \|B^2\| < 0 \). Then (2.13) implies that the instability occurs when

\[
\eta_x > \frac{\Delta}{\|B^2\|}
\]

is sufficiently large and positive. In that case, it follows from (2.14) that \( x_X > 1 \) on \( y = 0^+ \) and \( x_X < 1 \) on \( y = 0^- \), meaning that there is compression of material particles on the lower part of the discontinuity where the magnitude of the magnetic field is larger, and expansion of material particles on the upper part of the discontinuity where the magnitude of the magnetic field is smaller. This typically corresponds to formation of a “finger” in the discontinuity that extends into the upper half-space with the weaker magnetic field. Thus, the loss of stability of the discontinuity is
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associated with its movement toward the side with the less-stabilizing magnetic field. The numerical solutions of (1.1) in Sec. 4 illustrate this phenomenon.

3. The Asymptotic Equation

To examine the local linearized well-posedness of (1.1), we write the equation as

$$\phi_{tt} = \mu \phi_{xx} + (H [\psi_x^2] - [\psi, H] \psi_{xx})_x,$$

(3.1)

where

$$[\psi, H] = \psi H - H \psi$$

denotes the commutator of the multiplication operator by $\psi$ and the Hilbert transform $H$. Here, we have used the identity $H^2 = -I$, which implies that $\phi_{xx} = -H[\psi_{xx}].$

Let

$$\phi = \phi_0 + \phi', \quad \psi = \psi_0 + \psi', \quad \psi_0 = H[\phi_0], \quad \psi' = H[\phi'],$$

(3.2)

where $\phi_0(x, t)$ is a smooth solution of (3.1) and $\phi'(x, t)$ is a small perturbation. Using (3.2) in (3.1) and linearizing the resulting equation for $\phi'$, we get

$$\phi_{tt} = \mu \phi_{xx} + (2H[\psi_{0x} \psi_x'] - [\psi_0, H] \psi'_{xx} - [\psi', H] \psi_{0xx})_x.$$

Since $\psi_0$ is smooth, the commutator $[\psi_0, H]$ is a smoothing pseudo-differential operator of order $-\infty$. Thus, neglecting smoothing terms, which amounts to “freezing” coefficients that depend on $\psi_0$ and its derivatives, commuting multiplication operators that depend on $\psi_0$ with $H$, and writing $H[\psi'] = -\phi'$, we find that rapidly varying perturbations $\phi'$ satisfy

$$\phi_{tt} = (\mu - 2\psi_{0x}) \phi'_{xx} - 3\psi_{0xx} \phi'_x - \psi_{0xxx} \phi'.$$

This equation is an elliptic evolution equation when $2\psi_{0x} > \mu$. Thus, (1.1) is locally linearly ill-posed in any Sobolev space when (1.2) holds. This condition agrees with the results of numerical simulations shown in Sec. 4.

Equation (1.1) inherits a variational and Hamiltonian structure from MHD. The variational principle for (1.1) is

$$\delta \int L(\phi, \phi_t) \, dx \, dt = 0,$$

where

$$L(\phi, \phi_t) = \frac{1}{2} \phi_t |\partial_x|^{-1} [\phi_t] - \frac{1}{2} \mu \phi_x |\partial_x|^{-1} [\phi_x] - \psi \phi_x \psi_x, \quad \psi = H[\phi].$$

Here, $|\partial_x| = H\partial_x$ denotes the positive, self-adjoint operator with symbol $|k|$ and $|\partial_x|^{-1}$ its formal inverse. The corresponding Hamiltonian form is

$$\begin{pmatrix} \phi \\ p \end{pmatrix}_t = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \begin{pmatrix} \delta H/\delta \phi \\ \delta H/\delta p \end{pmatrix},$$
where $p = |\partial_x|^{-1} [\phi_t]$ and
\[
\mathcal{H}(\phi, p) = \int \left\{ \frac{1}{2} p |\partial_x| [p] + \frac{1}{2} \mu \phi_x |\partial_x|^{-1} [\phi_x] + \psi \phi_x \psi \right\} dx.
\]

We may also write (1.1) in spectral form. Denoting the spatial Fourier transform of $\phi$ by $\hat{\phi}$, where
\[
\phi(x, t) = \int \hat{\phi}(k, t) e^{ikx} dx,
\]
and taking the Fourier transform of (1.1), we find that
\[
\hat{\phi}_{tt}(k, t) + \mu k^2 \hat{\phi}(k, t) = |k| \int_{-\infty}^{+\infty} \Lambda(-k, k - \xi, \xi) \hat{\phi}(k - \xi, t) \hat{\phi}(\xi, t) d\xi,
\]
(3.3)

\[
The coefficient $\Lambda(k_1, k_2, k_3)$ is an interaction coefficient for the three-wave resonant interaction $k_2 + k_3 \mapsto -k_1$ between Fourier coefficients $k_1, k_2, k_3$ such that $k_1 + k_2 + k_3 = 0$. The symmetry of $\Lambda(k_1, k_2, k_3)$ as a function of $(k_1, k_2, k_3)$ is a consequence of the Hamiltonian structure of the equation. (We could omit the $k_1$-argument from $\Lambda$, but we include it to make the symmetry explicit.)

It is useful to compare the two-way wave equation (1.1) with a corresponding one-way wave equation for unidirectional waves. The one-way wave equation can be derived from (1.1) in the limit $\mu \to +\infty$ by multiple-scale asymptotics, but it is simpler to give an informal derivation.

If $\mu$ is large and positive, then a solution of (1.1) is approximately a sum of decoupled right and left moving waves with speeds $\pm \sqrt{\mu}$. For a right-moving wave, we have
\[
\phi_t + \sqrt{\mu} \phi_x \sim 0, \quad \phi_{tt} - \mu \phi_{xx} \sim -2 \sqrt{\mu} (\phi_t + \sqrt{\mu} \phi_x)_x,
\]
(3.5)

with an analogous approximation for a left-moving wave. Using the approximation (3.5) in (1.1) and integrating the result with respect to $x$, we get the unidirectional equation
\[
\phi_t + \sqrt{\mu} \phi_x + \frac{1}{2} \mu \left( \frac{1}{2} \mathcal{H} [\psi^2]_{xx} + \psi \phi_{xx} \right) = 0.
\]
(3.6)

This equation was derived in [1] for unidirectional surface waves on a linearly stable tangential discontinuity away from values of $(U, B)$ where it loses stability. We show in Appendix B that the coefficients of this one-way wave equation agree quantitatively with the ones found in [1] in the appropriate asymptotic limit. Related nonlocal one-way equations describe nonlinear Rayleigh waves (see e.g. [9]) and surface waves on phase boundaries [4].

As noted in [7], it follows from the distributional Hilbert transform pair
\[
\mathcal{H} [x] = -\tan \left( \frac{\alpha \pi}{2} \right) \text{sgn} x |x|^{\alpha}, \quad \alpha \notin 2\mathbb{Z} + 1
\]
that (3.6) has an exact steady distributional solution

\[
\phi(x) = \frac{\sqrt{3}}{2} A \text{sgn } x |x|^{2/3}, \quad \psi(x) = \frac{1}{2} A |x|^{2/3},
\]
where \( A \) is an arbitrary constant. This solution describes the local structure of singularities observed in numerical solutions of (3.6). Similarly, if \( \mu > 0 \) equation (1.1) has exact distributional traveling wave solutions given by

\[
\phi(x, t) = \frac{\sqrt{3}}{2} A \text{sgn } (x - \lambda t) |x - \lambda t|^{2/3} \quad \psi(x, t) = \frac{1}{2} A |x - \lambda t|^{2/3},
\]
where \( \lambda = \pm \sqrt{\mu} \). These singularities are also observed to form in numerical solutions of (1.1), but when this happens it leads to instability since \( |\psi_x| \to \infty \) as \( x \to \lambda t \) and (1.2) holds near the singularity.

4. Numerical Solutions of the Asymptotic Equation

We computed spatially periodic solutions of (1.1) by use of a pseudo-spectral method. We normalized the spatial period to \( 2\pi \) without loss of generality. In most computations, we included a spectral viscosity term in the equation to get

\[
\phi_{tt} - \mu \phi_{xx} = \left( \frac{1}{2} \mathcal{H} [\psi^2]_{xx} + \psi \phi_{xx} \right)_x + \epsilon Q_N \phi_{xxx}, \quad \psi = \mathcal{H} [\phi],
\]
where \( Q_N \) denotes the projection onto the Fourier modes with wavenumber greater than \( N \) and \( \epsilon \) is a numerical viscosity. For numerical solutions with \( M \) Fourier modes, we took \( N = \sqrt{M} \) and \( \epsilon = 2\pi/M \).

Figures 1–4 show a solution of (1.1) with \( \mu = 4 \) for linearly stable initial data corresponding roughly to a right-moving wave,

\[
\phi(x, 0) = \cos x, \quad \phi_t(x, 0) = -\sqrt{\mu} \phi_x(x, 0). \quad (4.1)
\]

The solution is computed using \( M = 2^{12} \) Fourier modes and spectral viscosity. The solution agrees well with the corresponding solution [7] of the unidirectional equation (3.6) until it develops a singularity at \( t \approx 2.0 \), which causes (1.1) to become locally ill-posed. The numerical solution then develops rapidly growing oscillations and cannot be continued past \( t \approx 2.20 \).

Figures 5–8 show a solution of (1.1) with \( \mu = 2.1 \) for initial data corresponding roughly to a standing wave,

\[
\phi(x, 0) = \cos x, \quad \phi_t(x, 0) = 0. \quad (4.2)
\]

The solution is computed with \( 2^{12} \) Fourier modes and spectral viscosity. The Hilbert transform of the initial data is \( \psi(x, 0) = \sin x \), and the initial data satisfies the stability condition \( 2 \psi_x(x, 0) < \mu \) for all \( 0 \leq x \leq 2\pi \). The solution undergoes a standing-wave oscillation, until singularities forms at \( t \approx 2.5 \) at \( x \approx 2.0 \) and \( x \approx 4.3 \). This leads to the violation of the stability condition, and the numerical solution cannot be continued past \( t \approx 2.73 \). (If no spectral viscosity is used, the numerical solution breaks down a little earlier at \( t \approx 2.60 \).)
Fig. 1. Surface plot of the solution $\phi(x, t)$ of (1.1) with the traveling-wave initial data (4.1) for $\mu = 4$.

Fig. 2. Solutions for $\phi(x, t)$ and the Hilbert transform $\psi(x, t)$ of (1.1) with initial data (4.1) for $\mu = 4$ at times $t = 0$ (dashed lines) and $t = 2.1$ (solid lines).
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Fig. 3. Type indicator $\mu - 2\psi_x$ for the solution in Fig. 1 with $\mu = 4$.

Fig. 4. Type indicator $\mu - 2\psi_x$ for the solution in Fig. 1 with $\mu = 4$ at $t = 2.1$. The solution is locally linearly ill-posed when $\mu - 2\psi_x < 0$. 
Fig. 5. Surface plot of the solution $\phi(x, t)$ of (1.1) with the standing-wave initial data (4.2) for $\mu = 2.1$.

Fig. 6. Solutions for $\phi(x, t)$ and the Hilbert transform $\psi(x, t)$ of (1.1) with initial data (4.2) for $\mu = 2.1$ at times $t = 0$ (dashed lines) and $t = 2.7$ (solid lines).
Fig. 7. Type indicator $\mu - 2\psi_x$ for the solution in Fig. 5 with $\mu = 2.1$.

Fig. 8. Type indicator $\mu - 2\psi_x$ for the solution in Fig. 5 with $\mu = 2.1$ at $t = 2.7$. 
Figures 9–12 show a numerical solution of (1.1) for $\mu = 1.9$ with the standing-wave initial data (4.2). We use $2^{12}$ Fourier modes and no spectral viscosity. This initial data is not linearly stable near $x = 0, 2\pi$ where $2\psi_x(x, 0) > \mu$, and an instability forms immediately in these regions. The numerical solution cannot be continued past $t \approx 0.0906$. (The inclusion of spectral viscosity allows the numerical solution to be continued to a longer, but still short time, of $t \approx 0.380$.)

The greatly decreased existence time for the initial data in (4.2) with $\mu = 1.9$ in comparison with $\mu = 2.1$ is a consequence of the fact that in the former case the initial data is locally unstable for values of $x$ near 0 and $2\pi$, whereas in the latter case the initial data is locally stable for all values of $0 \leq x \leq 2\pi$. For $\mu = 1.9$, the solution immediately develops a Hadamard instability near the endpoints 0, $2\pi$. For $\mu = 2.1$, the standing-wave solution remains locally stable over a full oscillation until the profile steepens and forms singularities in which $|\psi_x| \to \infty$ at two interior spatial locations. Near these points, $\mu - 2\psi_x$ evolves from an initially positive value to a negative value and the solution then develops a Hadamard instability.

5. Derivation of the Asymptotic Equation

In the rest of this paper, we describe the derivation of the asymptotic equation (1.1). We consider a tangential discontinuity in the flow of an incompressible, inviscid, conducting fluid in two space dimensions, described by the incompressible MHD
Fig. 10. Solutions for \( \phi(x, t) \) and the Hilbert transform \( \psi(x, t) \) of (1.1) with initial data (4.2) for \( \mu = 1.9 \) at \( t = 0 \) and \( t = 0.08 \) (the graphs almost coincide).

Fig. 11. Type indicator \( \mu - 2\psi_x \) for the solution in Fig. 9 with \( \mu = 1.9 \).
equations (2.1)–(2.3). We denote the location of the discontinuity by
\[ \Phi(x, y, t) = 0, \quad \text{where} \quad \Phi(x, y, t) = \zeta(x, t) - y, \tag{5.1} \]
the half-spaces above and below the discontinuity by
\[ \Omega^+ = \{(x, y) : y > \zeta(x, t)\}, \quad \Omega^- = \{(x, y) : y < \zeta(x, t)\}, \]
and the boundary by
\[ \partial \Omega = \{(x, y) : y = \zeta(x, t)\}. \]

The jump conditions across a tangential discontinuity are [8]
\[ \Phi_t + u^\pm \cdot \nabla \Phi = 0 \quad \text{on} \quad \partial \Omega, \tag{5.2} \]
\[ [p] = 0 \quad \text{on} \quad \partial \Omega, \tag{5.3} \]
where \( u^\pm \) denotes the value of \( u \) in \( \Omega^\pm \), and \([p] = p^+ - p^-\) denotes the jump in \( p \) across \( \partial \Omega \). Equation (5.2) states that the discontinuity moves with the fluid on either side, and implies that the normal component of the velocity is continuous across the discontinuity, while (5.3) states that the total pressure is continuous across the discontinuity. In addition, the magnetic field is tangent to the discontinuity on either side, meaning that
\[ B^\pm \cdot \nabla \Phi = 0 \quad \text{on} \quad \partial \Omega. \]
This condition is the weak form of the divergence-free condition and follows from the other equations, as one may verify directly from the asymptotic solution, so we do not impose it explicitly in carrying out the expansion.

Finally, we impose the decay condition that

\[ u \rightarrow (U^\pm, 0), \quad B \rightarrow (B^\pm, 0), \quad p \rightarrow 0 \quad \text{as} \quad y \rightarrow \pm \infty, \quad (5.4) \]

where \((U, B)\) have the expansions \((2.6)\) as \(\epsilon \rightarrow 0^+\) and \((U_0, B_0)\) satisfies \((2.7)\). The full problem consists of the PDEs \((2.1)\)–\((2.3)\) in \(\Omega^\pm\), the jump conditions \((5.2)\) and \((5.3)\) on \(\partial \Omega\), and the decay condition \((5.4)\). To find an asymptotic solution, we define a spatial variable \(\theta\) in a reference frame moving with a linearized wave speed \(\lambda_0\) and a “slow” time variable \(\tau\) by

\[ \theta = x - \lambda_0 t, \quad \tau = \epsilon^{1/2} t, \quad (5.5) \]

and look for a solution of the form

\[ u = u_0^\pm + \epsilon u_1^\pm(\theta, y, \tau) + \epsilon^{3/2} u_2^\pm(\theta, y, \tau) + \epsilon^2 u_3^\pm(\theta, y, \tau) + O(\epsilon^{5/2}), \quad (5.6) \]

\[ B = B_0^\pm + \epsilon B_1^\pm(\theta, y, \tau) + \epsilon^{3/2} B_2^\pm(\theta, y, \tau) + \epsilon^2 B_3^\pm(\theta, y, \tau) + O(\epsilon^{5/2}), \quad (5.7) \]

\[ p = p_1^\pm(\theta, y, \tau) + \epsilon^{3/2} p_2^\pm(\theta, y, \tau) + \epsilon^2 p_3^\pm(\theta, y, \tau) + O(\epsilon^{5/2}), \quad (5.8) \]

\[ \zeta = \epsilon \zeta_1(\theta, \tau) + \epsilon^{3/2} \zeta_2(\theta, \tau) + \epsilon^2 \zeta_3(\theta, \tau) + O(\epsilon^{5/2}). \quad (5.9) \]

We write

\[ (u, B, p) = (U^\pm, 0, B^\pm, 0, 0) + U^\pm, \]

where

\[ U^\pm = (u^\pm, v^\pm, F^\pm, G^\pm, p^\pm) \]

denotes the perturbation from the constant states on either side of the discontinuity; we denote the perturbation in \(u\) by \((u^\pm, v^\pm)\) and the perturbation in \(B\) by \((F^\pm, G^\pm)\). Thus, \(U^\pm\) satisfies the decay condition

\[ \lim_{y \rightarrow \pm \infty} U^\pm(\theta, y, \tau; \epsilon) = 0, \quad (5.10) \]

and in \(\Omega^\pm\) we have

\[ U^\pm = \epsilon U_1^\pm + \epsilon^{3/2} U_2^\pm + \epsilon^2 U_3^\pm + O(\epsilon^{5/2}), \]

\[ (u, B, p) = (U_0^\pm, 0, B_0^\pm, 0, 0) + \epsilon \{ (U_1^\pm, 0, B_1^\pm, 0, 0) + U_1^\pm \} \]

\[ + \epsilon^{3/2} U_2^\pm + \epsilon^2 U_3^\pm + O(\epsilon^{5/2}). \]

Before carrying out the expansion in detail, we outline the results. At leading order, \(O(\epsilon)\), we obtain the linearized PDEs and jump conditions. We solve the
PDE by Fourier-Laplace transforms. The flow is potential and the Fourier-Laplace modes are proportional to solutions of Laplace’s equation of the form $e^{ikx \pm ky}$ where $k \in \mathbb{R}$. The decay condition implies that in $y > 0$ the coefficient of $e^{ikx + ky}$ is zero if $k > 0$ and the coefficient of $e^{ikx - ky}$ is zero if $k < 0$, and conversely in $y < 0$.

Use of the solutions of the PDE in the jump conditions gives a homogeneous linear system for the leading order solution. The requirement that it has a nontrivial solution gives (2.10) for the surface wave speed $\lambda_0$, and the leading order solution may be expressed in terms of the displacement $\zeta_1(\theta, \tau)$ of the discontinuity, which is arbitrary at this order. This is the linearized surface wave solution. The equations at the next order, $O(\epsilon^{3/2})$, are solvable for the second-order corrections because (2.7) implies that $\lambda_0$ is a multiple wave speed associated with a two-by-two Jordan block. At $O(\epsilon^2)$, after solving the nonhomogeneous, linearized PDEs, using the result in the jump conditions, which are Taylor expanded about $y = 0$, and eliminating $\zeta_3$, we obtain a singular nonhomogeneous linear system that is satisfied by the third order corrections $U \pm_3$ on the boundary. The solvability condition for this system gives the evolution equation for $\zeta_1(\theta, \tau)$.

Following this procedure, we substitute (5.5)–(5.9) into the MHD equations (2.1)–(2.3) and jump conditions (5.2) and (5.3), expand derivatives as

$$\partial_t = -\lambda_0 \partial_\theta + \epsilon^{1/2} \partial_\tau,$$

Taylor expand with respect to $\epsilon$, and set the coefficients of powers of $\epsilon$ equal to zero in the resulting equations. This gives the following hierarchy of equations:

$O(\epsilon)$:

$$\begin{align*}
(A^\pm - \lambda_0 C) U_{10}^\pm + DU_{1y}^\pm &= 0, \\
(U_0^\pm - \lambda_0) \zeta_{10} - v_1^\pm &= 0,
\end{align*}$$

$$\mathbf{[p_1]} = 0.$$  

$O(\epsilon^{3/2})$:

$$\begin{align*}
(A^\pm - \lambda_0 C) U_{20}^\pm + DU_{2y}^\pm + C U_{1r}^\pm &= 0, \\
\zeta_{1r} + (U_0^\pm - \lambda_0) \zeta_{20} - v_2^\pm &= 0,
\end{align*}$$

$$\mathbf{[p_2]} = 0.$$  

$O(\epsilon^2)$:

$$\begin{align*}
(A^\pm - \lambda_0 C) U_{30}^\pm + DU_{3y}^\pm + C U_{2r}^\pm + H^\pm &= 0, \\
\zeta_{2r} + (U_0^\pm - \lambda_0) \zeta_{30} + (U_1^\pm + u_1^\pm) \zeta_{10} - v_3^\pm - v_{1y}^\pm \zeta_1 &= 0,
\end{align*}$$

$$\mathbf{[p_3 + p_{1y} \zeta_1]} = 0.$$
Here,

\[
A^\pm = \begin{bmatrix}
U_0^\pm & 0 & -B_0^\pm & 0 & 1 \\
0 & U_0^\pm & 0 & -B_0^\pm & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & -B_0^\pm & 0 & U_0^\pm & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix},

C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix},

D = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

An explicit expression for \( H^\pm \), which depends only on \( U_1^\pm \), will be given when we solve (5.13).

To solve (5.11)–(5.13), we take the Fourier transform with respect to \( \theta \). We denote the Fourier transform of a function \( f(\theta) \) by \( \hat{f}(k) \), where

\[
\hat{f}(k) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} f(\theta) e^{-ik\theta} d\theta, \quad f(\theta) = \int_{-\infty}^{+\infty} \hat{f}(k) e^{ik\theta} dk.
\]

We will also drop the \( \pm \) superscripts that indicate we are in \( \Omega^\pm \) when their use is clear from the context.

5.1. Order \( \epsilon \)

Taking the Fourier transform of (5.11), we get

\[
iki(A - \lambda_0 C)\hat{U}_1 + D\hat{U}_{1y} = 0,
\]

(5.14)

\[
iki(U_0 - \lambda_0)\hat{\zeta}_1 - \hat{\nu}_1 = 0,
\]

(5.15)

\[
[\hat{\mu}_1] = 0,
\]

(5.16)

where the jump conditions (5.15) and (5.16) are evaluated on \( y = 0 \). Equation (5.10) implies the decay condition

\[
\lim_{y \to \pm \infty} \hat{U}_1(k, y, \tau) = 0.
\]

(5.17)

As shown in Sec. A.1, a solution of (5.14) is given by

\[
\hat{U}_1(k, y, \tau) = \alpha_1(k, \tau)e^{-ky}\bar{R} + \beta_1(k, \tau)e^{ky}\bar{R},
\]

(5.18)

where \( \alpha_1 \) and \( \beta_1 \) are arbitrary complex-valued functions, the bar denotes the complex conjugate, and the null vector \( \bar{R} \) satisfies

\[
[i(A - \lambda_0 C) - D]\bar{R} = 0.
\]

(5.19)
Writing column vectors in row notation for brevity, we find that
\[ R = (c_0, ic_0, -B_0, -iB_0, c_0^2 - B_0^2), \]  
where
\[ c_0^\pm = \lambda_0 - U_0^\pm. \]  
The function (5.18) satisfies the decay condition (5.17) if
- For \( k > 0 \):
  \[ \alpha_1^+ = \beta_1^- = 0. \]  
- For \( k < 0 \):
  \[ \alpha_1^- = \beta_1^+ = 0. \]  

Using (5.18) in the jump conditions (5.15) and (5.16), we obtain a system of equations for \((\alpha_1^+, \beta_1^-, \zeta_1)\) if \( k > 0 \), and a system for \((\beta_1^+, \alpha_1^-, \zeta_1)\) if \( k < 0 \). (See Sec. A.1.)

We find that the systems have nontrivial solutions if and only if
\[ (c_0^+)^2 - (B_0^+)^2 + (c_0^-)^2 - (B_0^-)^2 = 0, \]  
or
\[ \lambda_0 = \frac{1}{2}(U_0^+ + U_0^-) \pm \sqrt{\frac{1}{2}[(B_0^+)^2 + (B_0^-)^2] - \frac{1}{4}(U_0^+ - U_0^-)^2}. \]  
The discriminant in (5.25) vanishes from (2.7), so \( \lambda_0 \) is equal to the critical wave speed (2.10). The solution is then
- For \( k > 0 \): \( \alpha_1^+ = -k \zeta_1, \beta_1^- = k \zeta_1 \). 
- For \( k < 0 \): \( \alpha_1^- = -k \zeta_1, \beta_1^+ = k \zeta_1 \).

Here, \( \zeta_1(k, \tau) \) is an arbitrary function.

In summary, (5.18) is a solution of (5.14)–(5.17) if \( \lambda_0 \) given by (2.10) and
- For \( k > 0 \): \( \alpha_1^+ = -k \zeta_1, \alpha_1^- = 0, \beta_1^+ = 0, \beta_1^- = k \zeta_1 \).  
- For \( k < 0 \): \( \alpha_1^+ = 0, \alpha_1^- = -k \zeta_1, \beta_1^+ = k \zeta_1, \beta_1^- = 0 \).  

Substituting \( \alpha_1 \) and \( \beta_1 \) into (5.18), we have
\[ u_1^\pm(\theta, y, \tau) = \mp c_0^\pm \int_{-\infty}^{+\infty} |k| \zeta_1(k, \tau)e^{\mp |k|y}e^{ik\theta} \, dk, \]  
\[ v_1^\pm(\theta, y, \tau) = -ic_0^\pm \int_{-\infty}^{+\infty} k \zeta_1(k, \tau)e^{\mp |k|y}e^{ik\theta} \, dk, \]  
\[ F_1^\pm(\theta, y, \tau) = \pm B_0^\pm \int_{-\infty}^{+\infty} |k| \zeta_1(k, \tau)e^{\mp |k|y}e^{ik\theta} \, dk, \]  
\[ G_1^\pm(\theta, y, \tau) = \mp B_0^\pm \int_{-\infty}^{+\infty} k \zeta_1(k, \tau)e^{\mp |k|y}e^{ik\theta} \, dk. \]
\[ G_1^\pm(\theta, y, \tau) = iB_0^\pm \int_{-\infty}^{+\infty} k \hat{\zeta}_1(k, \tau) e^{\mp |y| \theta} e^{ik\theta} dk, \]

(5.31)

\[ p_1^\pm(\theta, y, \tau) = \mp ((c_0^\pm)^2 - (B_0^\pm)^2) \int_{-\infty}^{+\infty} |k| \hat{\zeta}_1(k, \tau) e^{\mp |y| \theta} e^{ik\theta} dk. \]

(5.32)

5.2. Order \( e^{3/2} \)

Taking the Fourier transform of (5.12), we find that

\[ ik(A - \lambda_0 C) \hat{U}_2 + D \hat{U}_{2y} + C \hat{U}_{1\tau} = 0, \]

(5.33)

\[ \hat{\xi}_1 + ik(U_0 - \lambda_0) \hat{\xi}_2 - \hat{\nu}_2 = 0, \]

(5.34)

\[ \hat{p}_2 = 0. \]

(5.35)

The decay condition (5.10) implies that

\[ \lim_{y \to \pm \infty} \hat{U}_2(k, y, \tau) = 0. \]

(5.36)

We look for a solution of (5.33) of the form

\[ \hat{U}_2(k, y, \tau) = a_2(k, \tau) e^{-ky} S_0 + b_2(k, \tau) e^{ky} S_1 + \alpha_2(k, \tau) e^{-ky} R + \beta_2(k, \tau) e^{ky} \overline{R}, \]

(5.37)

where \( a_2, b_2, \alpha_2, \) and \( \beta_2 \) are complex-valued functions, \( R \) and \( \overline{R} \) are given by (5.20), and \( S_0 \) and \( S_1 \) satisfy

\[ [i(A - \lambda_0 C) - D] S_0 = CR, \quad [i(A - \lambda_0 C) + D] S_1 = CR. \]

We find that

\[ S_0 = (-i, 1, 0, 0, -2i0), \quad S_1 = (-i, -1, 0, 0, -2i0). \]

(5.38)

To determine \( a_2 \) and \( b_2 \), we substitute (5.37) and (5.18) into (5.33) and solve the resulting equations. To determine \( \alpha_2 \) and \( \beta_2 \), we impose the decay condition (5.36), which implies that \( \alpha_2^- = \beta_2^+ = 0 \) for \( k > 0 \) and \( \alpha_2^+ = \beta_2^- = 0 \) for \( k < 0 \). We then substitute (5.37) into the jump conditions (5.34) and (5.35) evaluated at \( y = 0 \). This gives a system of equations for \( (\alpha_2^+, \beta_2^+, \zeta_2) \) if \( k > 0 \), and a system for \( (\beta_2^+, \alpha_2^-, \zeta_2) \) if \( k < 0 \), which we solve. (See Sec. A.2.)

Summarizing the results, we find that (5.37) is a solution of (5.33)–(5.36) if

- For \( k > 0 \):

\[ a_2^+ = \hat{\zeta}_{1\tau}, \quad a_2^- = 0, \quad b_2^+ = 0, \quad b_2^- = -\hat{\xi}_{1\tau}, \]

(5.39)

\[ \alpha_2^+ = -k\hat{\zeta}_2, \quad \alpha_2^- = 0, \quad \beta_2^+ = 0, \quad \beta_2^- = k\hat{\zeta}_2, \]

(5.40)

- For \( k < 0 \):

\[ a_2^+ = 0, \quad a_2^- = \hat{\zeta}_{1\tau}, \quad b_2^+ = -\hat{\xi}_{1\tau}, \quad b_2^- = 0, \]

(5.41)

\[ \alpha_2^+ = 0, \quad \alpha_2^- = -k\hat{\zeta}_2, \quad \beta_2^+ = k\hat{\zeta}_2, \quad \beta_2^- = 0. \]

(5.42)
5.3. Order $e^2$

Taking the Fourier transform of (5.13), we get

$$ik(A - \lambda_0 C)\hat{U}_3 + D\hat{U}_{3y} + C\hat{U}_{2\tau} + \hat{H} = 0,$$  \hspace{0.5cm} (5.43)

$$\hat{\zeta}_{2\tau} + ik(U_0 - \lambda_0)\hat{\zeta}_3 + \left[(U_1 + u_1)\zeta_{10}\right] - \hat{\nu}_3 - \hat{v}_{1y}\zeta_1 = 0,$$ \hspace{0.5cm} (5.44)

$$\left[(p_3 + p_{1y}\zeta_1)\right] = 0,$$ \hspace{0.5cm} (5.45)

where

$$H = \begin{bmatrix}(U_1 + u_1)u_{1\theta} + v_1u_{1y} - (B_1 + F_1)F_{1\theta} - G_1F_{1y} \\ (U_1 + u_1)v_{1\theta} + v_1v_{1y} - (B_1 + F_1)G_{1\theta} - G_1G_{1y} \\ (U_1 + u_1)G_{1\theta} + v_1G_{1y} - (B_1 + F_1)v_{1\theta} - G_1v_{1y} + 0 \end{bmatrix}.$$

The decay condition (5.10) implies that

$$\lim_{y \to \pm \infty} \hat{U}_3(k, y, \tau) = 0.$$

We look for a solution of (5.43) of the form

$$\hat{U}_3(k, y, \tau) = Q(k, y, \tau) + a_3(k, y, \tau)R + b_3(k, y, \tau)\overline{R},$$ \hspace{0.5cm} (5.47)

where $a_3$ and $b_3$ are complex-valued functions, $R$ and $\overline{R}$ are given by (5.20), and $Q$ belongs to a conveniently chosen complementary subspace to the one spanned by $\{R, \overline{R}\}$.

Substituting (5.47) into (5.43), and using (5.37) and (5.19) to simplify the result, we obtain the equation

$$ik(A - \lambda_0 C)Q + DQ_y + (a_{3y} + ka_3)DR + (b_{3y} - kb_3)D\overline{R}$$

$$+ a_{2\tau}(k, \tau)e^{-ky}CS_0 + b_{2\tau}(k, \tau)e^{ky}CS_1$$

$$+ \alpha_{2\tau}(k, \tau)e^{-ky}CR + \beta_{2\tau}(k, \tau)e^{ky}C\overline{R} + \hat{H} = 0.$$ \hspace{0.5cm} (5.48)

To determine $a_3$ and $b_3$, we introduce left null vectors $\mathbf{l}$ and $\mathbf{i}$ such that

$$\mathbf{l} \cdot [i(A - \lambda_0 C) - D] = 0, \quad \mathbf{i} \cdot [i(A - \lambda_0 C) + D] = 0,$$

with the normalizations

$$\mathbf{l} \cdot DR = 1, \quad \mathbf{i} \cdot DR = 0, \quad \mathbf{i} \cdot D\overline{R} = 1, \quad \mathbf{l} \cdot D\overline{R} = 0,$$

$$\mathbf{i} \cdot DQ = 0, \quad \mathbf{l} \cdot DQ = 0.$$
These null vectors are given explicitly by

\[ I = \frac{1}{2c_0(c_0^2 - B_0^2)}(-ic_0, c_0, iB_0, -B_0, -i(c_0^2 - B_0^2)), \]

\[ \bar{I} = \frac{1}{2c_0(c_0^2 - B_0^2)}(ic_0, c_0, -iB_0, -B_0, ic_0^2 - B_0^2)). \]

We may then choose \( Q \) to have the form

\[ Q = (q_1, 0, q_3, q_4, 0), \]

where \( q_1, q_3, q_4 \) are arbitrary.

Left-multiplying (5.48) by \( I \) and solving the resulting equations for \( a_3 \) and \( b_3 \), we find that

\[ a_3 = e^{-ky} \left\{ a_{3,0} + \int_0^y \left( \frac{1}{c_0^2 - B_0^2} b_2 \right) e^{2ky} + i \left( \frac{c_0^2 + B_0^2}{c_0(c_0^2 - B_0^2)} \right) e^{2ky} \right\}, \]

\[ b_3 = e^{ky} \left\{ b_{3,0} - \int_0^y \left( \frac{1}{c_0^2 - B_0^2} a_{2} \right) e^{-2ky} + i \left( \frac{c_0^2 + B_0^2}{c_0(c_0^2 - B_0^2)} \right) e^{-2ky} \right\} + e^{-ky} \bar{I} \cdot \hat{H}, \]

where \( a_{3,0} \) and \( b_{3,0} \) are arbitrary functions of integration. Once these solvability conditions are satisfied, we may solve (5.48) for \( Q \).

Using (5.28)–(5.31), we find that the components of \( \hat{H} \) are (see Sec. A.3)

\[ h_1^\pm = \mp i(c_0 U_1 + B_0 B_1)k|k|\hat{\zeta}_1(l, \tau) e^{\mp |k|y} \]

\[ \times \hat{\zeta}_1(k - \sigma, \tau) e^{\mp (|k - \sigma| + |\sigma|)y} d\sigma, \]

\[ h_2^\pm = (c_0 U_1 + B_0 B_1)k^2 \hat{\zeta}_1(l, \tau) e^{\mp |k|y} \]

\[ \pm i(c_0^2 - B_0^2) \int_{-\infty}^{+\infty} |\sigma| (k - \sigma) - \sigma^2 |k - \sigma|) \]

\[ \times \hat{\zeta}_1(k - \sigma, \tau) e^{\mp (|k - \sigma| + |\sigma|)y} d\sigma, \]

\[ h_3^\pm = \pm i(B_0 U_1 + c_0 B_1)k|k|\hat{\zeta}_1(k, \tau) e^{\mp |k|y}, \]

\[ h_4^\pm = - (B_0 U_1 + c_0 B_1)k^2 \hat{\zeta}_1(k, \tau) e^{\mp |k|y}, \]

\[ h_5^\pm = 0, \]
so that

\begin{align*}
1. \quad \hat{\mathbf{H}}^\pm &= \frac{(c_0^2 + B_0^2)U_1 + 2e_0B_0B_1}{2c_0(c_0^2 - B_0^2)}(k^2 + k|k|)\hat{\zeta}_1(k, \tau)e^{\mp |k|y} \\
&\quad - \frac{1}{2} \int_{-\infty}^{+\infty} (\sigma^2 \mp \sigma|\sigma|)(k - \sigma \pm |k - \sigma|)\hat{\zeta}_1(k - \sigma, \tau)\hat{\zeta}_1(\sigma, \tau)e^{\mp |k - \sigma + |\sigma||\tau+y|} \, d\sigma,
\end{align*}

\begin{align*}
1. \quad \hat{\mathbf{H}}^\pm &= \frac{(c_0^2 + B_0^2)U_1 + 2e_0B_0B_1}{2c_0(c_0^2 - B_0^2)}(k^2 + k|k|)\hat{\zeta}_1(k, \tau)e^{\mp |k|y} \\
&\quad + \frac{1}{2} \int_{-\infty}^{+\infty} (\sigma^2 \pm \sigma|\sigma|)(k - \sigma \mp |k - \sigma|)\hat{\zeta}_1(k - \sigma, \tau)\hat{\zeta}_1(\sigma, \tau)e^{\mp |k - \sigma + |\sigma||\tau+y|} \, d\sigma.
\end{align*}

Therefore, using (5.39)–(5.42), we find that

\begin{align*}
a_3^\pm(k, y, \tau) &= e^{-ky} \left\{ a_3^\pm 0 + \frac{(c_0^2 + (B_0^2)^2)U_1^\pm + 2e_0B_0B_1^\pm}{2c_0((c_0^2)^2 - (B_0^2)^2)}k\hat{\zeta}_1(k, \tau)(e^{(k\mp |k|)|\tau+y|} - 1) \\
&\quad - \frac{1}{2k((c_0^2)^2 - (B_0^2)^2)}\hat{\zeta}_1(k, \tau)(e^{(k\mp |k|)|\tau+y|} - 1) \\
&\quad + \frac{1}{2} \int_{-\infty}^{+\infty} (\sigma^2 \mp \sigma|\sigma|)k - \sigma \pm |k - \sigma| \mp |\sigma| \\
&\quad \times \hat{\zeta}_1(k - \sigma, \tau)\hat{\zeta}_1(\sigma, \tau)(e^{(k\mp |k|)|\tau+y|} - 1) \, d\sigma \right\},
\end{align*}

\begin{align*}
b_3^\pm(k, y, \tau) &= e^{ky} \left\{ b_3^\pm 0 - \frac{(c_0^2 + (B_0^2)^2)U_1^\pm + 2e_0B_0B_1^\pm}{2c_0((c_0^2)^2 - (B_0^2)^2)}k\hat{\zeta}_1(k, \tau)(e^{-(k\pm |k|)|\tau+y|} - 1) \\
&\quad + \frac{1}{2k((c_0^2)^2 - (B_0^2)^2)}\hat{\zeta}_1(k, \tau)(e^{-(k\pm |k|)|\tau+y|} - 1) \\
&\quad - \frac{1}{2} \int_{-\infty}^{+\infty} (\sigma^2 \pm \sigma|\sigma|)k - \sigma \mp |k - \sigma| \pm |\sigma| \\
&\quad \times \hat{\zeta}_1(k - \sigma, \tau)\hat{\zeta}_1(\sigma, \tau)(e^{-(k\pm |k|)|\tau+y|} - 1) \, d\sigma \right\}.
\end{align*}

The functions $a_3^+$ and $b_3^+$ satisfy the decay condition (5.46) if $k > 0$, and $a_3^-$ and $b_3^+$ satisfy the decay condition if $k < 0$. Imposing (5.46) for the opposite signs of $k$, we must have $a_3^+ = b_3^+ = 0$ if $k < 0$ and $a_3^- = b_3^- = 0$ if $k > 0$. It follows that
• For $k > 0$:

$$a_{3,0}(k, y, \tau) = -\frac{(c_0^+)^2 + (B_0^+)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} \sum \kappa k \zeta_1(k, \tau) e^{ky}$$

$$+ \frac{1}{2k ((c_0^0)^2 - (B_0^0)^2)} \zeta_{1\tau}(k, \tau) + i \frac{(c_0^+)^2 + (B_0^+)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} \zeta_{2\tau}(k, \tau)$$

$$+ \frac{1}{2} \int_0^\infty \sigma (k - \sigma - |k - \sigma|) \zeta_1(k - \sigma, \tau) \zeta_1(\sigma, \tau) d\sigma,$$

$$b_{3,0}^+(k, y, \tau) = \frac{(c_0^+)^2 + (B_0^+)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} k \zeta_1(k, \tau) e^{-ky}$$

$$+ \frac{1}{2k ((c_0^0)^2 - (B_0^0)^2)} \zeta_{1\tau}(k, \tau) - i \frac{(c_0^+)^2 + (B_0^+)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} \zeta_{2\tau}(k, \tau)$$

$$+ \frac{1}{2} \int_0^\infty \sigma (k - \sigma - |k - \sigma|) \zeta_1(k - \sigma, \tau) \zeta_1(\sigma, \tau) d\sigma.$$

• For $k < 0$:

$$a_{3,0}^-(k, y, \tau) = -\frac{(c_0^-)^2 + (B_0^-)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} \sum \kappa k \zeta_1(k, \tau) e^{ky}$$

$$+ \frac{1}{2k ((c_0^0)^2 - (B_0^0)^2)} \zeta_{1\tau}(k, \tau) + i \frac{(c_0^-)^2 + (B_0^-)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} \zeta_{2\tau}(k, \tau)$$

$$+ \frac{1}{2} \int_{-\infty}^0 \sigma (k - \sigma + |k - \sigma|) \zeta_1(k - \sigma, \tau) \zeta_1(\sigma, \tau) d\sigma,$$

$$b_{3,0}^-(k, y, \tau) = \frac{(c_0^-)^2 + (B_0^-)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} k \zeta_1(k, \tau) e^{-ky}$$

$$+ \frac{1}{2k ((c_0^0)^2 - (B_0^0)^2)} \zeta_{1\tau}(k, \tau) - i \frac{(c_0^-)^2 + (B_0^-)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} \zeta_{2\tau}(k, \tau)$$

$$+ \frac{1}{2} \int_0^\infty \sigma (k - \sigma + |k - \sigma|) \zeta_1(k - \sigma, \tau) \zeta_1(\sigma, \tau) d\sigma.$$

Therefore, substituting $a_{3,0}$ and $b_{3,0}$ into (5.49) and (5.50), we find that

• For $k > 0$:

$$a_3^-(k, y, \tau) = -\frac{(c_0^-)^2 + (B_0^-)^2}{2c_0 ((c_0^0)^2 - (B_0^0)^2)} \sum \kappa k \zeta_1(k, \tau) e^{ky}$$

$$- \frac{1}{2k ((c_0^-)^2 - (B_0^-)^2)} \zeta_{1\tau}(k, \tau) e^{ky}.$$
For $k < 0$:

$$
a_3^+(k, y, \tau) = \frac{((c_0^+)^2 + (B_0^+)^2)U_1^+ + 2c_0^+ B_0^+ B_1^+}{2c_0^+ ((c_0^+)^2 - (B_0^+)^2)}k\hat{\zeta}_1(k, \tau)e^{ky}
$$

$$
= \frac{1}{2k((c_0^+)^2 - (B_0^+)^2)}\hat{\zeta}_{1r}(k, \tau)e^{ky}
$$

$$
+ \frac{i}{2e^{-((c_0^+)^2 - (B_0^+)^2)}}\hat{\zeta}_{2r}(k, \tau)e^{ky}
$$

$$
+ \frac{1}{2} \int_{-\infty}^{0} \sigma(k - \sigma + |k - \sigma|)\hat{\zeta}_1(k - \sigma, \tau)\hat{\zeta}_1(\sigma, \tau)e^{(2\sigma - ky)} \, d\sigma.
$$

$$
b_3^-(k, y, \tau) = \frac{((c_0^-)^2 + (B_0^-)^2)U_1^- + 2c_0^- B_0^- B_1^-}{2c_0^- ((c_0^-)^2 - (B_0^-)^2)}k\hat{\zeta}_1(k, \tau)e^{-ky}
$$

$$
= \frac{1}{2k((c_0^-)^2 - (B_0^-)^2)}\hat{\zeta}_{1r}(k, \tau)e^{-ky}
$$

$$
+ \frac{i}{2e^{-(c_0^-)^2 - (B_0^-)^2}}\hat{\zeta}_{2r}(k, \tau)e^{-ky}
$$

$$
+ \frac{1}{2} \int_{-\infty}^{0} \sigma(k - \sigma + |k - \sigma|)\hat{\zeta}_1(k - \sigma, \tau)\hat{\zeta}_1(\sigma, \tau)e^{(2\sigma - ky)} \, d\sigma.
$$

Eliminating $\hat{\zeta}_3$ from the jump conditions (5.44) and (5.45), we get

$$
\left[ \begin{array}{l} \hat{\zeta}_1 + \frac{\hat{\zeta}_3}{ke_0^-} \\ p_1 + p_1y\hat{\zeta}_1^- \end{array} \right] = 0,
$$

$$
\left[ p_3 + p_1y\hat{\zeta}_1^- \right] = 0,
$$
where
\[ \hat{g}_1 = -\hat{z}_2 - [(U_1 + u_1)\zeta_1] + v_1\zeta_1, \]
and \( u_1 \) and \( v_1 \) are given by (5.28) and (5.29), respectively. (See Sec. A.3.)

Using (5.47), we may write the jump conditions as a system of equations for \((a_{1,0}, b_{1,0})\) if \( k > 0 \), and a system for \((b_{1,0}, a_{1,0})\) if \( k < 0 \). These systems are singular and nonhomogeneous. After some simplification, the solvability conditions for them imply that (see Sec. A.3)

- For \( k > 0 \):
  \[ \hat{\zeta}_{1\tau}(k, \tau) + \mu k^2 \hat{\zeta}_1(k, \tau) = \nu k \int_{-\infty}^{+\infty} (2k|\sigma| - k\sigma - \sigma|\sigma|) \hat{\zeta}_1(k - \sigma, \tau) \hat{\zeta}_1(\sigma, \tau) d\sigma. \]

- For \( k < 0 \):
  \[ \hat{\zeta}_{1\tau}(k, \tau) + \mu k^2 \hat{\zeta}_1(k, \tau) = \nu k \int_{-\infty}^{+\infty} (2k|\sigma| + k\sigma - \sigma|\sigma|) \hat{\zeta}_1(k - \sigma, \tau) \hat{\zeta}_1(\sigma, \tau) d\sigma. \]

Here, \( \mu \) is given by (2.9) and \( \nu \) is given by (2.12).

The transformation \( k \mapsto -k \) and \( \sigma \mapsto -\sigma \) in the equation for \( \zeta_1 \) for \( k > 0 \) gives the equation for \( \zeta_1 \) for \( k < 0 \). The equation for \( \zeta_1(k, \tau) \) with \(-\infty < k < \infty\) is therefore

\[ \hat{\zeta}_{1\tau}(k, \tau) + \mu k^2 \hat{\zeta}_1(k, \tau) = \nu |k| \int_{-\infty}^{+\infty} \tilde{\Lambda}(-k, k - \sigma, \tau) \hat{\zeta}_1(k - \sigma, \tau) \hat{\zeta}_1(\sigma, \tau) d\sigma \quad (5.53) \]

where

\[ \tilde{\Lambda}(-k - \sigma, k, \sigma) = \text{sgn}(k + \sigma) \{2(k + \sigma)|\sigma| - |k + \sigma| + |\sigma|\}. \quad (5.54) \]

We may write (5.53) and (5.54) as

\[ \hat{\zeta}_{1\tau}(k, \tau) + \mu k^2 \hat{\zeta}_1(k, \tau) = i\nu k \int_{-\infty}^{+\infty} \{2ik|\sigma| + i|k|\sigma + i\sigma|\sigma|\} \hat{\zeta}_1(k - \sigma, \tau) \hat{\zeta}_1(\sigma, \tau) d\sigma. \]

Using the convolution theorem and the fact that \( \partial_\theta \), \( \mathbf{H} \) have symbols \( ik \), \( -i\text{sgn}k \) to take the inverse Fourier transform of this equation, we find that \( \zeta_1(\theta, \tau) \) satisfies

\[ \zeta_{1\theta} - \mu \zeta_{1\theta} = \nu \{ -2(\zeta_1 \eta_{1\theta})_\theta + \mathbf{H} [\zeta_1 \zeta_1]_\theta + \zeta_1 \eta_{1\theta} \}_\theta, \quad \eta_1 = \mathbf{H} [\zeta_1]. \]

Writing \( \mathbf{H} [\zeta_1 \zeta_1] = \frac{1}{2} \mathbf{H} [\zeta_1^2]_\theta \) in this equation, using the identity

\[ \mathbf{H} [\zeta_1^2] = \mathbf{H} [\eta_1^2] + 2\zeta_1 \eta_1, \]
and simplifying the result, we get the spatial form of the asymptotic equation given in (2.11).

We may also write the spectral equation (5.53) as

$$
\hat{\zeta}_{1rr}(k, \tau) + \mu k^2 \hat{\zeta}_1(k, \tau) = \nu |k| \int_{-\infty}^{+\infty} \Lambda(-k, k - \sigma, \tau) \hat{\zeta}_1(\sigma, \tau) d\sigma \tag{5.55}
$$

where the symmetrized kernel $\Lambda$ is given by

$$
\Lambda(-k - \sigma, k, \sigma) = \frac{1}{2} \left[ \tilde{\Lambda}(-k - \sigma, k, \sigma) + \tilde{\Lambda}(-k - \sigma, \sigma, k) \right] = \text{sgn}(k + \sigma) \left\{ (k + \sigma)(|k| + |\sigma|) - \frac{1}{2} (k + \sigma)|k + \sigma| - \frac{1}{2} (|k| + |\sigma|) \right\}. \tag{5.56}
$$

We may write (5.56) as

$$
\Lambda(-k - \sigma, k, \sigma) = \frac{2}{|k + \sigma| + |k| + |\sigma|}, \tag{5.57}
$$

as can be seen by comparing the two expressions for $\Lambda$ with the different possible choices for the signs of $k$, $\sigma$, and $k + \sigma$. The expression in (5.57) corresponds to the kernel in the spectral form of the normalized equation (1.1) given in (3.3)–(3.4).
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Appendix A. Algebraic Details

This appendix summarizes some of the algebraic details of the computations.

A.1. The $O(\epsilon)$ equations

We look for Fourier–Laplace solutions of (5.14) of the form

$$
\hat{U}_1(k, y, \tau) = a(k, \tau)e^{-s\tau}R,
$$

where $a$ is an arbitrary complex-valued function. Substitution into (5.14) gives

$$
[ik(A - \lambda_0 C) - sD]R = 0. \tag{A.1}
$$

We compute that

$$
\det[ik(A - \lambda_0 C) - sD] = ik^3(\lambda_0 - U_0)((\lambda_0 - U_0)^2 - B_0^2)(k^2 - s^2).
$$

Hence, if $\lambda_0 - U_0 \neq 0$ and $(\lambda_0 - U_0)^2 - B_0^2 \neq 0$, (A.1) has a nontrivial solution if and only if $s^2 = k^2$. If $s = k$, we find that $R$ is given by (5.20). We get the solution for $s = -k$ by taking complex conjugates. This gives the solution (5.16).
Imposing the decay conditions (5.22) and (5.23), and evaluating of the jump conditions (5.15) and (5.16) at \( y = 0 \), we get the systems

- For \( k > 0 \):
  \[
  \begin{bmatrix}
  1 & 0 & k \\
  0 & 1 & -k \\
  (c_0^+)^2 - (B_0^+)^2 & -[(c_0^-)^2 - (B_0^-)^2] & 0
  \end{bmatrix}
  \begin{bmatrix}
  \alpha^+_1 \\
  \beta^+_1 \\
  \zeta_1
  \end{bmatrix}
  =
  \begin{bmatrix}
  0 \\
  0 \\
  0
  \end{bmatrix}.
  \tag{A.2}
  
- For \( k < 0 \):
  \[
  \begin{bmatrix}
  1 & 0 & -k \\
  0 & 1 & k \\
  (c_0^+)^2 - (B_0^+)^2 & -[(c_0^-)^2 - (B_0^-)^2] & 0
  \end{bmatrix}
  \begin{bmatrix}
  \alpha^-_1 \\
  \beta^-_1 \\
  \zeta_1
  \end{bmatrix}
  =
  \begin{bmatrix}
  0 \\
  0 \\
  0
  \end{bmatrix}.
  \tag{A.3}
  
Equations (A.2) and (A.3) have nontrivial solutions if and only if (5.24) holds, when \( \lambda_0 \) is given by (5.25).

### A.2. The \( O(\epsilon^{3/2}) \) equations

Substituting (5.37) into (5.33) — where \( R \) and \( \overline{R} \) are given by (5.20), and \( S_0 \) and \( S_1 \) are given by (5.38) — and using (5.19) to simplify, we obtain the equation

\[
(ka^++\alpha^-_1)e^{-ky}CR+(kb^++\beta^-_1)e^{ky}C\overline{R}=0.
\tag{A.4}
\]

We determine \( a_2 \) and \( b_2 \). For this, we introduce the left null vectors \( L \) and \( \overline{L} \):

\[
L \cdot [i(A - \lambda_0 C) - D] = 0, \quad \overline{L} \cdot [i(A - \lambda_0 C) + D] = 0,
\]

and such that

\[
L \cdot CR = 1, \quad L \cdot CR = 0, \quad \overline{L} \cdot CR = 1, \quad \overline{L} \cdot CR = 0.
\]

We find that

\[
L = \frac{1}{2(c_0^2 + B_0^2)}(c_0, i c_0, -B_0, -i B_0, c_0^2 - B_0^2),
\]

\[
\overline{L} = \frac{1}{2(c_0^2 + B_0^2)}(c_0, -i c_0, -B_0, i B_0, c_0^2 - B_0^2).
\tag{A.5}
\]

We multiply (A.4) on the left by \( L \) and \( \overline{L} \) in turn, and apply the decay condition (5.36). This yields the following equations that we may solve for \( a_2 \) and \( b_2 \):

- For \( k > 0 \): \( ka_2^+ + \alpha^+_1 = 0, kb_2^+ + \beta^+_1 = 0 \).
- For \( k < 0 \): \( ka_2^- + \alpha^-_1 = 0, kb_2^- + \beta^-_1 = 0 \).

Therefore, using (5.26) and (5.27), we find that

- For \( k > 0 \):
  \[
a_2^+ = \zeta_1, \quad b_2^- = -\zeta_1.
  \]
For $k < 0$:

\[
a_2^- = \zeta_{1\tau}, \quad b_2^+ = -\zeta_{1\tau}.
\]

Now we determine $\alpha_2$ and $\beta_2$. First, we note that the decay condition (5.36) is satisfied if

- For $k > 0$: $\alpha_2^- = \beta_2^+ = 0$.
- For $k < 0$: $\alpha_2^+ = \beta_2^- = 0$.

Next, using (5.37), we evaluate the boundary and jump conditions (5.34) and (5.35) at $y = 0$ to obtain the system

- For $k > 0$:

\[
\begin{bmatrix}
1 & 0 & k \\
0 & 1 & -k \\
(c_0^+)^2 - (B_0^+)^2 & -(c_0^-)^2 - (B_0^-)^2 & 0
\end{bmatrix}
\begin{bmatrix}
\alpha_2^- \\
\beta_2^- \\
\zeta_2
\end{bmatrix} =
\begin{bmatrix}
i(a_2^+ - \zeta_{1\tau})/(c_0^+ - B_0^+) \\
i(b_2^- + \zeta_{1\tau})/(c_0^- - B_0^-) \\
2ic_0^- a_2^+ - 2ic_0^+ b_2^-
\end{bmatrix}.
\]

Using (5.39) and (2.10), we find that the right-hand side vanishes so the system is homogeneous. Solving the system, we get

\[
\alpha_2^+ = -k\zeta_2, \quad \beta_2^- = k\zeta_2.
\]

- For $k < 0$:

\[
\begin{bmatrix}
1 & 0 & -k \\
0 & 1 & k \\
(c_0^+)^2 - (B_0^+)^2 & -(c_0^-)^2 - (B_0^-)^2 & 0
\end{bmatrix}
\begin{bmatrix}
\beta_2^+ \\
\alpha_2^- \\
\zeta_2
\end{bmatrix} =
\begin{bmatrix}
i(b_2^+ + \zeta_{1\tau})/(c_0^+ - B_0^+) \\
i(a_2^- - \zeta_{1\tau})/(c_0^- - B_0^-) \\
2ic_0^+ b_2^+ - 2ic_0^- a_2^-
\end{bmatrix}.
\]

Using (5.41) and (2.10), we find that the right-hand side vanishes so the system is homogeneous. Solving the system, we get

\[
\alpha_2^- = -k\zeta_2, \quad \beta_2^+ = k\zeta_2.
\]

In summary, we find that (5.37) is a solution of (5.33)–(5.35) if (5.39)–(5.42) holds.

### A.3. The $O(\epsilon^2)$ equations

We calculate the components of $\hat{\mathbf{H}}$, where $\mathbf{H}$ is given in (5.43). Toward this end, let

\[
\chi^+_1(k, y, \tau) = k|k|\hat{\zeta}_1(k, \tau)e^{\mp|k|y}, \quad \chi^\pm_2(k, y, \tau) = k^2\hat{\zeta}_1(k, \tau)e^{\mp|k|y},
\]
We calculate the Fourier transforms in (5.44) and (5.45). Using $\zeta_1(\theta, \tau) = \int_{-\infty}^{+\infty} \zeta_1(k, \tau) e^{ik\theta} \, dk$, (5.28) and (5.29), we find that

$$[U_1^{\pm} u_{1\theta}]^\pm = \mp ic_0^2 U_1^{\pm} Y_1^\pm, \quad [B_1^{\pm} F_{1\theta}]^\pm = \pm B_0 c_0 B_1^{\pm} Y_1^\pm, \quad [U_1^{\pm} F_{1\theta}]^\pm = \pm B_0^{\pm} U_1^{\pm} Y_1^\pm, \quad [B_1^{\pm} u_{1\theta}]^\pm = \mp ic_0^2 B_1^{\pm} Y_1^\pm, \quad [U_1 G_{1\theta}]^\pm = -B_0 U_1 Y_2^\pm, \quad [B_1 v_{1\theta}]^\pm = c_0 B_1 Y_2^\pm,$$

and

$$[u_1 u_{1\theta}]^\pm = i c_0^2 Y_1, \quad [v_1 u_{1\theta}]^\pm = -i c_0^2 Y_2, \quad [F_1 F_{1\theta}]^\pm = i B_0^2 Y_1, \quad [G_1 F_{1\theta}]^\pm = -i B_0^2 Y_2, \quad [u_1^\pm v_{1\theta}]^\pm = \mp (c_0^2)^2 Y_4^\pm, \quad [v_1^\pm v_{1\theta}]^\pm = \pm (c_0^2)^2 Y_4^\pm, \quad [F_1^\pm G_{1\theta}]^\pm = \mp (B_0^2)^2 Y_3^\pm, \quad [G_1^\pm G_{1\theta}]^\pm = \pm (B_0^2)^2 Y_4^\pm.$$

We calculate the Fourier transforms in (5.44) and (5.45). Using $\zeta_1(\theta, \tau) = \int_{-\infty}^{+\infty} \zeta_1(k, \tau) e^{ik\theta} \, dk$, (5.28) and (5.29), we find that

$$[u_1^\pm \zeta_{1\theta}]^\pm = \mp ic_0^2 \int_{-\infty}^{+\infty} |\sigma| (k - \sigma) \zeta_1(k - \sigma, \tau) \zeta_1(\sigma, \tau) e^{i |\sigma| \theta} \, d\sigma, \quad [v_1^\pm \zeta_{1\theta}]^\pm = \pm ic_0^2 \int_{-\infty}^{+\infty} |\sigma| |\sigma| |\sigma| \zeta_1(k - \sigma, \tau) \zeta_1(\sigma, \tau) e^{i |\sigma| \theta} \, d\sigma, \quad [p_{1\theta}^\pm \zeta_{1\theta}]^\pm = (c_0^2 - B_0^2) \int_{-\infty}^{+\infty} \sigma^2 \zeta_1(k - \sigma, \tau) \zeta_1(\sigma, \tau) e^{i |\sigma| \theta} \, d\sigma.$
We turn to the boundary and jump conditions (5.44) and (5.45) evaluated at $y = 0$:

$$\left[ \frac{\tilde{c}_3 + g_3}{k_0} \right] = 0, \quad \left[ p_3 + p_{1y} \zeta_1 \right] = 0,$$

where

$$\tilde{g}_3 = -\tilde{c}_2 c_2 - [(U_1 + u_1)\zeta_1] + v_1 \zeta_1,$$

and $u_1$ and $v_1$ are given by (5.28) and (5.29), respectively. Using (5.47), we write the boundary and jump conditions as the system of equations.

- For $k > 0$:

  $$\begin{cases}
  \left[ \begin{array}{c}
  1 \\
  1 \\
  \end{array} \right] \\
  \left[ \begin{array}{c}
  (c_0^+)^2 - (B_0^+)^2 \\
  \end{array} \right] = \\
  \left[ \begin{array}{c}
  a_{3,0}^+ \\
  b_{3,0}^+ \\
  \end{array} \right]
  \end{cases}$$

  $$\begin{cases}
  1 \\
  (c_0^-)^2 - (B_0^-)^2 \\
  \end{cases} = \\
  \left[ \begin{array}{c}
  a_3^- + b_3^+ + \frac{\tilde{g}_3}{c_0} \\
  \end{array} \right]
  \left[ \begin{array}{c}
  [(p_3 + p_{1y} \zeta_1)^-] \\
  \end{array} \right].$$

- For $k < 0$:

  $$\begin{cases}
  \left[ \begin{array}{c}
  1 \\
  1 \\
  \end{array} \right] \\
  \left[ \begin{array}{c}
  (c_0^+)^2 - (B_0^+)^2 \\
  \end{array} \right] = \\
  \left[ \begin{array}{c}
  a_{3,0}^+ \\
  b_{3,0}^+ \\
  \end{array} \right]
  \end{cases}$$

  $$\begin{cases}
  1 \\
  (c_0^-)^2 - (B_0^-)^2 \\
  \end{cases} = \\
  \left[ \begin{array}{c}
  a_3^- + b_3^+ - \frac{\tilde{g}_3}{c_0} \\
  \end{array} \right]
  \left[ \begin{array}{c}
  [(p_3 + p_{1y} \zeta_1)^-] \\
  \end{array} \right].$$

To obtain solvability conditions for the equations, above, we introduce the left null vector $\tilde{1}$:

$$\tilde{1} = ((c_0^+)^2 - (B_0^+)^2, -1) = -((c_0^-)^2 - (B_0^-)^2), -1),$$

where we have used the relation (5.24). Then, multiplying the equations on the left by $\tilde{1}$, using the appropriate form of $\tilde{1}$ to match the ± superscripts, we find that

- For $k > 0$:

  $$-2((c_0^-)^2 - (B_0^-)^2)a_3^- + 2((c_0^+)^2 - (B_0^+)^2)b_3^+$$

  $$+ i((c_0^+)^2 - (B_0^+)^2)\frac{\tilde{g}_3}{c_0} + i((c_0^-)^2 - (B_0^-)^2)\frac{\tilde{g}_3}{c_0}$$

  $$+ ((c_0^+)^2 - (B_0^+)^2)p_{1y} \zeta_1 - ((c_0^-)^2 - (B_0^-)^2)p_{1y} \zeta_1 = 0.$$
We substitute into this (5.51), using the fact that (5.21) and (2.10) imply that $c_0^0 + c_0^- = 0$ so that $[c_0^0] = 0$. In so doing, among the terms we obtain are

$$-\|B_0^2\| \int_0^{+\infty} \sigma (k - \sigma - |k - \sigma|) \zeta_1 (k - \sigma, \tau) \zeta_1 (\sigma, \tau) \, d\sigma$$

$$+ [B_0^2] \int_{-\infty}^{+\infty} k |\sigma| \zeta_1 (k - \sigma, \tau) \zeta_1 (\sigma, \tau) \, d\sigma$$

$$- [B_0^2] \int_{-\infty}^{+\infty} \sigma^2 \zeta_1 (k - \sigma, \tau) \zeta_1 (\sigma, \tau) \, d\sigma.$$

To combine these terms, we make the change of variables $k - \sigma = \sigma'$ in the first integral:

$$\int_0^{+\infty} \sigma (k - \sigma - |k - \sigma|) \zeta_1 (k - \sigma, \tau) \zeta_1 (\sigma, \tau) \, d\sigma$$

$$= \int_k^{+\infty} \sigma (k - \sigma - |k - \sigma|) \zeta_1 (k - \sigma, \tau) \zeta_1 (\sigma, \tau) \, d\sigma \quad (k - \sigma < 0 \text{ and } k > 0)$$

$$= \int_0^{-\infty} (k - \sigma')(\sigma' - |\sigma'|) \zeta_1 (\sigma', \tau) \zeta_1 (k - \sigma', \tau) \, (-d\sigma') \quad (k - \sigma = \sigma')$$

$$= \int_{-\infty}^{0} (k - \sigma)(\sigma - |\sigma|) \zeta_1 (k - \sigma, \tau) \zeta_1 (\sigma, \tau) \, d\sigma \quad (\sigma' = \sigma)$$

$$= \int_{-\infty}^{+\infty} (k - \sigma)(\sigma - |\sigma|) \zeta_1 (k - \sigma, \tau) \zeta_1 (\sigma, \tau) \, d\sigma.$$

Therefore, after combining all the terms in the solvability condition for $k > 0$, we obtain the following wave equation for $\zeta_1$:

$$\zeta_{1,\tau\tau} (k, \tau) + \mu k^2 \zeta_1 (k, \tau)$$

$$= -\frac{1}{2} \|B_0^2\| [k \int_{-\infty}^{+\infty} (2k|\sigma| - k\sigma - |\sigma|\sigma) \zeta_1 (k - \sigma, \tau) \zeta_1 (\sigma, \tau) \, d\sigma.$$

- For $k < 0$:

$$2((c_0^+)^2 - (B_0^+)^2)a_3^+ - 2((c_0^-)^2 - (B_0^-)^2)b_3^-$$

$$- i((c_0^+)^2 - (B_0^+)^2)\frac{g_3}{c_0^+} - i((c_0^-)^2 - (B_0^-)^2)\frac{g_3}{c_0^-}$$

$$+ ((c_0^+)^2 - (B_0^+)^2)p_{1y} \zeta_1 - ((c_0^-)^2 - (B_0^-)^2)p_{1y} \zeta_1 = 0.$$
to rewrite the integral $\int_{-\infty}^{0} \to \int_{-\infty}^{+\infty}$. Then, after combining and simplifying all the terms in the solvability condition for $k < 0$, we obtain the following wave equation for $\zeta$

$$\hat{\zeta}_{1\tau\tau}(k, \tau) + \mu k^{2} \hat{\zeta}_{1}(k, \tau) = -\frac{1}{2} \left[ B_{0}^{2} \right] k \int_{-\infty}^{+\infty} (2k|\sigma| + k\sigma - \sigma|\sigma|) \hat{\zeta}_{1}(k - \sigma, \tau) \hat{\zeta}_{1}(\sigma, \tau) \, d\sigma.$$  

These equations are equivalent to (5.53) and (5.54).

Appendix B. Comparison with the Unidirectional Equation

In this section, we compare the two-way wave equation obtained above for surface waves on a tangential discontinuity near the onset of instability with the one-way wave equation obtained in [1] for unidirectional surface waves on a linearly stable discontinuity.

Suppose, as in Sec. 2, that the tangential velocities and magnetic fields of the unperturbed discontinuity are $U^{\pm}$, $B^{\pm}$ where $\Delta(U, B) > 0$, and the location of the discontinuity is given by $y = \zeta(x, t; \epsilon)$. The asymptotic solution for a unidirectional wave is given by

$$\zeta(x, t; \epsilon) \sim \epsilon \zeta_{1}(x - \lambda t, \epsilon t) + O(\epsilon^{2})$$

as $\epsilon \to 0^{+}$, where $\lambda$ is one of the wave speeds $\lambda_{1}, \lambda_{2}$ in (2.5). The equation for the displacement $\zeta_{1}(\tilde{\theta}, \tilde{\tau})$ derived in [1] may be written as

$$\delta \zeta_{1\tilde{\tau}} + f(\zeta_{1}) = 0, \quad (B.1)$$

where the constant $\delta$ is given by

$$\delta = \left\{ \frac{c}{c^{2} - B^{2}} \right\} = \frac{c^{\pm}}{(c^{\pm})^{2} - (B^{\pm})^{2}} - \frac{c^{-}}{(c^{-})^{2} - (B^{-})^{2}} \quad (B.2)$$

with $c^{\pm} = \lambda - U^{\pm}$, and

$$f(\zeta) = \frac{1}{2} \mathbf{H} [\eta^{2}]_{\tilde{\theta}\tilde{\theta}} + \eta \zeta_{1\tilde{\theta}}, \quad \eta = \mathbf{H} [\zeta]. \quad (B.3)$$

Here, $\mathbf{H}$ denotes the Hilbert transform with respect to $\tilde{\theta}$.

The quadratically nonlinear operator (B.3) in (B.1) is the same as the one that appears in (2.11), which may be written as

$$\zeta_{1\tau\tau} - \mu \zeta_{1\theta\theta} = \nu f(\zeta_{1})_{\theta}. \quad (B.4)$$

In order to compare (B.1) with the two-way wave equation (B.4), we suppose that $U, B$ are given by (2.6) with $\mu > 0$, and consider the limit as $\epsilon \to 0^{+}$ when...
\((U, B) \rightarrow (U_0, B_0)\). We consider, for definiteness, a surface wave with speed \(\lambda = \lambda_2\). Then from (2.5), we have

\[
\lambda = \lambda_0 + \epsilon^{1/2} \sqrt{\mu} + O(\epsilon). \tag{B.5}
\]

Using (2.6), (2.7) and (B.5) in (B.2), we find after some algebra that

\[
\delta = \frac{2\sqrt{\mu}}{\nu} \epsilon^{1/2} + O(\epsilon) \quad \text{as} \quad \epsilon \to 0^+,
\]

where \(\mu\) and \(\nu\) are defined in (2.9) and (2.12), respectively. Moreover, writing the multiple scale variables \(\tilde{\theta} = x - \lambda t\), \(\tilde{\tau} = \epsilon t\) used in (B.1) in terms of the multiple scale variables \(\theta = x - \lambda_0 t\), \(\tau = \epsilon^{1/2} t\) used in (B.4), we get

\[
\tilde{\theta} = \theta - (\lambda - \lambda_0) t, \quad \tilde{\tau} = \epsilon^{1/2} \tau.
\]

From (B.5), we therefore have to leading order in \(\epsilon\) that

\[
\tilde{\theta} = \theta - \sqrt{\mu} \tau, \quad \tilde{\tau} = \epsilon^{1/2} \tau,
\]

which implies that \(\partial_\tau + \sqrt{\mu} \partial_\theta = \epsilon^{1/2} \partial_\hat{\tau}\).

Using this approximation together with (B.6) in (B.1), we find that in the limit \(\epsilon \to 0^+\), the equation becomes

\[
\zeta_1 \tau + \frac{\sqrt{\mu}}{\nu} f(\zeta_1) = 0. \tag{B.7}
\]

The operator \(f\) is independent of \(\tilde{\tau}\) and translation-invariant in \(\tilde{\theta}\), so it is still given by (B.3) with \(\tilde{\theta}\) replaced by \(\hat{\theta}\).

On the other hand, as \(\mu \to \infty\) unidirectional solutions of (B.4) with linearized speed \(\sqrt{\mu}\) may be obtained by use of a similar approximation to (3.5), which gives after an integration with respect to \(\theta\) that

\[
-2\sqrt{\mu} (\zeta_1 \tau + \sqrt{\mu} \zeta_1 \theta) = \nu f(\zeta_1).
\]

Comparing this result with (B.7), we see that the two equations agree in their common domain of validity.

Adjusting signs as appropriate, we find similarly that the equations for left-moving waves with speed \(\lambda_1 \sim \lambda_0 - \epsilon^{1/2} \sqrt{\mu}\) also agree. Thus, (B.4) is the simplest generalization of the equations for left and right moving unidirectional waves near a point where their wave speeds coalesce.

References


