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I think about problems of the sort:
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\(A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m\) and we are optimizing over \(x \in \mathbb{R}^n\).

But, even this can be simplified...
In fact, we’ll consider the linear feasibility problem (LF):
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In fact, we’ll consider the linear feasibility problem (LF):

Find $x$ such that $Ax \leq b$ or conclude one does not exist.

It can be shown that (LP) and (LF) are equivalent.
**Linear Feasibility Problem**

Reminder: linear equations represent a *hyperplane* (in the proper dimension), so linear inequalities define a *halfspace.*
Linear Feasibility Problem

LF can be interpreted as seeking a point within a (possibly nonempty) polyhedron $P = \{x | Ax \leq b\}$:
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If we want all of the linear inequalities to be satisfied (meaning we want our point to lie on the correct side of all the hyperplanes), then we need that each of the linear inequalities is satisfied. Tautology.
**Projection Methods**

If we want all of the linear inequalities to be satisfied (meaning we want our point to lie on the correct side of all the hyperplanes), then we need that each of the linear inequalities is satisfied.

So... If we have some point that isn’t satisfying one of the inequalities, we should force it to satisfy that inequality!
Projection Methods
Projection Methods
Motzkin’s Relaxation Method(s)

Method

Suppose $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$ and $P := \{x \in \mathbb{R}^n : Ax \leq b\}$ is nonempty. Fix $0 < \lambda \leq 2$. Given $x_0 \in \mathbb{R}^n$, iteratively construct approximations to $P$ in the following way:

1. If $x_k$ is feasible, stop.

2. Choose $i_k \in [m]$ as $i_k := \arginf_{i \in [m]} a_i^T x_{k-1} - b_i$.

3. Define $x_k := x_{k-1} - \lambda \frac{a_{i_k}^T x_{k-1} - b_{i_k}}{|a_{i_k}|^2} a_{i_k}$.

4. Repeat.
Motzkin’s Method
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Randomized Kaczmarz Method

Method

Suppose $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^{m}$ and $P := \{x \in \mathbb{R}^{n} : Ax \leq b\}$ is nonempty. Given $x_{0} \in \mathbb{R}^{n}$, iteratively construct approximations to $P$ in the following way:

1. If $x_{k}$ is feasible, stop.

2. Choose $i_{k} \in [m]$ with probability $\frac{||a_{i_{k}}||^2}{||A||^2_F}$.

3. Define $x_{k} := x_{k-1} - \frac{(a_{i_{k}}^T x_{k-1} - b_{i_{k}})^+}{||a_{i_{k}}||^2} a_{i_{k}}$.

4. Repeat.
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Motivation

Motzkin’s Method
Pro: convergence produces monotone decreasing distance sequence
Con: computationally expensive for large systems

Kaczmarz Method
Pro: computationally inexpensive, able to analyze the expected convergence rate
Con: slow convergence near the polyhedral solution set
A Hybrid Method

Method (SKMM)

Suppose $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$ and $P := \{x \in \mathbb{R}^n : Ax \leq b\}$ is nonempty. Fix $0 < \lambda \leq 2$. Given $x_0 \in \mathbb{R}^n$, iteratively construct approximations to $P$ in the following way:

1. If $x_k$ is feasible, stop.

2. Choose $\tau_k \subset [m]$ to be a sample of size $\beta$ constraints chosen uniformly at random from among the rows of $A$.

3. From among these $\beta$ rows, choose $i_k := \arg\max_{i \in \tau_k} a_i^T x_{k-1} - b_i$.

4. Define $x_k := x_{k-1} - \lambda \frac{(a_{i_k}^T x_{k-1} - b_{i_k})^+}{\|a_{i_k}\|^2} a_{i_k}$.

5. Repeat.
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Generalized Method

Note that both previous methods are captured by the class of SKMM methods:

1. The Kaczmarz method is SKMM where the sample size, $\beta = 1$ and the relaxation parameter, $\lambda = 1$.

2. Motzkin’s Relaxation methods are SKMM where the sample size, $\beta = m$. 
An Important Reminder

These methods may not actually stop with a solution...
**An Important Reminder**

These methods may not actually stop with a solution... However, we can ensure that our iterate points get arbitrarily close to the solution set, $P$!
Experimental Results

Gaussian Random System (40000x100)

Halting error = $2^{-14}$

Time

Sample Size

Randomized Kaczmarz Methods

Motzkin's Methods

- $\lambda = 1$
- $\lambda = 1.2$
- $\lambda = 1.4$
- $\lambda = 1.6$
- $\lambda = 1.8$
- $\lambda = 2$
Motzkin’s Method Convergence Rate

Theorem (Agmon)

For a normalized system, $||a_i|| = 1$ for all $i = 1, \ldots, m$, if the feasible region, $P := \{x | Ax \leq b\}$, is nonempty then the relaxation methods converges linearly:

$$d(x_k, P)^2 \leq \left(1 - \frac{2\lambda - \lambda^2}{mL^2_2}\right)^k d(x_0, P)^2.$$
**Random Kaczmarz Method Convergence Rate**

**Theorem (Lewis, Leventhal)**

*If the feasible region, \( P := \{ x \mid Ax \leq b \} \), is nonempty then the Randomized Kaczmarz method with relaxation parameter \( \lambda \) converges linearly in expectation:*

\[
\mathbb{E}[d(x_k, P)^2] \leq \left( 1 - \frac{2\lambda - \lambda^2}{\|A\|_F^2 L_2^2} \right)^k d(x_0, P)^2.
\]
**SKM Method Convergence Rate**

**Theorem (De Loera, H., Needell)**

If the feasible region (for normalized $A$) is nonempty, then the SKM methods with samples of size $\beta$ converges at least linearly in expectation: In each iteration,

$$
\mathbb{E}[d(x_k, P)^2] \leq \left( 1 - \frac{2\lambda - \lambda^2}{S_{k-1}L_2^2} \right) d(x_{k-1}, P)^2
$$

where $S_{k-1} = \max\{m - s_{k-1}, m - \beta + 1\}$ and $s_{k-1}$ is the number of constraints satisfied by $x_{k-1}$. Clearly then,

$$
\mathbb{E}[d(x_k, P)^2] \leq \left( 1 - \frac{2\lambda - \lambda^2}{mL_2^2} \right)^k d(x_0, P)^2.
$$
**Improved Rate**

**Theorem (De Loera, H., Needell)**

If the feasible region, $P = \{x|Ax \leq b\}$ is generic and nonempty (for normalized $A$), then an SKM method with samples of size $eta \leq m - n$ is guaranteed an increased convergence rate after some $K$:

$$
\mathbb{E}[d(x_k, P)^2] \leq \left(1 - \frac{2\lambda - \lambda^2}{mL_2^2}\right)^K \left(1 - \frac{2\lambda - \lambda^2}{(m - \beta + 1)L_2^2}\right)^{k-K} d(x_0, P)^2.
$$
Theorem (Telgen)

Either the relaxation method* detects feasibility of the system, \( Ax \leq b \) (with \( A \) normalized), within \( k = \left\lceil \frac{2^{4L}}{n\lambda(2-\lambda)} \right\rceil \) iterations or the system is infeasible.

*with \( x_0 = 0 \)
Expected Finiteness of SKM methods

**Theorem (De Loera, H., Needell)**

*If the system, $Ax \leq b$ is feasible, then with high probability the Sampling Kaczmarz-Motzkin method* with relaxation parameter $0 < \lambda < 2$ will detect feasibility within a given number of steps.*

*with $x_0 = 0$*
CONCLUSIONS
**Future work:**

1. Provide theoretical guidance for selection of the optimal sample size, $\beta$, and optimal overshooting parameter, $\lambda$, for a given (class of) system(s).
2. Describe the $K$ after which the convergence rate is guaranteed to be improved.
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