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Preface

The goal of this book is to present several central topics in Geometric Group
Theory, primarily related to the large scale geometry of infinite groups and of the
spaces on which such groups act, and to illustrate them with fundamental theo-
rems such as Gromov’s Theorem on groups of polynomial growth, Tits’ Alternative
Theorem, Mostow’s Rigidity Theorem, Stallings’ theorem on ends of groups, theo-
rems of Tukia and Schwartz on quasiisometric rigidity for lattices in real-hyperbolic
spaces, etc. We give essentially self-contained proofs of all the above mentioned re-
sults, and we use the opportunity to describe several powerful tools/toolkits of
Geometric Group Theory, such as coarse topology, ultralimits and quasiconformal
mappings. We also discuss three classes of groups central in Geometric Group
Theory: Amenable groups, hyperbolic groups, and groups with Property (T).

The key idea in Geometric Group Theory is to study groups by endowing them
with a metric and treating them as geometric objects. This can be done for groups
that are finitely generated, i.e. that can be reconstructed from a finite subset,
via multiplication and inversion. Many groups naturally appearing in topology,
geometry and algebra (e.g. fundamental groups of manifolds, groups of matrices
with integer coefficients) are finitely generated. Given a finite generating set S of
a group G, one can define a metric on G by constructing a connected graph, the
Cayley graph of G, with G serving as set of vertices, and oriented edges joining
elements in G that differ by a right multiplication with a generator s from S, and
labeled by s. A Cayley graph G, as any other connected graph, admits a natural
metric invariant under automorphisms of G: Edges are assumed to be of length
one, and the distance between two points is the length of the shortest path in
the graph joining these points (see Section 2.3). The restriction of this metric
to the vertex set G is called the word metric distS on the group G. The first
obstacle to “geometrizing” groups in this fashion is the fact that a Cayley graph
depends not only on the group but also on a particular choice of finite generating
set. Cayley graphs associated with different generating sets are not isometric but
merely quasiisometric.

Another typical situation in which a group G is naturally endowed with a
(pseudo-)metric is when G acts on a metric space X: In this case the group G
maps to X via the orbit map g 7→ gx. The pull-back of the metric to G is then
a pseudo-metric on G. If G acts on X isometrically, then the resulting pseudo-
metric on G is G-invariant. If, furthermore, the space X is proper and geodesic
and the action of G is geometric (i.e. properly discontinuous and cocompact), then
G is finitely generated and the resulting (pseudo-)metric is quasiisometric to word
metrics on G (Theorem 8.37). For example, if a group G is the fundamental group
of a closed Riemannian manifold M , the action of G on the universal cover M̃ of
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M satisfies all these properties. The second class of examples of isometric actions
(whose origin lies in functional analysis and representation theory) comes from
isometric actions of a group G on a Hilbert space. The square of the corresponding
pull-back (pseudo-)metric on G is known in the literature as a conditionally negative
semidefinite kernel. In this case, if the group is not virtually abelian the action
cannot be geometric. (Here and in what follows, when we say that a group has a
certain property virtually we mean that it has a finite-index subgroup with that
property.) On the other hand, the mere existence of a proper action of a group G
on a Hilbert space H (i.e. an action so that, as g ∈ G escapes every compact, the
norm ‖gv‖ diverges to infinity, where v is any vector in H), equivalently the mere
existence of a conditionally negative semidefinite kernel on G that is proper as a
topological map, has many interesting implications, detailed in Chapter 19.

In the setting of the geometric view of groups, the following questions become
fundamental:

Questions. (A) If G and G′ are quasiisometric groups, to what extent
do G and G′ share the same algebraic properties?

(B) If a group G is quasiisometric to a metric space X, what geometric prop-
erties (or structures) on X translate to interesting algebraic properties
of G?

Addressing these questions is the primary focus of this book. Several striking
results (like Gromov’s Polynomial Growth Theorem) state that certain algebraic
properties of a group can be reconstructed from its loose geometric features, and
in particular must be shared by quasiisometric groups.

Closely connected to these considerations are two foundational problems which
appeared in different contexts, but both render the same sense of existence of a
“demarcation line” dividing the class of infinite groups into “abelian-like” groups
and “free-like” groups. The invariants used to draw the line are quite different
(existence of a finitely-additive invariant measure in one case and behavior of the
growth function in the other); nevertheless, the two problems/questions and the
classification results that grew out of these questions, have much in common.

The first of these questions was inspired by work investigating the existence
of various types of group-invariant measures, that originally appeared in the con-
text of Euclidean spaces. Namely, the Banach-Tarski paradox (see Chapter 17),
while denying the existence of such measures on the Euclidean space, inspired John
von Neumann to formulate two important concepts: That of amenable groups and
that of paradoxical decompositions and groups [vN28]. In an attempt to connect
amenability to the algebraic properties of a group, von Neumann made the observa-
tion, in the same paper, that the existence of a free subgroup excludes amenability.
Mahlon Day (in [Day50] and [Day57]) extended von Neumann’s work, introduced
the terminology amenable groups, defined the class of elementary amenable groups
and proved several foundational results about amenable and elementary amenable
groups. In [Day57, p. 520] he also noted1:

1Contrary to the common belief, Day neither formulated a conjecture about this issue nor
attributed the problem to von Neumann.
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• It is not known whether the class of elementary amenable groups equals
the class of amenable groups and whether the class of amenable groups co-
incides with the class of groups containing no free non-abelian subgroups.

This observation later became commonly known as the von Neumann–Day
problem (or conjecture):

Question (The von Neumann–Day problem). Is non-amenability of a group
equivalent to the existence of a free non-abelian subgroup?

The second problem appeared in the context of Riemannian geometry, in con-
nection to attempts to relate, for a compact Riemannian manifold M , the geo-
metric features of its universal cover M̃ to the behavior of its fundamental group
G = π1(M). Two of the most basic objects in Riemannian geometry are the vol-
ume and the volume growth rate. The notion of volume growth extends naturally
to discrete metric spaces, such as finitely generated groups. The growth function of
a finitely generated group G (with a fixed finite generating set S) is the cardinality
G(n) of the ball of radius n in the metric space (G,distS). While the function
G(n) depends on the choice of the finite generating set S, the growth rate of G(n)
is independent of S. In particular, one can speak of groups of linear, polynomial,
exponential growth, etc. More importantly, the growth rate is preserved by quasi-
isometries, which allows to establish a close connection between the Riemannian
growth of a manifold M̃ as above, and the growth of G = π1(M).

One can easily see that every abelian group has polynomial growth. It is a
more difficult theorem (proven independently by Hyman Bass [Bas72] and Yves
Guivarc’h [Gui70, Gui73]) that all nilpotent groups also have polynomial growth.
We provide a proof of this result in Section 14.2. In this context, John Milnor
[Mil68c] and Joe Wolf [Wol68] asked the following question:

Question. Is it true that the growth of each finitely generated group is either
polynomial (i.e. G(n) 6 Cnd for some fixed C and d) or exponential (i.e. G(n) >
Can for some fixed a > 1 and C > 0)?

Note that Milnor stated the problem in the form of a question, not a conjec-
ture, however, he conjectured in [Mil68c] that each group of polynomial growth is
virtually nilpotent.

The answer to the question is positive for solvable groups: This is the Milnor–
Wolf Theorem, which moreover states that solvable groups of polynomial growth are
virtually nilpotent, see Theorem 14.37 in this book (the theorem is a combination
of results due to Milnor and Wolf). This theorem still holds for the larger class
of elementary amenable groups (see Theorem 18.58); moreover, such groups with
non-polynomial growth must contain a free non-abelian subsemigroup.

The proof of the Milnor–Wolf Theorem essentially consists of a careful exam-
ination of increasing/decreasing sequences of subgroups in nilpotent and solvable
groups. Along the way, one discovers other features that nilpotent groups share
with abelian groups, but not with solvable groups. For instance, in a nilpotent
group all finite subgroups are contained in a maximal finite subgroup, while solvable
groups may contain infinite strictly increasing sequences of finite subgroups. Fur-
thermore, all subgroups of a nilpotent group are finitely generated, but this is no
longer true for solvable groups. One step further into the study of a finitely gener-
ated subgroup H in a group G is to compare a word metric distH on the subgroup
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H to the restriction to H of a word metric distG on the ambient group G. With an
appropriate choice of generating sets, the inequality distG 6 distH is immediate:
All the paths in H joining h, h′ ∈ H are also paths in G, but there might be some
other, shorter paths in G joining h, h′. The problem is to find an upper bound on
distH in terms of distG. If G is abelian, the upper bound is linear as a function of
distG. If distH is bounded by a polynomial in distG, then the subgroup H is said
to be polynomially distorted in G, while if distH is approximately exp(λdistG) for
some λ > 0, the subgroup H is said to be exponentially distorted. It turns out that
all subgroups in a nilpotent group are polynomially distorted, while some solvable
groups contain finitely generated subgroups with exponential distortion.

Both the von Neumann-Day and the Milnor-Wolf questions were answered in
the affirmative for linear groups by Jacques Tits:

Theorem (Tits’ Alternative). Let F be a field of zero characteristic and let Γ
be a subgroup of GL(n, F ). Then either Γ is virtually solvable or Γ contains a free
nonabelian subgroup.

We prove Tits’ Alternative in Chapter 15. Note that this alternative also holds
for fields of positive characteristic, provided that Γ is finitely generated.

There are other classes of groups in which both the von Neumann-Day and the
Milnor-Wolf questions have positive answers, they include: Subgroups of Gromov–
hyperbolic groups ([Gro87, §8.2.F ], [GdlH90, Chapter 8]), fundamental groups
of closed Riemannian manifolds of nonpositive curvature [Bal95], subgroups of the
mapping class groups of surfaces [Iva92], and of the groups of outer automorphisms
of free groups [BFH00, BFH05].

The von Neumann-Day question in general has a negative answer: The first
counterexamples were given by A. Ol′shanskĭı in [Ol′80]. In [Ady82] it was shown
that the free Burnside groups B(n,m) with n > 2 and m > 665, m odd, are also
counterexamples. The first finitely presented counterexamples were constructed by
A. Ol′shanskĭı and M. Sapir in [OS02]. Y. Lodha and J.T. Moore later provided,
in [LM16], another finitely presented counterexample, a subgroup of the group of
piecewise projective homeomorphisms of the real projective line, subgroup which
is torsion free (unlike the previous counterexamples, based precisely on the exis-
tence of a large torsion), and has an explicit presentation with three generators
and nine relators. These papers have lead to the development of certain tech-
niques of constructing “infinite finitely generated monsters”. While the negation of
amenability (i.e. the paradoxical behavior) is, thus, still not completely understood
algebraically, several stronger properties implying nonamenability were introduced,
among which are various fixed-point properties, most importantly Kazhdan’s Prop-
erty (T) (Chapter 19). Remarkably, amenability (hence paradoxical behavior) is
a quasiisometry invariant, while Property (T) is not.

The Milnor–Wolf question, in full generality, likewise has a negative answer:
The first groups of intermediate growth, i.e. growth which is super-polynomial but
subexponential, were constructed by Rostislav Grigorchuk. Moreover, he proved
the following:

Theorem (Grigorchuk’s Subexponential Growth theorem). Let f(n) be an
arbitrary sub-exponential function larger than 2

√
n. Then there exists a finitely
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generated group Γ with subexponential growth function G(n) such that:

f(n) 6 G(n)

for infinitely many n ∈ N.

Later on, Anna Erschler [Ers04] adapted Grigorchuk’s arguments to improve
the above result with the inequality f(n) 6 G(n) for all but finitely many n. In
the above examples, the exact growth function was unknown. However, Laurent
Bartholdi and Anna Erschler [BE12] constructed examples of groups of intermedi-
ate growth, where they actually compute G(n), up to an appropriate equivalence
relation. Note, however, that the Milnor–Wolf Problem is still open for finitely
presented groups.

On the other hand, Mikhael Gromov proved an even more striking result:

Theorem (Gromov’s Polynomial Growth Theorem, [Gro81a]). Every finitely
generated group of polynomial growth is virtually nilpotent.

This is a typical example of an algebraic property that may be recognized via
a, seemingly, weak geometric information. A corollary of Gromov’s theorem is
quasiisometric rigidity for virtually nilpotent groups:

Corollary. Suppose that G is a group quasiisometric to a nilpotent group.
Then G itself is virtually nilpotent.

Gromov’s theorem and its corollary will be proven in Chapter 16. Since the
first version of this book was written, Bruce Kleiner [Kle10] and, later, Narutaka
Ozawa [Oza15] gave completely different (and much shorter) proofs of Gromov’s
polynomial growth theorem, using harmonic functions on graphs (Kleiner) and
functional-analytic tools (Ozawa). Both proofs still require the Tits’ Alternative.
Kleiner’s techniques provided the starting point for Y. Shalom and T. Tao, who
proved the following effective version of Gromov’s Theorem [ST10]:

Theorem (Shalom–Tao Effective Polynomial Growth Theorem). There exists
a constant C such that for any finitely generated group G and d > 0, if for some
R > exp

(
exp

(
CdC

))
, the ball of radius R in G has at most Rd elements, then G

has a finite index nilpotent subgroup of class less than Cd.

It is also possible to prove Gromov’s Theorem without using the Tits alterna-
tive. Indeed, the proofs of either Gromov, Kleiner or Ozawa allow to restrict to the
case of linear groups, and from there two different approaches are possible.

The first one is to use the well known remark that groups with subexponential
growth are amenable (see Proposition 18.6), and the direct proof of Shalom [Sha98]
of the fact that linear amenable groups are virtually solvable. The main ingredient
in Shalom’s proof is a version of the Furstenberg lemma stating that, for any local
field F, the stabilizer in PGL(n,F) of a probability measure on the projective space
FPn−1 whose support is not included in a finite number of hyperplanes is a compact
subgroup of PGL(n,F). See also [Bre14].

The second approach is via simple additive combinatorics. E. Breuillard and
B. Green have shown in [BG12] that if a finite subset A of the unitary group
U(n) satisfies |A3| < K|A| then A is contained in at most KC cosets of an abelian
subgroup of U(n), where K > 1 is an arbitrary constant and C = C(n) is inde-
pendent of K and A. From this, it can be easily deduced that finitely generated
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subgroups of U(n) that have polynomial growth are virtually abelian; see [BG12,
Proposition 5.1]. As Kleiner’s proof allows to restrict to the case of subgroups
of the unitary group U(n), this concludes the proof of Gromov’s Theorem. The
advantage of this approach is that it is elementary: it relies on simple properties
of compact Lie groups, and uses neither proximality nor amenability. The result
of Breuillard-Green has been further generalized in their joint work with T. Tao
[BGT11] to subsets A in Lie groups that are not compact. This improved result
can be combined with either of the arguments of Gromov, Kleiner or Ozawa, reduc-
ing the problem to linear groups, to provide yet another proof of the Polynomial
Growth Theorem avoiding the Tits alternative, less elementary though. Both ad-
ditive combinatorics proofs have the further advantage that, unlike when using the
Tits alternative or the proof of Shalom, one does not need to change field: The
entire argument can be carried out in the setting of the real numbers.

We decided to retain, however, Gromov’s original proof since it contains a
wealth of ideas that generated in their turn new areas of research. Remarkably, the
same piece of logic (a weak version of the axiom of choice) that makes the Banach–
Tarski paradox possible also allows to construct ultralimits, a powerful tool in the
proof of Gromov’s theorem and that of many rigidity theorems (e.g, quasiisometric
rigidity theorems of Kapovich, Kleiner and Leeb) as well as in the investigation of
fixed point properties.

Regarding Questions (A) and (B), the best one can hope for is that the geometry
of a group (up to quasiisometric equivalence) allows to recover, not just some of its
algebraic features, but the group itself, up to virtual isomorphism. Two groups G1

and G2 are said to be virtually isomorphic if there exist subgroups

Fi / Hi 6 Gi, i = 1, 2,

so that Hi has finite index in Gi, Fi is a finite normal subgroup in Hi, i = 1, 2, and
H1/F1 is isomorphic to H2/F2. Virtual isomorphism implies quasiisometry but, in
general, the converse is false, see Example 8.48. In the situation when the converse
implication also holds, one says that the group G1 is quasiisometrically rigid.

An example of quasiisometric rigidity is given by the following theorem proven
by Richard Schwartz [Sch96b]:

Theorem (Schwartz QI rigidity theorem). Suppose that Γ is a non-uniform
lattice of isometries of the hyperbolic space Hn, n > 3. Then each group quasiiso-
metric to Γ must be virtually isomorphic to Γ.

We will present a proof of this theorem in Chapter 24. In the same chapter we
will use similar “zooming” arguments to prove the following special case of Mostow’s
Rigidity Theorem:

Theorem (The Mostow Rigidity Theorem). Let Γ1 and Γ2 be lattices of isome-
tries of Hn, n > 3, and let ϕ : Γ1 → Γ2 be a group isomorphism. Then ϕ is given
by a conjugation via an isometry of Hn.

Note that Schwartz’ Theorem no longer holds for n = 2, where non-uniform
lattices are virtually free. However, in this case, quasiisometric rigidity still holds
as a corollary of Stallings’ Theorem on ends of groups:

Theorem. Let Γ be a group quasiisometric to a free group of finite rank. Then
Γ is itself virtually free.
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This theorem will be proven in Chapter 20. We also prove:

Theorem (Stallings “Ends of groups” theorem). If G is a finitely generated
group with infinitely many ends, then G splits as a graph of groups with finite
edge–groups.

In this book we give two proofs of the above theorem, which, while quite differ-
ent, are both inspired by the original argument of Stallings. In Chapter 20 we prove
Stallings’ theorem for almost finitely presented groups. This proof follows the ideas
of Dunwoody, Jaco and Rubinstein: We will be using minimal Dunwoody tracks,
where minimality is defined with respect to a certain hyperbolic metric on the
presentation complex (unlike the combinatorial minimality used by Dunwoody). In
Chapter 21, we will give another proof, which works for all finitely generated groups
and follows a proof sketched by Gromov in [Gro87], using least energy harmonic
functions. We decided to present both proofs, since they use different machinery
(the first is more geometric and the second more analytical) and different (although
related) geometric ideas.

In Chapter 20 we also prove the following:

Theorem (Dunwoody’s Accessibility Theorem). Let G be an almost finitely
presented group. Then G is accessible, i.e. the decomposition process of G as a
graph of groups with finite edge groups eventually terminates.

In Chapter 23 we prove Tukia’s theorem, which establishes quasiisometric rigid-
ity of the class of fundamental groups of compact hyperbolic n-manifolds, and, thus,
complements Schwartz’ Theorem above:

Theorem (Tukia’s QI Rigidity Theorem). If a group Γ is quasiisometric to
the hyperbolic n-space, then Γ is virtually isomorphic to the fundamental group of
a compact hyperbolic n-manifold.

Note that the proofs of the theorems of Mostow, Schwartz and Tukia all rely
upon the same analytical tool: Quasiconformal mappings of Euclidean spaces. In
contrast, the analytical proofs of Stallings’ theorem presented in the book are mostly
motivated by another branch of geometric analysis, namely, the theory of minimal
submanifolds and harmonic functions.

In regard to Question (B), we investigate two closely related classes of groups:
Hyperbolic and relatively hyperbolic groups. These classes generalize fundamen-
tal groups of compact negatively curved Riemannian manifolds and, respectively,
complete negatively curved Riemannian manifolds of finite volume. To this end, in
Chapters 4 and 11 we cover the basics of hyperbolic geometry and the theory of
hyperbolic and relatively hyperbolic groups.

Other sources. Our choice of topics in geometric group theory is far from ex-
haustive. We refer the reader to [Aea91],[Bal95], [Bow91], [VSCC92], [Bow06a],
[BH99], [CDP90], [Dav08], [Geo08], [GdlH90], [dlH00], [NY11], [Pap03],
[Roe03], [Sap14], [Väi05], for the discussion of other parts of the theory.

Work on this book started in 2002 and the material which we cover mostly
concerns developments in Geometric Group Theory from the 1960s through the
1990s. In the meantime, while we were working on the book, some major ex-
citing developments in the field have occurred which we did not have a chance

ix



to discuss. To name a few, these developments are subgroup separability and its
connections with 3-dimensional topology [Ago13, KM12, HW12, Bes14], ap-
plications of Geometric Group Theory to higher dimensional and coarse topology
[Yu00, MY02, BLW10, BL12], the theory of Kleinian groups [Min10, BCM12,
Mj14b, Mj14a], quasiconformal analysis on boundaries of hyperbolic groups and
Cannon Conjecture [BK02a, BK05, Bon11, BK13, Mar13, Haï15], the theory
of approximate groups [BG08a, Tao08, BGT12, Hru12], the first-order logic of
free groups (see [Sel01, Sel03, Sel05a, Sel04, Sel05b, Sel06a, Sel06b, Sel09,
Sel13] and [KM98b, KM98a, KM98c, KM05]), the theory of systolic groups
[JŚ03, JŚ06, HŚ08, Osa13], probabilistic aspects of Geometric Group Theory
[Gro03, Ghy04, Oll04, Oll05, KSS06, Oll07, KS08, OW11, AŁŚ15, DM16].

Requirements. The book is intended as a reference for graduate students and
more experienced researchers, it can be used as a basis for a graduate course and as
a first reading for a researcher wishing to learn more about Geometric Group The-
ory. This book is partly based on lectures given at the Oxford University (C.D.),
the University of Utah and the University of California, Davis (M.K.). We expect
the reader to be familiar with the basics of group theory, algebraic topology (fun-
damental groups, covering spaces, (co)homology, Poincaré duality) and elements of
differential topology and Riemannian geometry. Some of the background material is
covered in Chapters 1, 3 and 5. We tried to make the book as self-contained as pos-
sible, but some theorems are stated without proof, they are marked as Theorem.
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CHAPTER 1

Geometry and Topology

Treating groups as geometric objects is the major theme and defining feature
of Geometric Group Theory. In this chapter and Chapter 2 we discuss basics of
metric (and topological) spaces, while Chapter 3 will contain a brief overview of
Riemannian geometry. For an in-depth discussion of metric geometry, we refer the
reader to [BBI01]. We assume basic knowledge of Algebraic Topology as can be
found, for instance, in [Hat02] or [Mas91].

1.1. Set-theoretic preliminaries

1.1.1. General notation. Given a set X we denote by P(X) = 2X the power
set of X, i.e. the set of all subsets of X. If two subsets A,B in X have the property
that A ∩ B = ∅ then we denote their union by A t B, and we call it the disjoint
union. For a subset E of a set X we denote the complement of E in X either by
X \ E or by Ec. A pointed set is a pair (X,x), where x is an element of X. The
composition of two maps f : X → Y and g : Y → Z is denoted either by g ◦f or by
gf . The identity map X → X will be denoted either by IdX or simply by Id (when
the choice of X is clear). For a map f : X → Y and a subset A ⊂ X, we let f |

A
denote the restriction of f to A. We use the notation |E| or card (E) to denote the
cardinality of a set E. (Sometimes, however, |E| will denote the Lebesgue measure
of a subset of the Euclidean space.) We use the notation Dn for the closed unit
ball centered at the origin in the n-dimensional Euclidean space, and Sn−1 for the
corresponding unit sphere. In contrast, we use the notation B(x, r) for the open
metric ball (in a general metric space) centered at x, of radius r. Accordingly, Bn
will denote the open unit ball in Rn.

The Axiom of Choice (AC) plays a prominent part in many of the arguments in
this book. We discuss it in more detail in section 10.1, where we also list equivalent
and weaker forms of AC. Throughout the book we make the following convention:

Convention 1.1. We always assume ZFC: The Zermelo–Fraenkel axioms of
set theory and the Axiom of Choice.

Given a non-empty set X, we denote by Bij(X) the group of bijections X → X ,
with composition as the binary operation.

Convention 1.2. Throughout the paper we let 1A and χA denote the char-
acteristic (or indicator) function of a subset A in a set X, i.e. the function
1A : X → {0, 1} defined by

1A(x) =

{
1 if x ∈ A,
0 if x /∈ A.
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By the codimension of a subspace X in a space Y we mean the difference be-
tween the dimension of Y and the dimension ofX, whatever the notion of dimension
that we use.

We will use the notation ∼= to denote an isometry of metric spaces and ' to
denote an isomorphism of groups.

Throughout the book, N will denote the set of natural numbers and Z+ =
N ∪ {0}.

1.1.2. Growth rates of functions. In this book we will be using two dif-
ferent asymptotic inequalities and equivalence relations for functions: One is used
to compare Dehn functions of groups and the other to compare growth rates of
groups.

Definition 1.3. Let X be a subset of R. Given two functions f, g : X → R,
we say that the order of the function f is at most the order of the function g and
we write f - g, if there exist real numbers a, b, c, d, e > 0 and x0 such that for all
x ∈ X,x ≥ x0, we have: bx+ c ∈ X and

f(x) 6 ag(bx+ c) + dx+ e.

If f - g and g - f then we write f ≈ g and we say that f and g are approxi-
mately equivalent.

This definition will be typically used with X = R+ or X = N, in which case
a, b, c, d, e will be natural numbers.

The equivalence class of a function with respect to the relation ≈ is called the
order of the function. If a function f has (at most) the same order as the function
x, x2, x3, xd or exp(x) it is said that the order of the function f is (at most) linear,
quadratic, cubic, polynomial, or exponential, respectively. A function f is said to
have subexponential order if it has order at most exp(x) and is not approximately
equivalent to exp(x). A function f is said to have intermediate order if it has
subexponential order and xn - f(x) for every n.

Definition 1.4. We introduce the following asymptotic inequality between
functions f, g : X → R with X ⊂ R : We write f � g if there exist a, b > 0
and x0 ∈ R such that for all x ∈ X, x > x0, we have: bx ∈ X and

f(x) 6 ag(bx).

If f � g and g � f then we write f � g and we say that f and g are asymptotically
equal.

Note that this definition is more refined than the order notion ≈. For instance,
x ≈ 0 while these functions are not asymptotically equal. This situation arises, for
instance, in the case of free groups (which are given free presentation): The Dehn
function is zero, while the area filling function of the Cayley graph is A(`) � `. The
equivalence relation ≈ is more appropriate for Dehn functions than the relation �,
because in the case of a free group one may consider either a presentation with
no relations, in which case the Dehn function is zero, or another presentation that
yields a linear Dehn function.

Exercise 1.5. 1. Show that ≈ and � are equivalence relations.
2. Suppose that x � f , x � g. Then f ≈ g if and only if f � g.
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1.1.3. Jensen’s inequality. Let (X,µ) be a space equipped with a probabil-
ity measure µ, f : X → R a measurable function and ϕ a convex function defined
on the range of f . Jensen’s inequality [Rud87, Theorem 3.3] reads:

ϕ

(ˆ
X

fdµ

)
6
ˆ
X

ϕ ◦ fdµ.

We will be using this inequality when the function f is strictly positive and ϕ(t) =
t−1: The function ϕ(t) is convex for t > 0. It will be convenient to eliminate the
probability measure assumption. We will be working with spaces (X,µ) of finite
(but non-zero) measure. Instead of normalizing the measure µ to be a probability
measure, we can as well replace integrals

´
X
hdµ with averages 

X

hdµ =
1

M

ˆ
X

hdµ,

where M =
´
X

dµ. With this in mind, Jensen’s inequality becomes( 
X

fdµ

)−1

6
 
X

1

f
dµ.

Replacing f with 1
f we also obtain:

(1.1)
( 

X

1

f
dµ

)−1

6
 
X

fdµ.

1.2. Measure and integral

1.2.1. Measures. We recall the relevant definitions from the theory of mea-
sure spaces. A reference is [Bau01], whose terminology we adopt here. Let X be
a non-empty set.

Definition 1.6. A ring of subsets of X is a subset R of P(X) containing the
empty set, closed with respect to finite unions and differences.

An algebra of subsets of X is a non-empty collection A of subsets of X such
that:

(1) X ∈ A;
(2) A,B ∈ A ⇒ A ∪B ∈ A , A ∩B ∈ A;
(3) A ∈ A ⇒ Ac ∈ A.
A σ-algebra of subsets of X is an algebra of subsets closed under countable

intersections and countable unions.

Given a topological space X, the smallest σ-algebra of subsets of X containing
all open subsets is called the Borel σ-algebra of X. Elements of this σ-algebra are
called Borel subsets of X.

Definition 1.7. A finitely additive (f. a.) measure µ on a ring R is a function
µ : R → [0,∞] such that µ(A tB) = µ(A) + µ(B) for all A,B ∈ R.
An immediate consequence of the f. a. property is that when R is an algebra A,
for any two sets A,B ∈ A,
µ(A∪B) = µ((A\B)t(A∩B)t(B\A)) = µ(A\B)+µ(A∩B)+µ(B\A) 6 µ(A)+µ(B).
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In some texts the f. a. measures are called simply ‘measures’. We prefer the
terminology above, since in other texts a ‘measure’ is meant to be countably additive
as defined below.

Definition 1.8. Given a ring R, a countably additive (c. a.) premeasure on it
is a function µ : R → [0,+∞] such that

(M1) for any sequence of pairwise disjoint sets (An)n∈N inR such that
⊔
n∈NAn ∈

R,

µ

(⊔
n∈N

An

)
=
∑
n∈N

µ(An) .

A premeasure is called σ-finite if there exists a sequence (An) in R such that
µ(An) < +∞ for every n, and

⋃
nAn = X. A premeasure defined on a σ-algebra

is called a countably additive (c. a.) measure.

Property (M1) is equivalent to the following list of two properties:
(M ′1) µ(A tB) = µ(A) + µ(B);
(M ′′1 ) If (An)n∈N is a non-increasing sequence of sets in R such that

⋂
n∈NAn =

∅, then limn→∞ µ(An) = 0.
In order to simplify the terminology, we will suppress the dependence of the

f.a. (resp. c.a) measure µ on the algebra (resp. σ-algebra) of subsets of X, and will
refer to such a µ simply as a f.a. (resp. c.a.) measure on X.

Definition 1.9. If µ is a finitely (resp. countably) additive measure on X,
such that µ(X) = 1, then µ is called a f.a. (resp. c.a.) probability measure on X,
which is abbreviated as f.a.p. measure (resp. c.a.p. measure).

Suppose that G is a group acting on X preserving an algebra (resp. σ-algebra)
A. If µ is a f.a. (resp. c.a.) measure on A, such that µ(γA) = µ(A) for all γ ∈ G
and A ∈ A, then µ is called G–invariant.

We will need a precise version of the Caratheodory’s Theorem on the extension
of a premeasure µ to a measure, therefore we recall here the notion of an outer
measure.

Definition 1.10. Let µ be a c.a. premeasure defined on a ring R.
For every Q ⊂ X let U(Q) designate the set of all sequences (An) in R such

that Q ⊂ ⋃nAn. Define µ∗(Q) = +∞ if U(Q) = ∅; if U(Q) 6= ∅ then define

µ∗(Q) = inf

{ ∞∑
n=1

µ(An) ; (An) ∈ U(Q)

}
.

The function µ∗ is an outer measure on the set X.
A subset A of X is called µ∗-measurable if for every Q ∈ P(X),

µ∗(Q) = µ∗(Q ∩A) + µ∗(Q ∩Ac) .

Theorem 1.11 (Carathéodory [Bau01], §I.5). (1) The collection A∗ of
µ∗-measurable sets is a σ-algebra containing R, and the restriction of µ∗
to A∗ is a measure, while the restriction of µ∗ to R coincides with µ.

(2) If µ is σ-finite, then it has a unique extension to a measure on the σ-
algebra generated by R.
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1.2.2. Integrals. We let B(X) denote the vector space of real-valued bounded
functions on a set X. In addition to measures we will need the notion of finitely
additive integral. We discuss integrals of functions f ∈ B(X), only in the simpler
case of finitely additive probability measures µ, defined on the algebra A = P(X)
(the setting where we will use finitely additive integrals, in Chapter 18). We re-
fer the reader to [DS88] for an exposition of finitely additive integrals in greater
generality.

A finitely additive integral on (X,A, µ,B(X)) is a linear functional

f 7→
ˆ
X

f dµ, f ∈ B(X),

ˆ
X

f dµ ∈ R,

satisfying the following properties:
• If f(x) > 0 for all x ∈ X, then

´
X
fdµ > 0.

•
´
X

1A dµ = µ(A) for all A ∈ A.
For a subgroup G 6 Bij(X), the integral

´
X

is said to be G-invariant ifˆ
X

f ◦ γ dµ =

ˆ
X

f dµ

for every γ ∈ G and every f ∈ B(X).

Theorem 1.12. If µ is a G-invariant f.a.p. measure on the algebra P(X), then
there exists a G-invariant integral

´
X

on (X,A, µ,B(X)) such that for every Aˆ
X

1A dµ = µ(A).

Proof. We let B+(X) denote the subset of B(X) consisting of all non-negative
functions f ∈ B(X). Observe that the linear span of B+(X) is the entire B(X).
First of all, for each A ∈ A we have the integralˆ

X

1A dµ := µ(A).

We next extend the integral from the set of characteristic functions 1A, A ∈ A, to
the linear subspace S(X) ⊂ B(X) of simple functions, i.e. the linear span of the
set of characteristic functions. We also define S+(X) as B+(X) ∩ S(X). In order
to construct an extension of

´
X

to S(X), we observe that each f ∈ S(X) can be
written in the form

(1.2) f =

n∑
i=1

si1Ai

where the subsets Ai are pairwise disjoint. Moreover, we can choose the subsets
Ai such that either f |

Ai
> 0 or f |

Ai
< 0, and this for every i. (Here we are

helped by the fact that A = 2X .) Next, for si ∈ R, Ai ∈ A, i = 1, . . . , n, and
tj ∈ R, Bj ∈ A, j = 1, . . . ,m, finite additivity of µ implies that if

n∑
i=1

si1Ai =

m∑
j=1

tj1Bj

then
n∑
i=1

siµ(Ai) =

m∑
j=1

tjµ(Bj).
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Therefore, we can extend
´

to a linear functional on S(X) by linearity:
ˆ
X

(
n∑
i=1

si1Ai

)
dµ =

n∑
i=1

siµ(Ai).

Since for every f ∈ S+(X) we can assume that in (1.2), each si > 0 and Ai∩Aj = ∅
for all i 6= j, it follows that ˆ

X

f dµ > 0.

Next, given a function f ∈ B+(X) we setˆ
X

f dµ := sup

{ˆ
X

g dµ : g ∈ S+(X), g 6 f
}
.

It is clear from this definition that, since µ is G-invariant, so is the mapˆ
X

: B+(X)→ R.

Furthermore, it is clear that ˆ
X

af dµ = a

ˆ
X

f dµ

for all a > 0 and f ∈ B+(X). However, additivity of
´
X

thus defined is not
obvious. We leave it to the reader to verify the simpler fact that for all functions
f, g ∈ B+(X) we have ˆ

X

(f + g) dµ >
ˆ
X

f dµ+

ˆ
X

g dµ.

We will prove the reverse inequality. For each subset A ⊂ X and f ∈ B+(X) define
the integral ˆ

A

f dµ :=

ˆ
X

f1A dµ.

Given a simple function h, 0 6 h 6 f + g, we need to show thatˆ
X

h dµ 6
ˆ
X

f dµ+

ˆ
X

g dµ.

The function h can be written as

h =

n∑
i=1

ai1Ai

with pairwise disjoint Ai ∈ A and ai > 0. Therefore, in view of the linearity of
´
X

on S(X), it suffices to prove that

aiµ(Ai) 6
ˆ
Ai

f dµ+

ˆ
Ai

g dµ

for each i. Thus, the problem reduces to the case n = 1, A1 = A and (by dividing
by a1) to proving the inequality

µ(A) 6
ˆ
A

f dµ+

ˆ
A

g dµ,

for functions f, g ∈ B+(X) satisfying

(1.3) 1A 6 f + g.
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Let c be an integer upper bound for f and g. For each N ∈ N, consider the following
simple functions fN , gN :

f |A −
c

N
1A 6 fN :=

N∑
j=0

1f−1((cj/N,c(j+1)/N ])
cj

N
6 f,

g|A −
c

N
1A 6 gN :=

N∑
j=0

1g−1((cj/N,c(j+1)/N ])
cj

N
6 g.

In view of the inequality (1.3) we have(
1− 2c

N

)
1A 6 fN + gN .

The latter implies (by the definition of
´
X
) that(

1− 2c

N

)
µ(A) 6

ˆ
A

fN dµ+

ˆ
A

gN dµ 6
ˆ
A

f dµ+

ˆ
A

g dµ.

Since this inequality holds for all N ∈ N, we conclude that

µ(A) 6
ˆ
A

f dµ+

ˆ
A

g dµ

as required. Thus,
´
X

is an additive functional on B+(X). Since B+(X) spans
B(X),

´
X

extends uniquely (by linearity) to a linear functional on B(X). Clearly,
the result is a G-invariant integral on B(X). �

1.3. Topological spaces. Lebesgue covering dimension

In this section we review some topological notions that shall be used in the
book.

Notation and terminology. A neighborhood of a point in a topological space
will always mean an open neighborhood. A neighborhood of a subset A in a topo-
logical space X is an open subset U ⊂ X containing A.

We will use the notation A, clA and cl(A) for the closure of a subset A in a
topological space X. We will denote by intA and int(A) the interior of A in X.
A subset of a topological space X is called clopen if it is both closed and open.
We will use the notation CX and KX for the sets of all closed, and of all compact
subsets in X, respectively.

A topological space X is said to be locally compact if there is a basis of topology
of X consisting of relatively compact subsets of X, i.e. subsets of X with compact
closures. A spaceX is called σ-compact if there exists a sequence of compact subsets
(Kn)n∈N in X such that X =

⋃
n∈NKn . A second countable topological space is

a topological space which admits a countable base of topology (this is sometimes
called the second axiom of countability). A second countable space is separable
(i.e. contains a countable dense subset) and Lindelöf (i.e. every open cover has a
countable sub-cover). A locally compact second countable space is σ-compact.

The wedge of a family of pointed topological spaces (Xi, xi), i ∈ I, denoted
by ∨i∈IXi, is the quotient of the disjoint union ti∈IXi, where we identify all the
points xi. The wedge of two pointed topological spaces is denoted X1 ∨X2.
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If f : X → R is a function on a topological space X, then we will denote by
Supp(f) the support of f , i.e. the set

cl ({x ∈ X : f(x) 6= 0}) .

Given two topological spaces X,Y , we let C(X;Y ) denote the space of all
continuous maps X → Y ; we also set C(X) := C(X;R). For a function f ∈ C(X)
we define its norm

‖f‖ = sup
x∈X
|f(x)|.

We always endow the space C(X;Y ) with the compact-open topology. A sub-
basis of this topology consists of the subsets

UK,V = {f : X → Y : f(K) ⊂ V } ⊂ C(X;Y ),

where K ⊂ X is compact and V ⊂ Y is open.
If Y is a metric space then the compact-open topology is equivalent to the

topology of uniform convergence on compacts: A sequence of functions fi : X → Y
converges to a function f : X → Y if and only if for every compact subset K ⊂ X
the sequence of restrictions fi|K : K → Y converges to f |

K
uniformly.

Given two topological spaces X,Y and two continuous maps

f0, f1 : X → Y,

a homotopy between f0 and f1 is a continuous map F : X × [0, 1] → Y such that
F (x, 0) = f0(x), F (x, 1) = f1(x), for every x ∈ X. Tracks of this homotopy are
paths F (x, t), t ∈ [0, 1], in Y , for various (fixed) points x ∈ X.

A continuous map f : X → Y of topological spaces is called proper if preimages
of compact sets under f are again compact. In line with this, one defines a proper
homotopy between two maps

f0, f1 : X → Y,

by requiring the homotopy F between these maps to be a proper map F : X ×
[0, 1]→ Y .

A topological space is called perfect if it is non-empty and contains no isolated
points, i.e. points x ∈ X such that the singleton {x} is open in X.

Definition 1.13. A topological space X is regular if every closed subset A ⊂ X
and a singleton {x} ⊂ X \ A, have disjoint neighborhoods. A topological space X
is called normal if every pair of disjoint closed subsets A,B ⊂ X have disjoint
open neighborhoods, i.e. there exist disjoint open subsets U, V ⊂ X such that
A ⊂ U,B ⊂ V .

Exercise 1.14. 1. Every normal Hausdorff space is regular.
2. Every compact Hausdorff space is normal.

We will also need a minor variation on the notion of normality:

Definition 1.15. Two subsets A,B of a topological space X are said to be
separated by a function if there exists a continuous function ρ = ρA,B : X → [0, 1]
so that

1. ρ|
A
≡ 0

2. ρ|
B
≡ 1.

A topological space X is called perfectly normal if every two disjoint closed
subsets of X can be separated by a function.
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We will see below (Lemma 2.2) that every metric space is perfectly normal. A
much harder result is

Theorem 1.16 (Tietze–Urysohn extension theorem). Every normal topologi-
cal space X is perfectly normal. Moreover, for every closed subset C ⊂ X and
continuous function f : C → R, the function f admits a continuous extension to
X.

A proof of this extension theorem can be found in [Eng95]. In view of this
theorem, every normal topological space is perfectly normal, since one can take
C = A ∪B and let ρ be a continuous extension of the function

f : C → R, f |
A
≡ 0, f |

B
≡ 1.

Corollary 1.17. In the definition of a normal topological space, one can take
U and V to have disjoint closures.

Proof. Let f : C = A∪B → {0, 1} be the function as above. define ρ : X → R
to be a continuous extension of f . Then take

U := ρ−1((−∞, 1/3)), V := ρ−1((2/3,∞)). �

Lemma 1.18. [Extension lemma] Suppose that X,Y topological spaces, where
Y is regular and X contains a dense subset A.

1. If f : X → Y is a mapping satisfying the property that for each x ∈ X the
restriction of f to A ∪ {x} is continuous, then f is continuous.

2. Assume now that A is open and set X \ A = Z. Suppose that f : X → Y

is such that the restriction f |
A∪{z} is continuous at z for every point z ∈ Z ⊂ X.

Then f : X → Y is continuous at each point z ∈ Z.
Proof. 1. We will verify continuity of f at each x ∈ X. Let y = f(x) and

let V be an (open) neighborhood of y in Y ; the complement C = Y \ V is closed.
Since Y is regular, there exist disjoint open neighborhoods V1 ⊂ V of y and V2 of
C. Therefore, the closure W of V1 is contained in V . By continuity of the map

f |
A∪{x},

there exists an (open) neighborhood U of x in X, such that

f(U ∩ (A ∪ {x})) ⊂ V1 ⊂W.
Let us verify that f(U) ⊂W ⊂ V . Take z ∈ U . By continuity of

f |
A∪{z},

the preimage
D = f−1(W ) ∩ (A ∪ {z})

is closed in A ∪ {z}. This preimage contains U ∩ A; the latter is dense in U , since
A is dense in X and U ⊂ X is open. Therefore, D contains the closure of U ∩ A
in A ∪ {z}. This closure contains the point z since z ∈ U and U ∩A is dense in U .
It follows that z is in D and, hence, f(z) ∈ W . We conclude that f(U) ⊂ V and,
therefore, f is continuous at x.

2. We change the topology TX on X to a new topology T ′X whose basis is the
union of TX and the power set 2A. Since A ∈ TX , it follows that the map f : X → Y
is continuous at each point a ∈ A with respect to the new topology. Part 1 now
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implies continuity of the map f : (X, T ′X)→ (Y, TY ). It follows that f : A∪{z} → Y
is continuous at each z ∈ Z with respect to the original topology. �

A topological space X is said to be locally path-connected if for each x ∈ X and
each neighborhood U of x, there exists a neighborhood V ⊂ U of x, such that every
point y ∈ V can be connected to x by a path contained in U . In other words, the
inclusion V ↪→ U induces the map

π0(V )→ π0(U)

whose image is a singleton.

An open covering U = {Ui : i ∈ I} of a topological space X is called locally
finite if every subset J ⊂ I such that⋂

i∈J
Ui 6= ∅

is finite. Equivalently, every point x ∈ X has a neighborhood which intersects only
finitely many Ui’s.

The multiplicity of an open cover U = {Ui : i ∈ I} of a space X is the supremum
of cardinalities of subsets J ⊂ I so that⋂

i∈J
Ui 6= ∅.

A cover V is called a refinement of a cover U if every V ∈ V is contained in some
U ∈ U .

Definition 1.19. The (Lebesgue) covering dimension of a topological space
Y is the least number n such that the following holds: Every open cover U of Y
admits a refinement V which has multiplicity at most n+ 1.

The following example shows that the covering dimension is consistent with
our “intuitive” notion of dimension:

Example 1.20. If M is an n-dimensional topological manifold, then n equals
the covering dimension of M . See e.g. [Nag83].

1.4. Exhaustions of locally compact spaces

Definition 1.21. A family of compact subsets {Ki : i ∈ I} of a topological
space X is said to be an exhaustion of X if:

1.
⋃
i∈I Ki = X.

2. For each i ∈ I there exists j ∈ I such that

Ki ⊂ int(Kj).

Proposition 1.22. If X is locally compact, Hausdorff and second countable, it
admits an exhaustion by a countable collection of compact subsets. Moreover, there
exists a countable exhaustion {Kn : n ∈ N} of X such that Kn ⊂ intKn+1 for each
n.

Proof. If X is empty, there is nothing to prove, therefore we will assume that
X 6= ∅. Let B be a countable basis of X. Define U ⊂ B to be a subset of B
consisting of relatively compact sets.

Lemma 1.23. U is a basis of X.
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Proof. Let x ∈ X be a point and V a neighborhood of x. Since X is locally
compact, there exists a compact subset K ⊂ X with

x ∈ int(K) ⊂ V.
Then the boundary ∂K of K in X is disjoint from {x}. Since K is regular and B is
a basis, there exists a neighborhood W of ∂K in K and B ∈ B, a neighborhood of
x in X, such that B ⊂ int(K) and B ∩W = ∅. Then the closure B̄ of B is compact
(and, thus, B ∈ U) and contained in K \W ⊂ int(K). �

We define an exhaustion of X inductively. We begin by enumerating the ele-
ments of the cover:

U = {U1, U2, . . . , Un, . . . }.
Set K1 to be the closure of U1. Given a compact subset Kn containing

⋃n
i=1 Ui,

we consider its cover by elements of U . By compactness of Kn, there exists a finite
subcollection Uj1 , . . . Ujk ∈ U covering Kn. Set

Kn+1 :=

k⋃
s=1

U js ∪ Un+1.

This is the required exhaustion. �

1.5. Direct and inverse limits

Let I be a directed set, i.e. a partially ordered set, where every two elements i, j
have an upper bound, which is some k ∈ I such that i 6 k, j 6 k. The reader should
think of the set of real numbers, or positive real numbers, or natural numbers, as
the main examples of directed sets. A directed system of sets (or topological spaces,
or groups) indexed by I is a collection of sets (or topological spaces, or groups)
Ai, i ∈ I, and maps (or continuous maps, or homomorphisms) fij : Ai → Aj , i 6 j,
satisfying the following compatibility conditions:

(1) fik = fjk ◦ fij ,∀i 6 j 6 k,
(2) fii = Id.
An inverse system is defined similarly, except fij : Aj → Ai, i 6 j, and,

accordingly, in the first condition we use fij ◦ fjk = fik.
We will use the notation (Ai, fij , i, j ∈ I) for direct and inverse systems of sets,

spaces and groups.
The direct limit of the direct system of sets is the set

A = lim−→Ai =

(∐
i∈I

Ai

)
/ ∼,

where ai ∼ aj whenever fik(ai) = fjk(aj) for some k ∈ I. In particular, we have
maps fm : Am → A given by fm(am) = [am], where [am] is the equivalence class in
A represented by am ∈ Am. Note that

A =
⋃
m∈I

fm(Am).

If the sets Ai are groups, then we equip the direct limit with the group operation:

[ai] · [aj ] = [fik(ai) · fjk(aj)],

where k ∈ I is an upper bound for i and j.
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If the sets Ai are topological spaces, then we equip the direct limit with the
final topology, i.e. the topology where U ⊂ lim−→Ai is open if and only if f−1

i (U) is
open for every i ∈ I. In other words, this is the quotient topology descending from
the disjoint union of Ai’s.

Similarly, the inverse limit of an inverse system is

lim←−Ai =

{
(ai) ∈

∏
i∈I

Ai : ai = fij(aj),∀i 6 j
}
.

If the sets Ai are groups, we equip the inverse limit with the group operation
induced from the direct product of the groups Ai. If the sets Ai are topological
spaces, we equip the inverse limit with the initial topology, i.e. the subset topology
of the Tychonoff topology on the direct product. Explicitly, this is the topology
generated by the open sets of the form f−1

m (Um), where Um ⊂ Xm are open subsets
and fm : lim←−Ai → Am is the restriction of the coordinate projection.

Exercise 1.24. 1. Show that lim←−Ai is closed in
∏
i∈I Ai. 2. Conclude that if

each Ai is compact, then so is lim←−Ai.

Given a subset J ⊂ I, we have the restriction map

ρ :
∏
i∈I

Ai →
∏
j∈J

Aj , λ 7→ λ|
J

where we treat elements of the product spaces as functions I → ⋃
i∈I Ai and J →⋃

j∈J Aj respectively. A subposet J ⊂ I is called cofinal if for each i ∈ I there
exists j ∈ J such that i ≤ j.

Exercise 1.25. Show that if J ⊂ I is cofinal then the restriction map ρ is a
bijection between lim←−Ai and lim←−Aj .

Exercise 1.26. Assuming that each Ai is a Hausdorff topological space satisfy-
ing the first separation axiom (also denoted T1, requiring that singletons are closed
sets), show that lim←−Ai is a closed subset of the product space

∏
i∈I Ai. Conclude

that the inverse limit of a directed system of compact Hausdorff topological spaces
is again compact and Hausdorff. Conclude, furthermore, that if each Ai is totally
disconnected, then so is the inverse limit.

Suppose that each Ai is a topological space and we are given a subset A′i ⊂ Ai
with the subspace topology. Then we have a natural continuous embedding

ι :
∏
i∈I

A′i →
∏
i∈I

Ai

Exercise 1.27. Suppose that for each i ∈ I there exists j ∈ I such that
fij(Aj) ⊂ A′i. Verify that the map ι is a bijection.

We now turn from topological spaces to groups.

Exercise 1.28. Every group G is the direct limit of a direct system Gi, i ∈ I,
consisting of all finitely generated subgroups of G. Here the partial order on I is
given by inclusion and homomorphisms fij : Gi → Gj are tautological embeddings.

12



Exercise 1.29. Suppose that G is the direct limit of a direct system of groups
{Gi, fij : i, j ∈ I}. Assume also that for every i we are given a subgroup Hi 6 Gi
satisfying

fij(Hi) 6 Hj , ∀i 6 j.
Then the family of groups and homomorphisms

H = {Hi, fij |Hi : i, j ∈ I}
is again a direct system; let H denote the direct limit of this system. Show that
there exists a monomorphism φ : H → G, so that for every i ∈ I,

fi|Hi = φ ◦ hi : Hi → G,

where hi : Hi → H are the homomorphisms associated with the direct limit of the
system H.

Exercise 1.30. 1. Let H 6 G be a subgroup. Then |G : H| 6 n if and only
if the following holds: For every subset {g0, . . . , gn} ⊂ G, there exist i 6= j so that
gig
−1
j ∈ H.
2. Suppose that G is the direct limit of a system of groups {Gi, fij , i, j ∈ I}.

Assume also that there exist n ∈ N so that for every i ∈ I, the group Gi contains a
subgroup Hi of index 6 n and the assumptions of Exercise 1.29 are satisfied. Let
the group H be the direct limit of the system

{Hi, fij |Hi : i, j ∈ I}
and φ : H → G be the monomorphism as in Exercise 1.29. Show that

|G : φ(H)| 6 n.

1.6. Graphs

An unoriented graph Γ consists of the following data:
• a set V called the set of vertices of the graph;
• a set E called the set of edges of the graph;
• a map ι called incidence map defined on E and taking values in the set

of subsets of V of cardinality one or two.
We will use the notation V = V (Γ) and E = E(Γ) for the vertex and respec-

tively the edge set of the graph Γ. When {u, v} = ι(e) for some edge e, the two
vertices u, v are called the endpoints of the edge e; we say that u and v are adjacent
vertices.

An unoriented graph can also be seen as a 1-dimensional cell complex (see sec-
tion 1.7), with 0-skeleton V and with 1-dimensional cells/edges labeled by elements
of E, such that the boundary of each 1-cell e ∈ E is the set ι(e).

Note that in the definition of a graph we allow formonogons (i.e. edges connect-
ing a vertex to itself)1 and bigons2 (pairs of distinct edges with the same endpoints).
A graph is simplicial if the corresponding cell complex is a simplicial complex. In
other words, a graph is simplicial if and only if it contains no monogons or bigons3.

1Not to be confused with unigons, which are hybrids of unicorns and dragons.
2Also known as digons.
3and, naturally, no unigons, because those do not exist anyway.
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The incidence map ι defining a graph Γ is set-valued; converting ι into a map
with values in V × V , equivalently into a pair of maps E → V is the choice of an
orientation of Γ: An orientation of Γ is a choice of two maps

o : E → V, t : E → V

such that ι(e) = {o(e), t(e)} for every e ∈ E. In view of the Axiom of Choice, every
graph can be oriented.

Definition 1.31. An oriented or directed graph is a graph Γ equipped with an
orientation. The maps o and t are called the head (or origin) map and the tail map
respectively.

We will in general denote an oriented graph by Γ, its edge-set by E, and oriented
edges by ē.

Convention 1.32. In this book, unless we state otherwise, all graphs are
assumed to be unoriented.

The valency (or valence, or degree) of a vertex v of a graph Γ is the number of
edges having v as an endpoint, where every monogon with both endpoints equal to
v is counted twice. The valency of Γ is the supremum of valencies of its vertices.

Examples of graphs. Below we describe several examples of graphs which
will appear in this book.

Example 1.33 (n-rose). This graph, denoted Rn, has one vertex and n edges
connecting this vertex to itself.

Example 1.34. [i-star or i-pod] This graph, denoted Ti, has i + 1 vertices,
v0, v1, . . . , vi. Two vertices are connected by a unique edge if and only if one of
these vertices is v0 and the other one is different from v0. The vertex v0 is the
center of the star and the edges are called its legs.

Example 1.35 (n-circle). This graph, denoted Cn, has n vertices which are
identified with the n–th roots of unity:

vk = e2πik/n.

Two vertices u, v are connected by a unique edge if and only if they are adjacent to
each other on the unit circle:

uv−1 = e±2πi/n.

Example 1.36 (n-interval). This graph, denoted In, has the vertex set equal
to [1, n + 1] ∩ N, where N is the set of natural numbers. Two vertices n,m of this
graph are connected by a unique edge if and only if

|n−m| = 1.

Thus, In has n edges.

Example 1.37 (Half-line). This graph, denoted H, has the vertex set equal to
N (the set of natural numbers). Two vertices n,m are connected by a unique edge
if and only if

|n−m| = 1.

The subset [n,∞) ∩ N ⊂ V (H) is the vertex set of a subgraph of H also
isomorphic to the half-line H. We will use the notation [n,∞) for this subgraph.
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Example 1.38 (Line). This graph, denoted L, has the vertex set equal to Z,
the set of integers. Two vertices n,m of this graph are connected by a unique edge
if and only if

|n−m| = 1.

As with general cell complexes and simplicial complexes, we will frequently
conflate a graph with its geometric realization:

Definition 1.39. The geometric realization or underlying topological space of
an oriented graph Γ is the quotient space of the topological space

U =
⊔
v∈V
{v} t

⊔
ē∈Ē
{ē} × [0, 1]

by the equivalence relation

ē× {0} ∼ o(ē), ē× {1} ∼ t(ē).
One defines the geometric realization of an undirected graph Γ by converting

Γ to an oriented graph Γ; the topology of the resulting space is independent of the
orientation.

A morphism of graphs f : Γ → Γ′ is a pair of maps fV : V (Γ) → V (Γ′),
fE : E(Γ)→ E(Γ′) such that

ι′ ◦ fE = fV ◦ ι
where ι and ι′ are the incidence maps of the graphs Γ and Γ′ respectively. Thus,
every morphism of graphs induces a (nonunique) continuous map f : Γ → Γ′ of
geometric realizations, sending vertices to vertices and edges to edges. A monomor-
phism of graphs is a morphism such that the corresponding maps fV , fE are injec-
tive. The image of a monomorphism Γ→ Γ′ is a subgraph of Γ′. In other words, a
subgraph in a graph Γ′ is defined by subsets V ⊂ V (Γ′), E ⊂ E(Γ′) such that

ι′(e) ⊂ V
for every e ∈ E. A subgraph Γ′ of Γ is called full if every e = [v, w] ∈ E(Γ)
connecting vertices of Γ′, is an edge of Γ′.

A morphism f : Γ→ Γ′ of graphs which is invertible (as a morphism) is called
an isomorphism of graphs: More precisely, we require that the maps fV , fE are
invertible and the inverse maps define a morphism Γ′ → Γ. In other words, an
isomorphism of graphs is an isomorphism of the corresponding cell complexes.

Exercise 1.40. 1. For every isomorphism of graphs there exists a (nonunique)
homeomorphism f : Γ → Γ′ of geometric realizations, such that the images of the
edges of Γ are edges of Γ′ and images of vertices are vertices.

2. Isomorphisms of graphs are morphisms such that the corresponding vertex
and edge maps are bijective.

We use the notation Aut(Γ) for the group of automorphisms of a graph Γ.

An edge connecting two vertices u, v of a graph Γ will sometimes be denoted
by [u, v]: This is unambiguous if Γ is simplicial. A finite ordered set of edges of
the form [v1, v2], [v2, v3], . . . , [vn, vn+1] is called an edge-path in Γ. The number n
is called the combinatorial length of the edge-path. An edge-path in Γ is a cycle if
vn+1 = v1. A simple cycle (or a circuit) is a cycle with all vertices vi, i = 1, . . . , n,
pairwise distinct. In other words, a simple cycle is a subgraph isomorphic to the
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n-circle for some n. A graph Γ is connected if any two vertices of Γ are connected by
an edge-path. Equivalently, the topological space underlying Γ is path-connected.

A subgraph Γ′ ⊂ Γ is called a connected component of Γ if Γ′ is a maximal
(with respect to the inclusion) connected subgraph of Γ.

A simplicial tree is a connected graph without circuits.

Exercise 1.41. Simple cycles in a graph Γ′ are precisely subgraphs whose
underlying spaces are homeomorphic to the circle.

Maps of graphs. Sometimes, it is convenient to consider maps of graphs
which are not morphisms. A map of graphs f : Γ → Γ′ consists of a pair of maps
(g, h):

1. A map g : V (Γ) → V (Γ′) sending adjacent vertices to adjacent or equal
vertices;

2. A partially defined map of the edge-sets:

h : Eo → E(Γ′),

where Eo consists only of edges e of Γ whose endpoints v, w ∈ V (Γ) have distinct
images by g:

g(v) 6= g(w).

For each e ∈ Eo, we require the edge e′ = h(e) to connect the vertices g(o(e)), g(t(e)).
In other words, f amounts to a morphism of graphs Γo → Γ′, where the vertex set
of Γo is V (Γ) and the edge-set of Γo is Eo.

Collapsing a subgraph. Given a graph Γ and a (non-empty) subgraph Λ of
it, we define a new graph, Γ′ = Γ/Λ, by “collapsing” the subgraph Λ to a vertex.
Here is the precise definition. Define the partition V (Γ) = W tW c,

W = V (Λ), W c = V (Γ) \ V (Λ).

The vertex set of Γ′ equals
W c t {vo}.

Thus, we have a natural surjective map V (Γ)→ V (Γ′) sending each v ∈W c to itself
and each v ∈W to the vertex vo. The edge-set of Γ′ is in bijective correspondence
to the set of edges in Γ which do not connect vertices of Λ to each other. Each
edge e ∈ E(Γ) connecting v ∈ W c to w ∈ W projects to an edge, also called e,
connecting v to v0. If an edge e connects two vertices in W c, it is also retained and
connects the same vertices in Γ′.

The map V (Γ)→ V (Γ′) extends to a collapsing map of graphs κ : Γ→ Γ′.

Exercise 1.42. If Γ is a tree and Λ is a subtree, then Γ′ is again a tree.

Definition 1.43. Let F ⊂ V = V (Γ) be a set of vertices in a graph Γ. The
vertex-boundary of F , denoted by ∂V F , is the set of vertices in F each of which is
adjacent to a vertex in V \ F . Similarly, the exterior vertex-boundary of F is

∂V F = ∂V F
c.

The edge-boundary of F , denoted by E(F, F c), is the set of edges e such that
the set of endpoints ι(e) intersects both F and its complementary set F c in exactly
one element.
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Unlike the vertex-boundary, the edge boundary is the same for F , as for its com-
plement F c. There is a natural surjective map from the edge-boundary E(F, F c)
to the vertex-boundary ∂V F , sending each edge e ∈ E(F, F c) to the vertex v such
that {v} = ι(e) ∩ F . This map is at most C-to-1, where C is the valency of Γ.
Hence, assuming that C is finite, the cardinalities of the two types of boundaries
are comparable:

(1.4) |∂V F | 6 |E(F, F c)| 6 C|∂V F | ,

(1.5) |∂V F | 6 |E(F, F c)| 6 C|∂V F | ,
Definition 1.44. A simplicial graph Γ is bipartite if the vertex set V splits as

V = Y tZ, so that each edge e ∈ E has one endpoint in Y and one endpoint in Z.
In this case, we write Γ = Bip(Y,Z;E).

Exercise 1.45. Let W be an n-dimensional vector space over a field K, where
n > 3. Let Y be the set of 1-dimensional subspaces of W and let Z be the set of
2-dimensional subspaces of W . Define the bipartite graph Γ = Bip(Y,Z,E), where
y ∈ Y is adjacent to z ∈ Z if and only if, as subspaces in W , y ⊂ z.

(1) Compute (in terms of K and n) the valency of Γ, the (combinatorial)
length of the shortest circuit in Γ, and show that Γ is connected.

(2) Estimate from above the length of the shortest path between any pair of
vertices of Γ. Can you get a bound independent of K and n?

1.7. Complexes and homology

Complexes are higher-dimensional generalizations of graphs. In this book, we
will primarily use two types of complexes:

• Simplicial complexes.
• Cell complexes.

As we expect the reader to be familiar with basics of algebraic topology, we
will discuss simplicial and cell complexes only briefly.

1.7.1. Simplicial complexes.

Definition 1.46. A simplicial complex X consists of a set V = V (X), called
the vertex set ofX, and a collection S(X) of finite non-empty subsets of V ; members
of S(X) of cardinality n+ 1 are called n–dimensional simplices or n– simplices. A
simplicial complex is required to satisfy the following axioms:

(1) For every simplex σ ∈ S(X), every non-empty subset τ ⊂ σ is also a
simplex. The subset τ is called a face of σ. Vertices of σ are the 0-faces
of σ.

(2) Every singleton {v} ⊂ V is an element of S(X).

A simplicial map or morphism of two simplicial complexes f : X → Y is a map
f : V (X) → V (Y ) which sends simplices to simplices, where the dimension of a
simplex might decrease under f .

Products of simplicial complexes. Let X,Y be simplicial complexes. We
order all the vertices of X and Y . The product Z = X×Y is defined as a simplicial
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complex whose vertex set is V (X) × V (Y ). Let σ, τ be simplices in X and Y of
dimensions m and n respectively with vertex sets

σ(0) = {v0, . . . , vm}, τ (0) = {w0, . . . , wn}.
The product σ × τ , of course, is not a simplex (unless nm = 0), but it admits a
standard triangulation, whose vertex set is

σ(0) × τ (0).

This triangulation is defined as follows. Pairs uij = (vi, wj) are the vertices of σ×τ .
Distinct vertices

(ui0,j0 , . . . , uik,jk)

span a k-simplex in σ × τ if and only if i0 6 . . . 6 ik and j0 6 . . . 6 jk. These will
compose the set of simplices of Z, for arbitrary choices of σ and τ . The product
complex Z depends on the orderings of V (X) and V (Y ); however, which orderings
to choose will be irrelevant for our purposes.

We will use the notation X(i) for the i-th skeleton of the simplicial complex X,
i.e. the simplicial subcomplex with the same set of vertices but having as collection
of simplices only the simplices of dimension 6 i in X.

The geometric realization of an n-simplex is the standard simplex

∆n = {(x0, ..., xn) ∈ Rn+1 :

n∑
i=0

xi = 1, xi > 0, i = 0, . . . , n}.

Faces of ∆n are intersections of the standard simplex with coordinate subspaces of
Rn+1. Given a simplicial complex X, by gluing copies of standard simplices, one
obtains a topological space, which is a geometric realization of X.

We define the interior of the standard simplex ∆n as

int(∆n) = {(x0, ..., xn) ∈ Rn+1 :

n∑
i=0

xi = 1, xi > 0, i = 0, . . . , n}.

We refer to interiors of simplices in a simplicial complex X as open simplices in X.

A gallery in an n-dimensional simplicial complex X is a chain of n-simplices
σ1, . . . , σk such that σi ∩ σi+1 is an (n− 1)-simplex for every i = 1, . . . , k − 1.

A homotopy between simplicial maps f0, f1 : X → Y is a simplicial map F :
X × I → Y which restricts to fi on X × {i}, i = 0, 1. The tracks of the homotopy
F are the paths p(t) = F (x, t), x ∈ X.

Cohomology with compact support. Let X be a simplicial complex. Re-
call that besides the usual cohomology groups H∗(X;A) (with coefficients in a
ring A that the reader can assume to be Z or Z2), we also have cohomology with
compact support H∗c (X,A), defined as follows. Consider the usual cochain complex
C∗(X;A). We say that a cochain σ ∈ C∗(X;A) has compact support if it vanishes
outside a finite subcomplex in X. Thus, in each chain group Ck(X;A) we have the
subgroup Ckc (X;A) consisting of compactly supported cochains. Then the usual
coboundary operator δ satisfies

δ : Ckc (X;A)→ Ck+1
c (X;A).

The cohomology of the new cochain complex (C∗c (X;A), δ) is denoted H∗c (X;A)
and is called cohomology of X with compact support. Maps of simplicial complexes
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no longer induce homomorphisms of H∗c (X;A) since they do not preserve the com-
pact support property of cochains; however, proper maps of simplicial complexes
do induce natural maps on H∗c . Similarly, maps which are properly homotopic
induce equal homomorphisms of H∗c and proper homotopy equivalences induce iso-
morphisms of H∗c . In other words, H∗c satisfies the functoriality property of the
usual cohomology groups as long as we restrict to the category of proper maps.

Bounded cohomology. Another variation on this construction, which has
many applications in Geometric Group Theory, is the concept of bounded cohomol-
ogy.

Let A be a subgroup in R (the groups A = Z and A = R will be the main
examples here). One defines the group of bounded cochains Ckb (X;A) ⊂ Ck(X;A)
as the group consisting of cochains which are bounded as functions on Ck(X). It
is immediate that the usual coboundary operator satisfies

δk : Ckb (X;A)→ Ck+1
b (X;A)

for every k. This allows one to define groups of bounded cocycles Zkb (X;A) and
coboundaries Bk+1

b (X;A) as the kernel and image of the coboundary operator re-
stricted to Ckb (X;A). Hence, one defines the bounded cohomology groups

Hk
b (X;A) = Zkb (X;A)/Bkb (X;A).

The inclusion C∗b (X)→ C∗(X) induces the group homomorphism

Hk
b (X;A)→ Hk(X;A).

This is sometimes called the comparison map.

1.7.2. Cell complexes. A CW complex X is defined as the increasing union
of subspaces denoted X(n) (or Xn), called n-skeleta of X. The 0-skeleton X(0) of
X is a set with discrete topology. Assume that X(n−1) is defined. Let

Un :=
∐
α∈J

Dnα,

be a (possibly empty) disjoint union of closed n-balls Dnα. Suppose that for each
Dnα we have a continuous attaching map eα : ∂Dnα → X(n−1). This defines a map

en : ∂Un → X(n−1)

and an equivalence relation x ∼ y = en(x), x ∈ U, y ∈ X(n−1). The space X(n) is
the quotient space of X(n−1) t Un with the quotient topology with respect to this
equivalence relation. Each attaching map eα extends to the map êα : Dnα → X(n).
We will use the notation σ = Dnα/eα for the image of Dn in Xn, it is homeomorphic
to the quotient Dnα/ ∼. We will also use the notation eα = ∂êα and refer to the
image of eα as the boundary of the cell σ = êα(Dn), ∂σ = eα(∂Dn). The set

X :=
∐
n∈N

Xn

is equipped with the weak topology, where a subset C ⊂ X is closed if and only if
the intersection of C with each skeleton is closed (equivalently, the intersection of
C with each êα(Dnα) in X is closed). The space X, together with the collection of
maps eα, is called a CW complex. By abuse of terminology, the maps êα, the balls
Dnα, and their projections to X are called n-cells in X. Similarly, we will conflate
the cell complex X and its underlying topological space |X|. We will also refer
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to CW complexes simply as cell complexes, even though the usual notion of a cell
complex is less restrictive than the one of a CW complex.

We use the terminology of open n-cell in X for the open ball Dnα \ ∂Dnα, as well
as for the restriction of the map êα to the open ball Dnα \ ∂Dnα, and for the image
of this restriction. We refer to this open n-cell as the interior of the corresponding
n-cell.

We will use the notation σ for cells and σ◦ for their interiors.
The dimension of a cell complex X is the supremum of n’s such that X has an

n-cell. Equivalently, the dimension of X is its topological dimension.

Exercise 1.47. A subset K ⊂ X is compact if and only if it is closed and
contained in a finite union of cells.

Regular and almost regular cell complexes. A cell complex X is said to
be regular if every attaching map eα is one-to-one. For instance, every simplicial
complex is a regular cell complex. If D ⊂ Rn is a bounded convex polyhedron, then
D has a natural structure of regular cell complex X, where the faces of D are the
cells of X.

A regular cell complex is called triangular if every cell is naturally isomorphic
to a simplex. (Note that a triangular cell complex need not be simplicial since a
non-empty intersections of two cells need not be a single cell.)

A slightly more general notion is the one of almost regular cell complex. (We
could not find this notion in the literature and the terminology is ours.) A cell
complex X is almost regular if the boundary Sn−1 of every n-cell Dnα is given a
structure of regular cell complex Kα, so that the attaching map eα is one-to-one
on every open cell in Sn−1.

Examples 1.48. 1. Consider the 2-dimensional complex X constructed as
follows. The complex X has a single vertex and a single 1-cell, thus |X(1)| is
homeomorphic to S1. Let e : S1 → S1 be a k-fold covering. Attach the 2-cell D2 to
X(1) via the map e. The result is an almost regular (but not regular) cell complex
X.

2. Let X be the 2-dimensional cell complex obtained by attaching a single
2-cell to a single vertex by the constant map. Then X is not an almost regular cell
complex.

Almost regular 2-dimensional cell complexes (with a single vertex) appear nat-
urally in the context of group presentations, see Definition 7.92. For instance,
suppose that X is a simplicial complex and Y ⊂ X(1) is a forest, i.e. a subcomplex
isomorphic to a disjoint union of simplicial trees. Then the quotient X/Y is an
almost regular cell complex.

Barycentric subdivision of an almost regular cell complex. Our goal
is to (canonically) subdivide an almost regular cell complex X so that the result is
a triangular regular cell complex X ′ = Y . We define Y as an increasing union of
regular subcomplexes Yn (where Yn ⊂ Y (n) but, in general, is smaller).

First, set Y0 := X(0). Suppose that Yn−1 ⊂ Y (n−1) is defined, so that |Yn−1| =
|X(n−1)|. Consider the attaching maps eα : ∂Dnα → X(n−1). We take the preimage
of the regular cell complex structure of Yn−1 under eα to be a refinement Lα of the
regular cell complex structure Kα on Sn−1. We then define a regular cell complex
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Mα on Dn
α by coning off every cell in Lα from the origin o ∈ Dnα. Then the cells in

Mα are the cones Coneoα(s), where s is a cell in Lα.

subdivide

o
o

Figure 1.1. Barycentric subdivision of a 2-cell.

Since, by the induction assumption, every cell in Yn−1 is a simplex, its preimage
s in Sn−1 is also a simplex, thus Coneo(s) is a simplex as well. We then attach
each cell Dnα to Yn by the original attaching map eα. It is clear that the new
cells Coneoα(s) are embedded in Yn and each is naturally isomorphic to a simplex.
Lastly, we set

Y :=
⋃
n

Yn.

Second barycentric subdivision. Note that the complex X ′ constructed
above may not be a simplicial complex. The problem is that if x, y are distinct
vertices of Lj , their images under the attaching map eα could be the same (a point
z). Thus the edges [oj , x], [oj , y] in Yn+1 will intersect in the set {oj , z}. However,
if the complex X was regular, this problem does not arise and X ′ is a simplicial
complex. Thus, in order to promote X to a simplicial complex (whose geometric
realization is homeomorphic to |X|), we take the second barycentric subdivision X ′′
of X: Since X ′ is a regular cell complex, the complex X ′′ is naturally isomorphic
to a simplicial complex.

Mapping cylinders. Let f : X → Y be a map of topological spaces. The
mapping cylinder Mf of f is the quotient space of

X × [0, 1] t Y
by the equivalence relation:

(x, 1) ∼ f(x).

Similarly, given two maps fi : X → Yi, i = 0, 1, we form the double mapping cylinder
Mf1,f2 , which is the quotient space of

X × [0, 1] t Y0 t Y1

by the equivalence relation:

(x, i) ∼ fi(x), i = 0, 1.

If f : X → Y, fi : X → Yi, i = 0, 1, are cellular maps of cell complexes, then the
corresponding mapping cylinders and double mapping cylinders also have natural
structures of cell complexes.
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Morphisms of almost regular complexes.

Definition 1.49. Let X and Y be almost regular cell complexes. A cellular
map f : X → Y is said to be almost regular if for every n-cell σ in X either:

(a) f collapses σ, i.e. f(σ) ⊂ Y (n−1), or
(b) f maps the interior of σ homeomorphically onto the interior of an n-cell in

Y .
An almost regular map is regular or noncollapsing if only (b) occurs.

For instance, a simplicial map of simplicial complexes is always almost regular,
while a simplicial topological embedding of simplicial complexes is noncollapsing.
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CHAPTER 2

Metric spaces

2.1. General metric spaces

A metric space is a set X endowed with a function dist : X×X → R satisfying
the following properties:

(M1) dist(x, y) > 0 for all x, y ∈ X; dist(x, y) = 0 if and only if x = y;

(M2) (Symmetry) for all x, y ∈ X, dist(y, x) = dist(x, y);

(M3) (Triangle inequality) for all x, y, z ∈ X, dist(x, z) 6 dist(x, y)+dist(y, z).
The function dist is called metric or distance function. Occasionally, we will

relax the axiom (M1) and allow dist(x, y) = 0 even for distinct points x, y ∈ X; we
will also allow dist to take infinite values, in which case we will interpret triangle
inequalities following the usual calculus conventions (a +∞ = ∞ for every a ∈
R ∪ {∞}, etc.). With these changes in the definition, we will refer to dist as a
pseudo-distance or pseudo-metric.

Notation. We will use the notation d or dist to denote the metric on a metric
space X. For x ∈ X and A ⊂ X we will use the notation dist(x,A) for the minimal
distance from x to A, i.e.

dist(x,A) = inf{d(x, a) : a ∈ A}.
Similarly, given two subsets A,B ⊂ X, we define their minimal distance

dist(A,B) = inf{d(a, b) : a ∈ A, b ∈ B}.
For subsets A,B ⊂ X we let

pdistHaus(A,B) = max

(
sup
a∈A

dist(a,B), sup
b∈B

dist(b, A)

)
denote the Hausdorff (pseudo-) distance between A and B in X. Two subsets of
X are called Hausdorff-close if they are within finite Hausdorff distance from each
other. See Section 2.4 for further details on this distance and its generalizations.

Given two maps fi : (X,distX) → (Y,distY ), i = 1, 2, we define the distance
between these maps

dist(f1, f2) := sup
x∈X

dist(f1(x), f2(x)) ∈ [0,∞].

Let (X,dist) be a metric space. We will use the notation NR(A) to denote the
open R-neighborhood of a subset A ⊂ X, i.e. NR(A) = {x ∈ X : dist(x,A) < R}.
In particular, if A = {a} then NR(A) = B(a,R) is the open R-ball centered at a.

We will use the notation NR(A), B(a,R) to denote the corresponding closed
neighborhoods and closed balls, defined by non-strict inequalities.
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We denote by S(x, r) the sphere with center x and radius r, i.e. the set

{y ∈ X : dist(y, x) = r}.
We will use the notation AB to denote a geodesic segment connecting the

point A to the point B in X: Note that such a segment may be non-unique, so our
notation is slightly ambiguous. Similarly, we will use the notation 4(A,B,C) or
T (A,B,C) for a geodesic triangle in X with the vertices A,B,C. The perimeter
of a triangle is the sum of its side-lengths (lengths of its edges). Lastly, we will
use the notation N(A,B,C) for a solid triangle in a surface with the given vertices
A,B and C. Precise definitions of geodesic segments and triangles will be given in
section 2.2.

A metric space is said to satisfy the ultrametric inequality if

dist(x, z) 6 max(dist(x, y),dist(y, z)),∀x, y, z ∈ X.
We will see some examples of ultrametric spaces in section 2.9.

Every norm ‖ · ‖ on a vector space V defines a metric on V :

dist(u, v) = ‖u− v‖.
The standard examples of norms on the n-dimensional real vector space V are:

‖v‖p =

(
n∑
i=1

|xi|p
)1/p

, 1 6 p <∞,

and
‖v‖max = ‖v‖∞ = max{|x1|, . . . , |xn|}.

In what follows, our default assumption, unless stated otherwise, is that Rn is
equipped with the Euclidean metric, defined by the `2-norm ‖v‖2; we will also use
the notation En for the Euclidean n-space.

Exercise 2.1. Show that the Euclidean plane E2 satisfies the parallelogram
identity: If A,B,C,D are vertices of a parallelogram P in E2 with the diagonals
AC and BD, then

(2.1) d2(A,B) + d2(B,C) + d2(C,D) + d2(D,A) = d2(A,C) + d2(B,D),

i.e. sum of squares of the lengths of the sides of P equals the sum of squares of the
length of the diagonals of P .

If X,Y are metric spaces, the product metric on the direct product X × Y is
defined by the formula

(2.2) d2((x1, y1), (x2, y2)) = d2(x1, x2) + d2(y1, y2).

We will need a separation lemma, which is standard (see for instance [Mun75,
§32]), but we include a proof for the convenience of the reader.

Lemma 2.2. Every metric space X is perfectly normal.

Proof. Let A, V ⊂ X be disjoint closed subsets. Both functions distA, distV ,
which assign to x ∈ X its minimal distance to A and to V respectively, are clearly
continuous. Therefore, the ratio

σ(x) :=
distA(x)

distV (x)
, σ : X → [0,∞],
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is continuous as well. Let τ : [0,∞] → [0, 1] be a continuous monotone function
such that τ(0) = 0, τ(∞) = 1, e.g.

τ(y) =
2

π
arctan(y), y 6=∞, τ(∞) := 1.

Then the composition ρ := τ ◦ σ satisfies the required properties. �

A metric space (X,dist) is called proper if for every p ∈ X and R > 0 the closed
ball B(p,R) is compact. In other words, the distance function dp(x) = d(p, x) is
proper.

Definition 2.3. Given a function φ : R+ → N, a metric space X is called φ–
uniformly discrete if each ball B(x, r) ⊂ X contains at most φ(r) points. A metric
space is called uniformly discrete if it is φ–uniformly discrete for some function φ.

Note that every uniformly discrete metric space necessarily has discrete topol-
ogy.

Given two metric spaces (X,distX), (Y,distY ), a map f : X → Y is an isomet-
ric embedding if for every x, x′ ∈ X

distY (f(x), f(x′)) = distX(x, x′) .

The image f(X) of an isometric embedding is called an isometric copy of X in Y .
A surjective isometric embedding is called an isometry, and the metric spaces

X and Y are called isometric. A surjective map f : X → Y is called a similarity
with factor λ if for all x, x′ ∈ X,

distY (f(x), f(x′)) = λdistX(x, x′) .

The group of isometries of a metric spaceX is denoted Isom(X). A metric space
is called homogeneous if Isom(X) acts transitively on X, i.e. for every x, y ∈ X
there exists an isometry f : X → X such that f(x) = y.

2.2. Length metric spaces

Throughout this book, by a path in a topological space X we mean a continuous
map p : [a, b] → X. A path is said to join (or connect) two points x, y if p(a) =
x, p(b) = y. We will frequently conflate a path and its image.

Given a path p in a metric space X, one defines the length of p as follows. A
partition

a = t0 < t1 < . . . < tn−1 < tn = b

of the interval [a, b] defines a finite collection of points p(t0), p(t1), . . . , p(tn−1), p(tn)
in the space X. The length of p is then defined to be

(2.3) length(p) = sup
a=t0<t1<···<tn=b

n−1∑
i=0

dist(p(ti), p(ti+1))

where the supremum is taken over all possible partitions of [a, b] and all integers n.
If the length of p is finite then p is called rectifiable, otherwise the path p is

called non-rectifiable.
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Exercise 2.4. Consider a C1-smooth path in the Euclidean space p : [a, b]→
Rn , p(t) = (x1(t), . . . , xn(t)). Prove that its length (defined above) is given by the
familiar formula

length(p) =

ˆ b

a

√
[x′1(t)]2 + . . .+ [x′n(t)]2 dt.

Similarly, if (M, g) is a connected Riemannian manifold and dist is the Rie-
mannian distance function (see section 3.3), then the two notions of length, given
by equations (3.1) and by (2.3), coincide for smooth paths.

Exercise 2.5. Prove that the graph of the function f : [0, 1]→ R,

f(x) =

{
x sin 1

x if 0 < x 6 1 ,
0 if x = 0 ,

is a non-rectifiable path joining (0, 0) and (1, sin(1)).

Let (X,dist) be a metric space. We define a new metric dist` on X, known
as the induced intrinsic metric: dist`(x, y) is the infimum of the lengths of all
rectifiable paths joining x to y.

Exercise 2.6. Show that:
1. dist` is a metric on X with values in [0,∞].
2. dist 6 dist`.

Suppose that p : [0, b] → X is a path joining x to y and realizing the finite
infimum in the definition of the distance D = dist`(x, y). We will (re)parameterize
p by its arc-length:

q(s) = p(t),

where
s = length(p|

[0,t]
)).

The resulting path q : [0, D]→ (X,dist`) is called a geodesic segment in (X,dist`).
Note that in a path metric space, a priori, not every two points are connected by

a geodesic. We extend the notion of geodesic to general metric spaces: A geodesic in
a metric space (X,dist) is an isometric embedding g of an interval in R intoX. Note
that this notion is different from the one in Riemannian geometry, where geodesics
are isometric embeddings only locally, and need not be arc-length parameterized.
A geodesic is called a geodesic ray if it is defined on an interval (−∞, a] or [a,+∞),
and it is called bi-infinite or complete if it is defined on R. As with paths, we will
frequently conflate geodesics and their images.

Exercise 2.7. Prove that for (X,dist`) the two notions of geodesics (for maps
of finite intervals) agree.

Definition 2.8. A metric space (X,dist) such that dist = dist` is called a
length (or path) metric space.

Definition 2.9. A metric space X is called geodesic if every two points in X
are connected by a geodesic path. A subset A in a metric space X is called convex
if for every two points x, y ∈ A there exists a geodesic γ : [0, D]→ A connecting x
and y.

Exercise 2.10. Each geodesic metric space is locally path-connected.
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A geodesic triangle T = T (A,B,C) or ∆(A,B,C) with vertices A,B,C in
a metric space X is a collection of geodesic segments AB,BC,CA in X. These
segments are called edges of T . We would like to emphasize that triangles in this
book are 1-dimensional objects; we will use the terminology solid triangle to denote
the corresponding 2-dimensional object.

Later on, in Chapters 4 and 11 we will use generalized triangles, where some
edges are geodesic rays or, even, complete geodesics. The corresponding vertices of
the generalized triangles will be points of the ideal boundary of X.

Examples 2.11. (1) Rn with the Euclidean metric is a geodesic metric
space.

(2) Rn \ {0} with the Euclidean metric is a length metric space, but not a
geodesic metric space.

(3) The unit circle S1 with the metric inherited from the Euclidean metric of
R2 (the chordal metric) is not a length metric space. The induced intrinsic
metric on S1 is the one that measures distances as angles in radians, it is
the distance function of the Riemannian metric induced by the embedding
S1 → R2.

(4) The Riemannian distance function dist defined for a connected Riemann-
ian manifold (M, g) (see section 3.3) is a path-metric. If this metric is
complete, then the path-metric is geodesic.

(5) Every connected graph equipped with the standard distance function (see
section 2.3) is a geodesic metric space.

Exercise 2.12. If X,Y are geodesic metric spaces, so is X × Y . If X,Y are
path-metric spaces, so is X × Y . Here X × Y is equipped with the product metric
defined by the formula (2.2).

Theorem 2.13 (Hopf–Rinow Theorem [Gro07]). If a length metric space is
complete and locally compact, then it is geodesic and proper.

Exercise 2.14. Construct an example of a metric space X which is not a
length metric space, so that X is complete, locally compact, but is not proper.

2.3. Graphs as length spaces

Let Γ be a connected graph. Recall that we are conflating Γ and its geometric
realization; the notation x ∈ Γ below will simply mean that x is a point of the
geometric realization.

We introduce a path-metric dist on the geometric realization of Γ as follows.
We declare every edge of Γ to be isometric to the unit interval in R. Then, the
distance between any vertices of Γ is the combinatorial length of the shortest edge-
path connecting these vertices. Of course, points of the interiors of edges of Γ are
not connected by any edge-paths. Thus, we consider fractional edge-paths, where
in addition to the edges of Γ we allow intervals contained in the edges. The length
of such a fractional path is the sum of lengths of the intervals in the path. Then,
for x, y ∈ Γ,

dist(x, y) = inf
p

(length(p)) ,

where the infimum is taken over all fractional edge-paths p in Γ connecting x to y.
The metric dist is called the standard metric on Γ.
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Exercise 2.15. a. Show that infimum is the same as minimum in this defini-
tion.

b. Show that every edge of Γ (treated as a unit interval) is isometrically em-
bedded in (Γ,dist).

c. Show that dist is a path-metric.
d. Show that dist is a complete metric.

The notion of a standard metric on a graph generalizes to the concept of a
metric graph, which is a connected graph Γ equipped with a path-metric dist`.
Such path-metric is, of course, uniquely determined by the lengths of edges of Γ
with respect to the metric d.

Example 2.16. Consider Γ which is the complete graph on 3 vertices (a tri-
angle) and declare that two edges e1, e2 of Γ are unit intervals and the remaining
edge e3 of Γ has length 3. Let dist` be the corresponding path-metric on Γ. Then
e3 is not isometrically embedded in (Γ,dist`).

Diameters in graphs. Recall that the diameter of a metric space is the
supremum of distances between its points. Suppose that Γ is a connected graph
equipped with the standard metric. A subgraph Γ′ of Γ is called a diameter of Γ,
if Γ′ is isomorphic to the n-interval In, where n = diam(Γ) is the diameter of Γ.
This should not cause a confusion since one diameter is a number, while the other
diameter is a subgraph.

Exercise 2.17. Suppose that T is a tree of finite diameter n. Then:
1. Any two diameters of T have non-empty intersection.
2. The intersection C of all diameters of T is non-empty. The subtree C is the

core of T .
3. Each connected component of T \ C has diameter strictly less than n.

Exercise 2.18. Show that each connected graph of finite valence and infinite
diameter contains an isometrically embedded copy of R+.

Lemma 2.19. Suppose that f : H → T is a map of graphs, where H is the
half-line and T is a tree, such that diam(f(H)) is finite. Then there exists a vertex
v ∈ T such that f−1(v) is unbounded.

Proof. The proof is by induction on D = diam(f(H)). If D = 1, there is
nothing to prove. Suppose that D is at least 2. The image subgraph f(H) is
connected and, hence, is a subtree A ⊂ T . Let C ⊂ A be the core of A as in
Exercise 2.17. If there exists a vertex a ∈ V (C) with infinite preimage f−1(a), we
are done. Otherwise, there exists n such that

f([n,∞)),

is disjoint from C. Since the subgraph H ′ = [n,∞) is isomorphic to the half-line
H, we obtain a new map of graph f |

H′ : H ′ → T . The diameter of the image of
this map is strictly less than D. Lemma follows from the induction hypothesis. �

2.4. Hausdorff and Gromov–Hausdorff distances. Nets

The Hausdorff distance between two distinct spaces (for instance, between a
space and a dense subspace in it) can be zero. The Hausdorff distance becomes
a genuine distance only when restricted to certain classes of subsets, for instance,
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to the class of compact subsets of a metric space. Still, for simplicity, we call it a
distance or a metric in all cases.

The Hausdorff distance defines the topology of Hausdorff–convergence on the
set KX of compact subsets of a metric space X. This topology extends to the set
CX of closed subsets of X as follows. Given ε > 0 and a compact K ⊂ X we define
the neighborhood Uε,K of a closed subset C ∈ CX to be

{Z ∈ CX : distHaus(Z ∩K,C ∩K) < ε}.
This system of neighborhoods generates a topology on CX , called Chabauty topology.
Thus, a sequence Ci ∈ CX converges to a closed subset C ∈ CX if and only if for
every compact subset K ⊂ X,

lim
i→∞

(Ci ∩K) = C ∩K,

where the limit is in the topology of Hausdorff–convergence.

M. Gromov defined in [Gro81a, section 6] the modified Hausdorff pseudo-
distance (also called the Gromov–Hausdorff pseudo-distance) on the class of proper
metric spaces:

pdistGH((X, dX), (Y, dY )) = inf
(x,y)∈X×Y

inf{ε > 0 | ∃ a pseudo-metric(2.4)

dist on M = X t Y, such that dist(x, y) < ε,dist|
X

= dX ,dist|
Y

= dY and

B(x, 1/ε) ⊂ Nε(Y ), B(y, 1/ε) ⊂ Nε(X)} .
For homogeneous metric spaces the modified Hausdorff pseudo-distance coin-

cides with the pseudo-distance for the pointed metric spaces:

distH((X, dX , x0), (Y, dY , y0)) = inf{ε > 0 | ∃ a pseudo-metric(2.5)

dist on M = X t Y such that dist(x0, y0) < ε, dist|X = dX ,dist|Y = dY ,

B(x0, 1/ε) ⊂ Nε(Y ), B(y0, 1/ε) ⊂ Nε(X)} .
This pseudo-distance becomes a metric when restricted to the class of proper
pointed metric spaces. Note that since we use pseudo-metrics in order to define
dGH and dH , instead of considering pseudo-metrics on the disjoint union X tY , we
can as well consider pseudo-metrics on spaces Z such that X,Y embed isometrically
in Z.

In order to simplify the terminology we shall refer to all three pseudo-distances
as ‘distances’ or ‘metrics.’

One can associate to every metric space (X,dist) a discrete metric space at
finite Hausdorff distance from X, as follows.

Definition 2.20. An ε–separated subset A in X is a subset such that

dist(a1, a2) > ε , ∀a1, a2 ∈ A, a1 6= a2 .

A subset S of a metric space X is said to be r-dense in X if the Hausdorff
distance between S and X is at most r. In other words, for every x ∈ X, we have
the inequality dist(x, S) 6 r.
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Definition 2.21. An ε-separated δ–net in a metric space X is a subset of X
that is ε–separated and δ–dense.

An ε-separated net in X is a subset that is ε–separated and 2ε–dense.

When the constants ε and δ are not relevant we shall not mention them and
simply speak of separated nets.

Lemma 2.22. A maximal (with respect to inclusion) δ–separated set in X is a
δ–separated net in X.

Proof. Let N be a maximal δ–separated subset in X. For every x ∈ X \N ,
the set N ∪ {x} is no longer δ–separated, by maximality of N . Hence there exists
y ∈ N such that dist(x, y) < δ. �

By Zorn’s lemma a maximal δ–separated subset always exists. Thus, every
metric space contains a δ–separated net, for any δ > 0.

Exercise 2.23. Prove that if (X,dist) is compact then every separated net in
X is finite; hence, every separated subset in X is finite.

Definition 2.24 (Rips complex). Let (X,dist) be a metric space. For R > 0
we define a simplicial complex RipsR(X): Its vertices are points of X; vertices
x0, x1, ..., xn span a simplex if and only if for all i, j,

dist(xi, xj) 6 R.
The simplicial complex RipsR(X) is called the R-Rips complex of X.

We will discuss Rips complexes in more detail in Section 9.2.1.

Remark 2.25. The complex Ripsr(X) was first introduced by Leopold Vietors
in [Vie27], who was primarily interested in the case of compact metric spaces X
and small values of r. This complex was reinvented by Eliyahu Rips in 1980s with
the primary goal of studying hyperbolic groups, where X is a hyperbolic group
equipped with the word metric and r is large. Accordingly, the complex Ripsr(X)
is also known as the Vietoris complex and the Vietoris-Rips complex.

2.5. Lipschitz maps and Banach-Mazur distance

If one attempts to think of metrics spaces categorically, one wonders what is
the right notion of morphism in metric geometry. It turns out that depending on
the situation, one has to use different notions of morphisms. Lipschitz (especially
1-Lipschitz) and locally Lipschitz maps appear to be the most useful. However, as
we will see throughout the book, other classes of maps are also important, especially
quasiisometric, quasisymmetric and uniformly proper maps.

2.5.1. Lipschitz and locally Lipschitz maps. A map f : X → Y between
two metric spaces (X,distX), (Y, distY ) is L-Lipschitz, where L is a positive number,
if for all x, x′ ∈ X

distY (f(x), f(x′)) 6 LdistX(x, x′) .

A map which is L-Lipschitz for some L > 0 is called simply Lipschitz.

Exercise 2.26. 1. Show that every L-Lipschitz path p : [0, 1]→ X is rectifiable
and length(p) 6 L.

2. Show that a map f : X → Y is an isometry if and only if f is 1-Lipschitz
and admits a 1-Lipschitz inverse.
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For a Lipschitz function f : X → R let Lip(f) denote

(2.6) Lip(f) := inf{L : f is L–Lipschitz}
Exercise 2.27. Suppose that f, g are Lipschitz functions on X. Let ‖f‖, ‖g‖

denote the sup-norms of f and g on X. Show that
1. “Sum rule”: Lip(f + g) 6 Lip(f) + Lip(g).
2. “Product rule”: Lip(fg) 6 Lip(f)‖g‖+ Lip(g)‖f‖.
3. “Ratio rule”:

Lip

(
f

g

)
6 Lip(f)‖g‖+ Lip(g)‖f‖

infx∈X g2(x)
.

Note that in case when f is a smooth function on a Riemannian manifold (e.g.,
on Rn), these formulae follow from the formulae for the derivatives of the sum,
product and ratio of two functions.

The following is a fundamental theorem about Lipschitz maps between Eu-
clidean spaces:

Theorem 2.28 (Rademacher Theorem, see Theorem 3.1 in [Hei01]). Let U be
an open subset of Rn and let f : U → Rm be Lipschitz. Then f is differentiable at
almost every point in U .

A map f : X → Y is called locally Lipschitz if for every x ∈ X there exists
ε > 0 so that the restriction f |

B(x,ε)
is Lipschitz. We let Liploc(X;Y ) denote the

space of locally Lipschitz maps X → Y . We set Liploc(X) := Liploc(X;R).

Exercise 2.29. Fix a point p in a metric space (X,dist) and define the function
distp by distp(x) := dist(x, p). Show that this function is 1-Lipschitz. Prove the
same for the function distA(x) = dist(x,A), where A ⊂ X is a non-empty subset.

Lemma 2.30 (Lipschitz bump-function). Let 0 < R < ∞. Then there exists a
1
R–Lipschitz function ϕ = ϕp,R on X such that

1. Supp(ϕ) = B(p,R).
2. ϕ(p) = 1.
3. 0 6 ϕ 6 1 on X.

Proof. We first define the function ζ : R+ → [0, 1] which vanishes on the
interval [R,∞), is linear on [0, R] and equals 1 at 0. Then ζ is 1

R–Lipschitz. Now
take ϕ := ζ ◦ distp. �

Lemma 2.31 (Lipschitz partition of unity). Suppose that we are given a lo-
cally finite covering of a metric space X by a countable set of open Ri-balls Bi :=
B(xi, Ri), i ∈ I ⊂ N. Then there exists a collection of Lipschitz functions ηi, i ∈ I,
so that:

1.
∑
i ηi ≡ 1.

2. 0 6 ηi 6 1, ∀i ∈ I.
3. Supp(ηi) ⊂ B(xi, Ri), ∀i ∈ I.
Proof. For each i define the bump-function using Lemma 2.30:

ϕi := ϕxi,Ri .

Then the function
ϕ :=

∑
i∈I

ϕi
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is positive on X. Finally, define
ηi :=

ϕi
ϕ
.

It is clear that the functions ηi satisfy all the required properties. �

Remark 2.32. Since the collection of balls {Bi} is locally finite, it is clear that
the function

L(x) := sup
i∈I,ηi(x)6=0

Lip(ηi)

is bounded on compact sets in X, however, in general, it is unbounded on X. We
refer the reader to the equation (2.6) for the definition of Lip(ηi).

From now on, we assume that X is a proper metric space.

Proposition 2.33. Liploc(X) is a dense subset in C(X), the space of contin-
uous functions X → R, equipped with the compact-open topology.

Proof. Fix a base-point o ∈ X and let An, n ∈ N, denote the annulus

{x ∈ X : n− 1 6 dist(x, o) 6 n}.
Let f be a continuous function on X. Pick ε > 0. Our goal is to find a locally
Lipschitz function g on X so that |f(x) − g(x)| < ε for all x ∈ X. Since f is
uniformly continuous on compact sets, for each n ∈ N there exists δ = δ(n, ε) such
that

∀x, x′ ∈ An, dist(x, x′) < δ ⇒ |f(x)− f(x′)| < ε .

Therefore for each n we find a finite subset

Xn := {xn,1, . . . , xn,mn} ⊂ An
so that for r := δ(n, ε)/4, R := 2r, the open balls Bn,j := B(xn,j , r) cover An. We
reindex the set of points {xn,j} and the balls Bn,j with a countable set I. Thus, we
obtain an open locally finite covering of X by the balls Bj , j ∈ I. Let {ηj , j ∈ I}
denote the corresponding Lipschitz partition of unity. It is then clear that

g(x) :=
∑
i∈I

ηi(x)f(xi)

is a locally Lipschitz function. For x ∈ Bi let J ⊂ I be such that

x /∈ B(xj , Rj), ∀j /∈ J.
Then |f(x)− f(xj)| < ε for all j ∈ J . Therefore

|g(x)− f(x)| 6
∑
j∈J

ηj(x)|f(xj)− f(x)| < ε
∑
j∈J

ηj(x) = ε
∑
i∈I

ηj(x) = ε.

It follows that |f(x)− g(x)| < ε for all x ∈ X. �
A relative version of Proposition 2.33 also holds:

Proposition 2.34. Let A ⊂ X be a closed subset contained in a subset U which
is open in X. Then, for every ε > 0 and every continuous function f ∈ C(X) there
exists a function g ∈ C(X) so that:

1. g is locally Lipschitz on X \ U .
2. ‖f − g‖ < ε.
3. g|

A
= f |

A
.
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Proof. For the closed set V := X \ U pick a continuous function ρ = ρA,V
separating the sets A and V . Such a function exists, by Lemma 2.2. According to
Proposition 2.33, there exists h ∈ Liploc(X) such that ‖f − h‖ < ε. Then take

g(x) := ρ(x)h(x) + (1− ρ(x))f(x).

We leave it to the reader to verify that g satisfies all the requirements of the propo-
sition. �

2.5.2. Bi–Lipschitz maps. The Banach-Mazur distance. A map of met-
ric spaces f : X → Y is L−bi-Lipschitz, for some constant L > 1, if it is a bijection
and both f and f−1 are L-Lipschitz for some L; equivalently, f is surjective and
there exists a constant L > 1 such that for every x, x′ ∈ X

1

L
distX(x, x′) 6 distY (f(x), f(x′)) 6 LdistX(x, x′) .

A bi-Lipschitz embedding is defined by dropping surjectivity assumption.

Example 2.35. Let (M, g) and (N,h) be two connected Riemannian manifolds
(see section 3.3). Then a diffeomorphism f : M → N is L-bi-Lipschitz if and only
if

L−1 6
√
f∗h
g
6 L.

In other words, for every tangent vector v ∈ TM ,

L−1 6 |df(v)|
|v| 6 L.

If there exists a bi-Lipschitz map f : X → Y , the metric spaces (X,distX) and
(Y,distY ) are called bi-Lipschitz equivalent or bi-Lipschitz homeomorphic. If dist1

and dist2 are two distances on the same metric space X such that the identity map
id : (X,dist1) → (X,dist2) is bi-Lipschitz, then we say that dist1 and dist2 are
bi-Lipschitz equivalent.

Examples 2.36. (1) Any two metrics d1, d2 on Rn defined by two norms
on Rn are bi-Lipschitz equivalent.

(2) Any two left-invariant Riemannian metrics on a connected real Lie group
define bi-Lipschitz equivalent distance functions.

Example 2.37. If T : V → W is a continuous linear map between Banach
spaces, then

Lip(T ) = ‖T‖,
the operator norm of T .

The Banach-Mazur distance distBM (V,W ) between two Banach spaces V and
W is

log
(

inf
T :V→W

(
‖T‖ · ‖T−1‖

))
,

where the infimum is taken over all bounded invertible linear maps T : V → W
with bounded inverse. The reader can think of distBM as a Banach-space analogue
(and precursor) of the Gromov–Hausdorff distance between metric spaces.

Exercise 2.38. Show that distBM is a metric on the set of n-dimensional
Banach spaces.
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Theorem 2.39 (John’s Theorem, see e.g. [MS86], Theorem 3.3). For every
pair of n-dimensional normed vector spaces V,W , distBM (V,W ) 6 log(n).

2.6. Hausdorff dimension

In this section we review the concept of Hausdorff dimension for metric spaces.
We let ωn denote the volume of the unit Euclidean n-ball. The function ωn

extends to R+ by the formula

ωα =
πα/2

Γ(1 + α/2)
,

where Γ is the Gamma-function.
LetK be a metric space and α > 0. The α–Hausdorff measure µα(K) is defined

as

(2.7) ωα lim
r→0

inf
∑
i

rαi ,

where the infimum is taken over all countable coverings of K by balls B(xi, ri),
ri 6 r. The motivation for this definition is that the volume of the Euclidean r-
ball of dimension n ∈ N is ωnrn; hence, the Lebesgue measure of a (measurable)
subset of Rn equals its n-Hausdorff measure. Euclidean spaces, of course, have
integer dimension, the point of Hausdorff measure and dimension is to extend the
definition to the non-integer case.

Exercise 2.40. Suppose that f : X → Y is an L-Lipschitz map between metric
spaces. Show that

µα(f(X)) 6 Lαµα(X).

The Hausdorff dimension of the metric space K is defined as:

dimH(K) := inf{α : µα(K) = 0}.
Exercise 2.41. Verify that the Euclidean space Rn has Hausdorff dimension n.

We will need the following theorem:

Theorem 2.42 (L. Sznirelman; see [HW41]). The covering dimension dim(X)
of a proper metric space X is at most the Hausdorff dimension dimH(X).

Let A ⊂ X be a closed subset. Recall that Dn := B(0, 1) ⊂ Rn denotes the
closed unit ball in Rn. Define

C(X,A;Bn) := {f ∈ C(X,Dn) : f(A) ⊂ Sn−1 = ∂Dn}.
An immediate consequence of Proposition 2.34 is the following.

Corollary 2.43. For every function f ∈ C(X,A;Dn) and open set U ⊂ X
containing A, there exists a sequence of functions gi ∈ C(X,A;Dn) such that for
all i ∈ N:

1. gi|A = f |A.
2. gi ∈ Liploc(X \ U ;Rn).

For a continuous map f : X → Dn define A = Af as

A := f−1(Sn−1).
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Definition 2.44. The map f is inessential if it is homotopic rel. A to a map
f ′ : X → Sn−1. An essential map is the one which is not inessential.

We will be using the following characterization of the covering dimension, due
to P. S. Alexandrov:

Theorem 2.45 (P. S. Alexandrov, see Theorem III.5 in [Nag83]). A space X
satisfies dim(X) < n if and only if every continuous map f : X → Dn is inessential.

We are now ready to prove Theorem 2.42.
Proof of Theorem 2.42. Suppose that dimH(X) < n. We will prove that

dim(X) < n as well. We need to show that every continuous map f : X → Dn is
inessential. Let D denote the annulus

{x ∈ Rn : 1/2 < |x| 6 1}.
Set A := f−1(Sn−1) and U := f−1(D).

Take the sequence gi given by Corollary 2.43. Since each gi is homotopic to f
rel. A, it suffices to show that some gi is inessential. Since f = limi→∞ gi, it follows
that for all sufficiently large i,

gi(U) ∩B
(

0,
1

3

)
= ∅.

We claim that the image of every such gi misses a point in B
(
0, 1

3

)
. Indeed, since

dimH(X) < n, the n-dimensional Hausdorff measure of X is zero. However, each

gi|X\U
is locally Lipschitz. Therefore gi(X \ U) has zero n-dimensional Hausdorff (and
hence Lebesgue) measure, see Exercise 2.40. It follows that gi(X) misses a point
y in B

(
0, 1

3

)
. Composing gi with the retraction Dn \ {y} → Sn−1 we get a map

f ′ : X → Sn−1 which is homotopic to f rel. A. Thus f is inessential and, therefore,
dim(X) < n. �

2.7. Norms and valuations

In this and the following section we describe certain metric spaces of algebraic
origin that will be used in the proof of the Tits alternative. We refer the reader to
[Lan02, Chapter XII] for more details.

A norm or an absolute value on a ring R is a function | · | from R to R+, which
satisfies the following axioms:

1. |x| = 0 ⇐⇒ x = 0.
2. |xy| = |x| · |y|.
3. |x+ y| 6 |x|+ |y|.
An element x ∈ R such that |x| = 1 is called a unit. A norm | · | is called

non-archimedean if it satisfies the ultrametric inequality

|x+ y| 6 max(|x|, |y|).
According to Ostrowski’s theorem, [Cas86], Theorem 1.1, if (F, || · ||) is a

normed field which is not non-archimedean, then there exists an isometric homo-
morphic embedding

f : (F, || · ||) ↪→ (C, | · |α),
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where C is equipped with the Euclidean norm given by a power of the absolute
value of complex numbers, | · |α, α > 0.

Such norms || · || are called archimedean. We will be primarily interested in
normed archimedean fields which are R and C with the usual norms given by the
absolute value. In the case F = Q, Ostrowski’s theorem can be made even more
precise: Every norm || · || on Q arises as a power of the Euclidean norm or of a
p-adic norm; see [Cas86], Theorem 2.1.

Below is an alternative approach to non-archimedean normed rings R. A func-
tion ν : R→ R ∪ {∞} is called a valuation if it satisfies the following axioms:

1. v(x) =∞ ⇐⇒ x = 0.
2. v(xy) = v(x) + v(y).
3. v(x+ y) > min(v(x), v(y)).

Therefore, one converts a valuation to a non-archimedean norm by setting

|x| = c−v(x), x 6= 0, |0| = 0,

where c > 0 is a fixed real number.

Remark 2.46. More generally, one also considers valuations with values in
arbitrary ordered abelian groups, but we will not need this.

A normed ring R is said to be local if it is locally compact as a metric space; a
normed ring R is said to be complete if it is complete as a metric space. A norm
on a field F is said to be discrete if the image Γ of | · | : F× = F \ {0} → R× is an
infinite cyclic group. If a norm is discrete, then an element π ∈ F such that |π| is
a generator of Γ satisfying |π| < 1, is called a uniformizer of F . If F is a field with
valuation v, then the subset

Ov = {x ∈ F : v(x) > 0}
is a subring in F , the valuation ring or the ring of integers in F .

Exercise 2.47. 1. Verify that every non-zero element of a field F with discrete
norm has the form πku, where u is a unit.

2. Verify that every discrete norm is non-archimedean.

Below are the two main examples of fields with discrete norms:
1. The field Qp of p-adic numbers. Fix a prime number p. For each number

x = q/pn ∈ Q (where both numerator and denominator of q are not divisible by
p) set |x|p := pn. Then | · |p is a non-archimedean norm on Q, called the p-adic
norm. The completion of Q with respect to the p-adic norm is the field of p-adic
numbers Qp. The ring of p-adic integers Op intersects Q along the subset consisting
of (reduced) fractions n

m where m,n ∈ Z and m is not divisible by p. Note that p
is a uniformizer of Qp.

Remark 2.48. We will not use the common notation Zp for Op, in order to
avoid the confusion with finite cyclic groups.

Exercise 2.49. Verify that Op is open in Qp. Hint: Use the fact that |x+y|p 6
1 provided that |x|p 6 1, |yp| 6 1.

Recall that one can describe real numbers using infinite decimal sequences.
There is a similar description of p-adic numbers using “base p arithmetic.” Namely,
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we can identify p-adic numbers with semi-infinite Laurent series
∞∑

k=−n
akp

k,

where n ∈ Z and ak ∈ {0, . . . , p−1}. Operations of addition and multiplication here
are the usual operations with power series where we treat p as a formal variable, the
only difference is that we still have to “carry to the right” as in the usual decimal
arithmetic.

With this identification, |x|p = pn, where a−n is the first non-zero coefficient in
the power series. The corresponding valuation is v(x) = −n, c = p. In particular,
the ring Op is identified with the set of series

∞∑
k=0

akp
k.

Remark 2.50. In other words, one can describe p-adic numbers as left-infinite
sequences of (base p) digits

· · · amam−1 . . . a0.a−1 · · · a−n
where ∀i, ai ∈ {0, . . . , p− 1}, and the algebraic operations require “carrying to the
left” instead of carrying to the right.

Exercise 2.51. Show that in Qp,
∞∑
k=0

pk =
1

1− p .

2. Let A be a field. Consider the ring R = A[t, t−1] of Laurent polynomials

f(t) =

m∑
k=n

akt
k.

Set v(0) = ∞ and for non-zero f let v(f) be the least n so that an 6= 0. In other
words, v(f) is the order of vanishing of f at 0 ∈ R.

Exercise 2.52. 1. Verify that v is a valuation on R. Define |f | := e−v(f).
2. Verify that the completion R̂ of R with respect to the above norm is naturally

isomorphic to the ring of semi-infinite formal Laurent series

f =

∞∑
k=n

akt
k,

where v(f) is the minimal n such that an 6= 0.

Let A(t) be the field of rational functions in the variable t. We embed A(t) in
R̂ using the rule

1

1− at = 1 +

∞∑
n=1

antn.

If A is algebraically closed, every rational function is a product of a polynomial
function and several functions of the form

1

ai − t
,
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so we obtain an embedding A(t) ↪→ R̂ in this case. If A is not algebraically closed,
proceed as follows. First, construct, as above, an embedding ι of Ā(t) to the
completion of Ā[t, t−1], where Ā is the algebraic closure of A. Next, observe that
this embedding is equivariant with respect to the Galois group Gal(Ā/A), where
σ ∈ Gal(Ā/A) acts on Laurent series

f =

∞∑
k=n

akt
k, a ∈ Ā,

by

fσ =

∞∑
k=n

aσk t
k.

Therefore, ι(A(t)) ⊂ R̂, R = A[t, t−1].
In any case, we obtain a norm on A(t) by restricting the norm in R̂. Since

R ⊂ ιA(t), it follows that R̂ is the completion of ιA(t). In particular, R̂ is a
complete normed field.

Exercise 2.53. 1. Verify that R̂ is local if and only if A is finite.
2. Show that t is a uniformizer of R̂.
3. At the first glance, it looks likeQp is the same as R̂ for A = Zp, since elements

of both are described using formal power series with coefficients in {0, . . . , p − 1}.
What is the difference between these fields?

The same construction works with Laurent polynomials of several variables.
We let A be a field, T = {t1, . . . , tl} a finite set of variables and consider first the
ring of Laurent polynomials:

A[t±1
1 , . . . , t±1

n ]

in these variables. The degree of a monomial

atk11 . . . tknn

with a 6= 0 is defined as the sum

k1 + . . .+ kn.

For a general Laurent polynomial p in the variables T , set v(p) = d iff d is the
lowest degree of all non-zero monomials in p. With this definition, one again gets
a complete norm | · | on the field A(t1, ..., tn) of rational functions in the variables
ti, where

|p| = e−v(p).

Exercise 2.54. If A is finite, then the normed field (A(t1, ..., tn), | · |) is local.

Similarly, we have the following lemma:

Lemma 2.55. Qp is a local field.

Proof. It suffices to show that the ring Op of p-adic integers is compact. Since
Qp is complete, we only need to show that Op is closed and totally bounded, i.e.
for every ε > 0, Op has a finite cover by closed ε-balls. The fact that Op is closed
follows from the fact that | · |p : Qp → R is continuous and Op is given by the
inequality Op = {x : |x|p 6 1}.
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Let us check that Op is totally bounded. For ε > 0 pick k ∈ N such that
p−k < ε. The ring Z/pkZ is finite, let z1, . . . , zN ∈ Z \ {0} (where N = pk) denote
representatives of the cosets in Z/pkZ. We claim that the set of fractions

wij =
zi
zj
, 1 6 i, j 6 N,

forms a p−k-net in Op ∩ Q. Indeed, for a rational number m
n ∈ Op ∩ Q, find

s, t ∈ {z1, . . . , zN} such that

s ≡ m, t ≡ n, mod pk.

Then
m

n
− s

t
∈ pkOp

and, hence, ∣∣∣m
n
− s

t

∣∣∣
p
6 p−k.

Since Op ∩Q is dense in Op, it follows that

Op ⊂
N⋃

i,j=1

B (wij , ε) . �

For the next exercise, recall Brouwer’s Theorem (see e.g. [HY88, Corollary
2-98]) that every compact metrizable totally disconnected and perfect topological
space is homeomorphic to the Cantor set.

Exercise 2.56. Show that Op is homeomorphic to the Cantor set. Hint: Verify
that Op is totally disconnected and perfect.

2.8. Norms on field extensions. Adeles

A proof of the following theorem can be found e.g., in [Lan02, Chapter XII.2,
Proposition 2.5].

Theorem 2.57. Suppose that (E, | · |) is a normed field and E ⊂ F is a finite
extension. Then the norm | · | extends to a norm | · | on F and this extension is
unique. If (E, | · |) is a local field, then so is (F, | · |).

We note that the statement about local fields follows from the fact that if V is a
finite-dimensional normed vector space over a local field, then V is locally compact.

Norms on number fields are used to define rings of adeles of these fields. We
refer the reader to [Lan64, Chapter 6] for the detailed treatment of adeles.

We let Nor(Q) denote the set of norms on Q, | · | : Q→ R+, see Section 2.7. If
F is an algebraic number field (a finite algebraic extension of Q), then we let Nor(F)
denote the set of norms on F extending the ones on Q. We will use the notation ν
and | · |ν for the elements of Nor(F) and Oν for the corresponding rings of integers;
we let νp denote the p-adic norm and its unique extension to F. Note that for each
x ∈ Q, x ∈ Op (the ring of p-adic integers) for all but finitely many p’s, since x has
only finitely many primes in its denominator.

For each ν we let Fν denote the completion of F with respect to ν and set
Nν = [Fν : Qν ].
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Lemma 2.58 (Product formula). For each x ∈ F \ {0} we have∏
ν∈Nor(F)

(ν(x))Nν = 1.

Proof. We will prove this in the case F = Q; the reader can find the proof
for general number fields in [Lan64, Chapter 6]. If x = p is prime, then |p| = p
for the archimedean norm, ν(p) = 1 if ν 6= νp is a non-archimedean norm and
νp(p) = 1/p. Thus, the product formula holds for prime numbers x. Since norms
are multiplicative functions from Q× to R+, the product formula holds for arbitrary
x 6= 0. �

For a non-archimedean norm ν we let

Oν = {x ∈ Fν : |x|ν 6 1}
denote the ring of integers in Fν . Since ν is non-archimedean, Oν is both closed
and open in Fν .

Definition 2.59. For a finitely generated algebraic number field F, the ring of
adeles is the restricted product

A(F) :=

′∏
ν∈Nor(F)

Fν ,

i.e. the subset of the direct product

(2.8)
∏

ν∈Nor(F)

Fν

which consists of sequences whose projection to Fν belongs to Oν for all but finitely
many ν’s. The ring operations on A(F) are defined first on sequences in the infinite
product which have only finitely many non-zero terms and then extends to the rest
of A(F) by taking suitable limits.

Note that in the case F = Q, the A(Q) is the restricted product

R×
′∏

p is prime
Qp.

Adelic topology. Open subsets in the adelic topology on A(F) are products
of open sets of Fν for finitely many ν’s (including all archimedean ones) and of
Oν ’s for the rest of ν’s. Then the ring operations are continuous with respect to
this topology. Accordingly, we topologize the group GL(n,A(F)) using the product
topology on A(F)n

2

. With this topology, GL(n,A(F)) becomes a topological group.
Tychonoff’s theorem implies compactness of product sets of the form∏

ν∈Nor(F)

Cν ,

where Cν ⊂ Fν is compact for each ν, which equals to Oν for all but finitely many
ν’s,

Theorem 2.60 (See e.g. Chapter 6, Theorem 1 in [Lan64]). The image ι(F)
of the diagonal embedding F ↪→ A(F) is a discrete subset in A(F).
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Proof. Since ι(F) is an additive subgroup of the topological group A(F), it
suffices to verify that 0 is an isolated point of ι(F). Take the archimedean norms
ν1, . . . , νm ∈ Nor(F) (there are only finitely many of them since the Galois group
Gal(F/Q) is finite) and consider the open subset

U =

m∏
i=1

{x ∈ Fνi : νi(x) < 1/2} ×
∏

µ∈Nor(F)\{ν1,...,νm}
Oµ

of A(F). Then for each (xν) ∈ U ,∏
ν∈Nor(F)

ν(xν) < 1/2 < 1.

Hence, by the product formula, the intersection of U with the image of F in A(F)
consists only of {0}. �

In order to appreciate this theorem, note that F = Q is dense in the completion
of Q with respect to every norm. We also observe that this theorem fails if we equip
A(F) with the topology induced from the product topology on the product of all
Fν ’s.

Corollary 2.61. The image of GL(n,F) under the embedding ι : GL(n,F)→
GL(n,A(F)) (induced by the diagonal embedding F→ A(F)) is a discrete subgroup.

Even though, the adelic topology on A(F) is strictly stronger than the product
topology, we note, nevertheless, that for a finitely generated subgroup L 6 F, the
image of L under the diagonal embedding ι : F → A(F) projects to Oν for all but
finitely many ν’s (since the generators of L have only finitely many denominators).
Thus, the restriction of the adelic topology to ι(L) coincides with the restriction
of the product topology. The same applies for finitely generated subgroups Γ 6
GL(n,F), since such Γ is contained in GL(n,F′) for a finitely generated subfield F′
of F. We, thus, obtain:

Corollary 2.62. Suppose that Γ 6 GL(n,F) is a finitely generated subgroup
which project to a relatively compact subgroup of GL(n,Fν) for every norm ν. Then
Γ is finite.

Proof. Since Γ is finitely generated, the restriction of the product topology
on ∏

ν∈Nor(F)

GL(n,Fν)

to ι(Γ) coincides with the adelic topology, since Γ projects to GL(n,Oν) for all but
finitely many ν’s. In the adelic topology, ι(Γ) is discrete, while, in the product
topology, it is a closed subset of a set C, which is the product of compact subsets of
the groups GL(n,Fν). Hence, by Tychonoff’s Theorem, C is compact. Thus, ι(Γ)
is a discrete compact topological space, which implies that ι(Γ) is finite. Since ι is
injective, it follows that Γ is finite as well. �

Corollary 2.63. Suppose that α ∈ Q̄ is an algebraic integer, i.e. a root of a
monic polynomial p(x) with integer coefficients. Then either α is a root of unity
or p(x) has a root β such that |β| > 1. In other words, there exists an element
σ ∈ Gal(Q̄/Q) which sends α to an algebraic number β with non-unit absolute
value.
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Proof. Let F = Q(α) and consider the cyclic subgroup Γ < Q× generated by
α. Since α ∈ OF, we conclude that α belongs to the ring of integers Oα for each
non-archimedean norm ν of F. Thus, Γ projects to the compact subgroup Oν of
A(F). For each archimedean norm ν, we have |α|ν = |σ(α)|, where σ ∈ Gal(F/Q).
However, σ(α) is another root of p(x). Therefore, either there exists a root β of
p(x) such that |β| 6= 1, or Γ projects to a compact subgroup of Fν for each ν, both
archimedean and non-archimedean. In the latter case, by Corollary 2.62, the group
Γ is finite. Hence, α is a root of unity. �

Our next goal is to extend this corollary to the case of general finitely gener-
ated fields, including transcendental extensions of Q, as well as fields of positive
characteristic. The following theorem is Lemma 4.1 in [Tit72]:

Theorem 2.64. Let E be a finitely generated field and suppose that α ∈ E is
not a root of unity. Then there exists an extension (F, | · |) of E, which is a local
field with the norm | · |, such that |α| 6= 1.

Proof. Let P ⊂ E denote the prime subfield of E. Since E is finitely generated
over P, there is a finite transcendence basis T = {t1, . . . , tn} for E over P and E
is a finite extension of P(T ) = P(t1, . . . , tn) (cf. Chapter VI.1 of[Hun80]). Here
P(t1, . . . , tn) is isomorphic to the field of rational functions with coefficients in P
and variables in T . We also let T ′ denote a (finite) transcendence basis of E over
P(α).

There are two main cases to consider.
Case 1: E has characteristic p > 0, equivalently, P ∼= Zp for some p. If α were

to be algebaric over P, then P(α) would be finite and, hence, αi = αk for some
i 6= k, implying that α is a root of unity. This is a contradiction. Therefore, α is
transcendental over P and, hence, we can assume that α is an element of T . Define
the ring A = P[T ] and let I ⊂ A denote the ideal generated by T . As we explained
in the previous section, there is a (unique) valuation v on P(T ) (with the norm | · |)
such that

v(a) = k ⇐⇒ a ∈ Ik \ Ik+1.

By the construction, v(α) = 1 and, hence, |α| 6= 1. The completion of P(T ) with
respect to the norm | · | is a local field, since P is finite. We then extend the norm
to a norm on E; the completion with respect to this norm is again a local field.

Case 2: E has zero characteristic, equivalently, P ∼= Q. Suppose, first, that α
is a transcendental number. Then there exists an embedding

Q(α)→ C

which sends α to a transcendental number whose absolute value is > 1, e.g., α 7→ π.
This embedding extends to an embedding E→ C, thereby finishing the proof.

Suppose, therefore, that α is an algebraic number, α ∈ Q. Let p(x) be the
minimal monic polynomial of α.

Subcase 2a. Assume first that p has integer coefficients. Then, since α is not
a root of unity, by Corollary 2.63, one of the roots β of p has absolute value > 1.
Consider the Galois automorphism φ : Q(α) → Q(α) sending α to β. We then
extend φ to an embedding

ψ : E(T ′ ∪ {α})→ C,
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by sending the elements of T to complex numbers which are algebraically indepen-
dent over Q(α). Lastly, since E(T ′ ∪ {α}) ⊂ E is an algebraic extension and C is
algebraically closed, the embedding ψ extends to the required embedding E→ C.

Subcase 2b. Lastly, we consider the case when p ∈ Q[x] has a non-integer
coefficient. We consider the infinite cyclic subgroup generated by α in Q(α)× and
the embedding

〈α〉 → Q(α)→ Aα,
where Aα in the ring of adeles Aα of the field Q(α); here Q(α) → Aα is the
diagonal embedding. Since the subgroup Q(α) < Aα is discrete and 〈α〉 is an infinite
subgroup, Tychonoff compactness theorem implies that the projection of 〈α〉 to at
least one of the factors of Aα is unbounded. If this factor were archimedean, we
would obtain a Galois embedding Q(α) → C sending α to β ∈ C whose absolute
value is different from 1. This situation is already handled in the Subcase 2a.
Suppose, therefore, that there is a prime number p such that 〈α〉 is an unbounded
subgroup of the p-adic completion of Q(α), which means that |α|p 6= 1, where | · |p
is the extension of the p-adic norm to Q(α). Next, extending the norm | · |p from
Q(α) to E and then taking the completion, we obtain an embedding to E to a local
field, α has non-unit norm. �

2.9. Metrics on affine and projective spaces

In this section we will use complete normed fields to define metrics on affine and
projective spaces. Consider the vector space V = Fn over a complete normed field F,
with the standard basis e1, . . . , en. We equip V with the usual Euclidean/hermitian
norm in the case F is archimedean and with the max-norm

|(x1, . . . , xn)| = max
i
|xi|

if F is non-archimedean. We let 〈·, ·〉 denote the standard inner/hermitian product
on V in the archimedean case.

Exercise 2.65. Suppose that F is non-archimedean. Show that the metric
|v − w| on V satisfies the ultrametric triangle inequality.

If F is non-archimedean, define the group K = GL(n,O), consisting of matrices
A such that A,A−1 ∈Matn(O).

Exercise 2.66. If F is a non-archimedean local field, show that the group K
is compact with respect to the subspace topology induced from Matn(F) = Fn2

.

Lemma 2.67. The group K acts isometrically on V .

Proof. It suffices to show that elements g ∈ K do not increase the norm on
V . Let aij denote the matrix coefficients of g. Then, for a vector v =

∑
i viei ∈ V ,

the vector w = g(v) has coordinates

wj =
∑
i

ajivi.

Since |aij | 6 1, the ultrametric inequality implies

|w| = max
j
|wj |, |wj | 6 max

i
|ajivi| 6 |v|.

Thus, |g(v)| 6 |v|. �
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If F is archimedean, we let K < GL(V ) denote the orthogonal/hermitian sub-
group preserving the inner/hermitian product on V . The following is a standard
fact from the elementary linear algebra, which follows from the spectral theorem,
see e.g. [Str06, §6.3]:

Theorem 2.68 (Singular Value Decomposition Theorem). If F is archimedean,
then every matrix M ∈ End(V ) admits a singular value decomposition

M = UDV,

where U, V ∈ K and D is a diagonal matrix with nonnegative entries arranged in
the descending order. The diagonal entries of D are called the singular values of
M .

We will also need a (slightly less well-known) analogue of the singular value
decomposition in the case of non-archimedean normed fields, see e.g. [DF04, §12.2,
Theorem 21]:

Theorem 2.69 (Smith Normal Form Theorem). Let F be a field with discrete
norm, and uniformizer π and ring of integers O. Then every matrix M ∈Matn(F)
admits a Smith Normal Form decomposition

M = LDU,

where D is diagonal with diagonal entries (d1, . . . , dn), di = πki , i = 1, . . . , n,

k1 > k2 > . . . > kn,
and L,U ∈ K = GL(n,O). The diagonal entries di ∈ F are called the invariant
factors of M .

Proof. First, note that permutation matrices belong to K; the group K also
contains upper and lower triangular matrices with coefficients in O, whose diagonal
entries are units in F. We then apply Gauss Elimination Algorithm to the matrix
M . Note that the row operation of adding the z-multiple of the i-th row to the
j-th row amounts to multiplication on the left with the lower-triangular elementary
matrix Eij(z) with the ij-entry equal z. If z ∈ O, then Eij ∈ K. Similarly,
column operations amount to multiplication on the right by an upper-triangular
elementary matrix. Observe also that dividing a row (column) by a unit in F
amounts to multiplying a matrix on left (right) by an appropriate diagonal matrix
with unit entries on the diagonal.

We now describe row operations for the Gauss Elimination in detail (column
operations will be similar). Consider (non-zero) i-th column of a matrix A ∈
End(Fn). We first multiply M on left and right by permutation matrices so that
aii has the largest norm in the i-th column. By dividing rows on A by units in F,
we achieve that every entry in the i-th column is a power of π. Now, eliminating
non-zero entries in the i-th column will require only row operations involving πsij -
multiples of the i-th row, where sij > 0, i.e. πsij ∈ O. Applying this form of Gauss
Algorithm to M , we convert M to a diagonal matrix A, whose diagonal entries are
powers of π and

A = L′MU ′, L′,M ′ ∈ GL(n,O).

Multiplying A on left and right by permutation matrices, we rearrange the diagonal
entries to have weakly decreasing exponents. �
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Note that both singular value decomposition and Smith normal form decom-
position both have the form:

M = UDV, U, V ∈ K,
and D is diagonal. Such decomposition of theMatn(F) is called the Cartan decom-
position. To simplify the terminology, we will refer to the diagonal entries of D as
singular values of M in both archimedean and non-archimedean cases.

Exercise 2.70. Deduce the Cartan decomposition in F = R or F = C, from the
statement that given any Euclidean/hermitian bilinear form q on V = Fn, there
exists a basis orthogonal with respect to q and orthonormal with respect to the
standard inner product

x1y1 + . . .+ xnyn.

We now turn our discussion to projective spaces. The F-projective space P =
FPn−1 is the quotient of Fn \ {0} by the action of F× via scalar multiplication.

Notation 2.71. Given a non-zero vector v ∈ V let [v] denote the projection of
v to the projective space P (V ); similarly, for a subsetW ⊂ V we let [W ] denote the
image of W \ {0} under the canonical projection V → P (V ). Given an invertible
linear map g : V → V , we will retain the notation g for the induced projective map
P (V )→ P (V ).

Suppose now that F is a normed field. Our next goal is to define the chordal
metric on P (V ) = FPn−1. In the case of an archimedean field F, we define the
Euclidean or hermitian norm on V ∧ V by declaring basis vectors

ei ∧ ej , 1 6 i < j 6 n
to be orthonormal. Then

|v ∧ w|2 = |v|2|w|2 − 〈v, w〉 〈w, v〉 = (|v| · |u| · | sin(ϕ)|)2

where ϕ = ∠(v, w). In other words, |v∧w| is the area of the parallelogram spanned
by the vectors v and w.

In the case when F is non-archimedean, we equip V ∧V with the max-norm so
that

|v ∧ w| = max
i,j
|xiyj − xjyi|

where v = (x1, . . . , xn), w = (y1, . . . , yn).

Definition 2.72. The chordal metric on P (V ) is defined by

d([v], [w]) =
|v ∧ w|
|v| · |w| .

In the non-archimedean case this definition is due to A. Néron [Nér64].

Exercise 2.73. 1. If F is non-archimedean, show that the group GL(n,O)
preserves the chordal metric.

2. If F = R, show that the orthogonal group preserves the chordal metric.
3. If F = C, show that the unitary group preserves the chordal metric.
4. Show that each g ∈ GL(n,K) is a Lipschitz homeomorphism with respect

to the chordal metric.
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It is clear that d([v], [w]) = d([w], [v]) and d([v], [w]) = 0 if and only if [v] = [w].
What is not so obvious is why d satisfies the triangle inequality. Note, however,
that in the case of a non-archimedean field F,

d([v], [w]) 6 1

for all [v], [w] ∈ P = P (V ). Indeed, pick unit vectors v, w representing [v], [w]; in
particular, vi, wj belong to O for all i, j. Then, the denominator in the definition
of d([v], [w]) equals 1, while the numerator is 6 1, since O is the ring of integers.

Proposition 2.74. If F is non-archimedean, then d satisfies the triangle in-
equality.

Proof. We will verify the triangle inequality by giving an alternative descrip-
tion of the function d. We define affine patches on P to be the affine hyperplanes

Aj = {x ∈ V : xj = 1} ⊂ V
together with the (injective) projections Aj → P . Every affine patch is, of course,
just a translate of Fn−1, so that ej is the translate of the origin. We, then, equip
Aj with the restriction of the metric |v−w| from V . Let Bj ⊂ Aj denote the closed
unit ball centered at ej . In other words,

Bj = Aj ∩On+1.

We now set dj(x, y) = |x − y| if x, y ∈ Bj and dj(x, y) = 1 otherwise. It follows
immediately from the ultrametric triangle inequality that dj is a metric. Define for
[x], [y] ∈ P the function dist([x], [y]) by:

1. If there exists j so that x, y ∈ Bj project to [x], [y], then dist([x], [y]) :=
dj(x, y).

2. Otherwise, set dist([x], [y]) = 1.
If we knew that dist is well-defined (a priori, different indices j give different

values of dist), it would be clear that dist satisfies the ultrametric triangle inequality.
Proposition will, now, follow from:

Lemma 2.75. d([x], [y]) = dist([x], [y]) for all points in P .

Proof. The proof will break in two cases:
1. There exists k such that [x], [y] lift to x, y ∈ Bk. To simplify the notation, we

will assume that k = n. Since x, y ∈ Bn, |xi| 6 1, |yi| 6 1 for all i, and xn = yn = 1.
In particular, |x| = |y| = 1. Hence, for every i,

|xi − yi| = |xiyn − xjyn| 6 max
j
|xiyj − xjyi| 6 d([x], [y]),

which implies that
dist([x], [y]) 6 d([x], [y]).

We will now prove the opposite inequality:

∀i, j |xiyj − xjyi| 6 a := |x− y|.
There exist zi, zj ∈ F so that

yi = xi(1 + zi), yj = xj(1 + zj),

where, if xi 6= 0, xj 6= 0,

zi =
yi − xi
xi

, zj =
yj − xj
xj

.
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We will consider the case xixj 6= 0, leaving the exceptional cases to the reader.
Then,

|zi| 6
a

|xi|
, |zi| 6

a

|xj |
.

Computing xiyj − xjyi using the new variables zi, zj , we obtain:

|xiyj − xjyi| = |xixj(1 + zj)− xixj(1 + zi)| = |xjxj(zj − zi)| 6

|xixj |max (|zi|, |zi|) 6 |xixj |max

(
a

|xi|
,
a

|xj |

)
6 amax (|xi|, |xj |) 6 a,

since xi, xj ∈ O.

2. Suppose that (1) does not happen. Since d([x], [y]) 6 1 and dist([x], [y]) = 1
(in the second case), we just have to prove that

d([x], [y]) > 1.

Consider representatives x, y of points [x], [y] and let i, j be the indices such that

|xi| = |x|, |yj | = |y|.
Clearly, i, j are independent of the choices of the vectors x, y representing [x], [y].
Therefore, we choose x so that xi = 1, which implies that xk ∈ O for all k. If yi = 0
then

|xiyj − xjyi| = |yj |
and

d([x], [y]) > maxj |1 · yj |
|yj |

= 1.

Thus, we assume that yi 6= 0. This allows us to choose y ∈ Ai as well. Since (1)
does not occur, y /∈ On, which implies that |yj | > 1. Now,

d([x], [y]) > |xiyj − xjyi||xi| · |yj |
=
|yj − xj |
|yj |

.

Since xj ∈ O and yj /∈ O, the ultrametric inequality implies that |yj − xj | = |yj |.
Therefore,

|yj − xj |
|yj |

=
|yj |
|yj |

= 1

and d([x], [y]) > 1. This concludes the proof of lemma and proposition. �

Corollary 2.76. If K is non-archimedean, then the metric d on P is locally
isometric to the metric |x− y| on the affine space Fn−1.

We now consider real and complex projective spaces. Choosing unit vectors
u, v as representatives of points [u], [v] ∈ P , we get:

d([u], [v]) = sin(∠(u, v)),

where we normalize the angle to be in the interval [0, π]. Consider now three points
[u], [v], [w] ∈ P ; our goal is to verify the triangle inequality

d([u], [w]) 6 d([u], [v]) + d([v], [w]).

We choose unit vectors u, v, w representing these points so that

0 6 α = ∠(u, v) 6 π

2
, 0 6 β = ∠(v, w) 6 π

2
.
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Then,
γ = ∠(u,w) 6 α+ β

and the triangle inequality for the metric d is equivalent to the inequality

sin(γ) 6 sin(α) + sin(β).

We leave verification of the last inequality as an exercise to the reader. Thus, we
obtain

Theorem 2.77. The chordal metric is a metric on P in both archimedean and
non-archimedean cases.

Exercise 2.78. Suppose that F is a normed field (either non-archimedean or
archimedean).

1. Verify that metric d determines the topology on P which is the quotient
topology induced from V \ {0}.

2. Assuming that F is local, verify that P is compact.
3. If the norm on F is complete, show that the metric space (P, d) is complete.
4. If H is a hyperplane in V = Fn, given as Ker f , where f : V → F is a linear

function, show that

dist([v], [H]) =
|f(v)|
‖v‖ ‖f‖ .

2.10. Quasiprojective transformations. Proximal transformations

In what follows, V is a finite-dimensional vector space of dimension n, over a
local field F. Each automorphism g ∈ GL(V ) of the vector space V projects to a
projective transformation g ∈ PGL(V ), g : P (V )→ P (V ). Given g, we will always
extend the norm from F to the splitting field E of the characteristic polynomial of
g, in order to define norms of eigenvalues of g.

On the other hand, endomorphisms of V (i.e. linear maps V → V ) do not
project, in general, to self-maps P (V ) → P (V ). Nevertheless, if g ∈ End(V ) is
a linear transformation of rank r > 0 with kernel Ker(g) and image Im(g), then
g determines a quasiprojective transformation g of P (V ), whose domain domg is
the complement of P (Ker(g)) and whose image is Img := P (Im(g)). The num-
ber r = rank (g) is called the rank of this quasiprojective transformation. The
subspace Kerg := P (Ker(g)) is the kernel, or the indeterminacy set of g. We let
End(P (V )) denote the semigroup of quasiprojective transformations of P (V ). Rank
1 quasiprojective transformations are quasiconstant maps: Each quasiconstant map
is undefined on a hyperplane in P (V ) and its image is a single point.

Exercise 2.79. For h ∈ GL(V ) and g ∈ End(V ) we have:

Imhg = h(Img), Kerhg = Kerg,

Imgh = Img, Kergh = h−1(Kerg).

The rank of a quasiprojective transformation can be detected locally:

Exercise 2.80. Suppose that g ∈ End(P (V )) and U ⊂ domg ⊂ P (V ) is a
non-empty open subset. Then

rank (g) = dim(g(U)) + 1.

We will topologize End(P (V )) using the operator norm topology on End(V ).
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Exercise 2.81. 1. The function rank is lower semicontinuous on End(P (V )).
2. A sequence gi converges to g in End(P (V )) if and only if it converges to

g uniformly on compacts in domg. (In particular, each compact C ⊂ domg is
contained in domgi for all but finitely many i’s.)

3. Suppose that g ∈ End(V ) is such that the dominant eigenvalue λ1 of g
satisfies |λ1| < 1. Show that the sequence gk ∈ End(V ) converges to 0 ∈ End(V ).
Hint: Show that for any norm on V and the corresponding norm on End(V ) we
have

||gk|| 6 |λ1|kp(k),

where p(k) is a polynomial in k of degree 6 n− 1.

Theorem 2.82 (A convergence property). The semigroup End(P (V )) is com-
pact: Each sequence gi ∈ End(P (V )) subconverges to a quasiprojective transforma-
tion.

Proof. We fix a basis in V . In the case when the field F is archimedean we
equip V with the inner product with respect to which the basis is orthonormal. In
the case when F is non-archimedean we equip V with the maximum-norm:

||v||max = max
i=1,...,n

|vi|, v = (v1, ..., vn).

In either case, we equip V with the operator norm defined via || · || and let K <
GL(V ) denote a maximal compact subgroup preserving the norm on V . We will
use the Cartan decomposition End(V ) = K ·Diag(V ) ·K: Each g ∈ End(V ) has
the form g = kgagk

′
g, where kg, k′g belong to the subgroup K < GL(V ) and ag is

a diagonal transformation whose diagonal entries are the singular values of g, see
Section 2.9. Assuming g 6= 0, ag 6= 0 as well and, by replacing g with its scalar
multiple (which does not affect the corresponding quasiprojective endomorphism),
we can assume that the dominant eigenvalue of ag equals 1, i.e. ||ag|| = 1. We
apply this to elements of a sequence gi ∈ End(P (V )) and obtain:

gi = kgiagik
′
gi , ||agi || = 1.

Since F is a locally compact field, the sequences kgi , agi , k′gi subconverge in End(V ):
The limits k, k′ of convergent subsequences of kgi , k′gi belong to the group K, while
agi subconverges to an endomorphism a of the unit norm, in particular, this limit
is different from 0. Thus, the sequence (gi) subconverges to the non-zero endomor-
phism kak′. �

Lemma 2.83. Suppose that (gi) is a sequence in GL(V ) converging to a quasi-
constant map ĝ. Then

lim
i→∞

Lip(gi) = 0

uniformly on compacts in dom(ĝ). In other words, for every compact

C ⊂ domĝ

we have
sup

x,y∈C,x 6=y

d(gi(x), gi(y))

d(x, y)
= 0

Proof. In view of the Cartan decomposition, it suffices to analyze the case
when each gi is a diagonal matrix with the diagonal entries λ1 = 1, λ2, . . . , λn,
satisfying

1 > |λ2,i| > . . . > |λn,i|
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such that
lim
i→∞

λ2,i = 0.

In particular, the maps gi preserve the affine hyperplane

A1 = {(1, x2, . . . , xn) : x2, . . . , xn ∈ F}
in V . We will identify A1 with

domĝ ⊂ P (V )

and, accordingly, lift C to a compact subset (again denoted by C) in A1.
We first consider the case of a non-archimedean field F. We will use the action

of gi on A1 in order to analyze the contraction properties of gi. Since the sequence
gi restricted to C converges uniformly to e1, for all sufficiently large i, gi(C) is
contained in the unit ball centered at e1. In view of Lemma 2.75, it is clear that
the maps gi do not increase distances between points in A1 (measured in the metric
d1 on A1). Furthermore, for all x, y ∈ B(e1, 1) ⊂ A1, we have

(2.9) d1(gi(x), gi(y)) 6 λ2,id1(x, y)

and, hence, the Lipschitz constant of gi converges to zero.
Consider now the archimedean case. As in the non-archimedean case, we let

d1 denote the restriction to A1 of the metric defined via the maximum-norm on V .
We leave it to the reader to check the inequalities:

D2d1(x, y)
|x− y|
|x| |y| 6 d([x], [y]) 6 n‖x− y‖max = nd1(x, y)

for all points x, y ∈ A1 satisfying max(|x|, |y|) 6 D. This shows that the map
(A1, d1)→ (P (V ), d) is uniformly bilipschitz on each compact in A1. On the other
hand, the map

gi : (A1, d1)→ (A1, d1)

satisfies the inequality (2.9) for all x, y ∈ A1. Lemma follows. �
Remark 2.84. It is useful to note here that while singular values depend on

the choice of a basis in V , the limit quasiprojective transformation of the sequence
(gi) is, of course, independent of the basis. The same applies to the notion of
proximality below.

The most important, for us, example of convergence to a quasiprojective trans-
formation comes from iterations of a single invertible transformation: gi = gi, i ∈ N.
For g ∈ End(V ) we say that an eigenvalue λ1 of g is dominant if it has algebraic
multiplicity one and

|λ1| > |λk|
for all eigenvalues λk of g different from λ1.

Definition 2.85. An endomorphism g is called proximal if it has a dominant
eigenvalue; an automorphism g ∈ GL(V ) is very proximal if both g and g−1 are
proximal elements of GL(V ).

For a proximal endomorphism g we let Ãg ⊂ V denote the (one-dimensional)
eigenspace corresponding to the dominant eigenvalue λ1 and let Ẽg ⊂ V denote
the sum of the rest of the generalized eigenspaces of g. We project Ãg and Ẽg,
respectively, to a point Ag and a hyperplane Eg in the projective space P (V ). We
will refer to Ag as the attractive point and Eg the exceptional hyperplane for the
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action of a proximal projective transformation g on P(V ). (The reason for the
terminology will become clear from the next lemma.)

It is clear that proximality depends only on the projectivization of g.
We now work out limits of sequences gi ∈ End(P (V )), when g is proximal. We

already know that the sequence (gi) of projective transformations subconverges to
a quasiprojective transformation, the issue is to compute the rank, range and the
kernel of the limit.

Lemma 2.86. If g ∈ End(V ) is a proximal endomorphism of P (V ), then each
convergent subsequence in the sequence (gk) of projective transformations converges
to a rank 1 (quasiconstant) quasiprojective transformation ĝ. The image Imĝ of ĝ
equals Ag := P (Ãg) and the kernel Kerĝ of ĝ equals Eg := P (Ẽg).

Proof. We normalize g so that λ1 = 1; hence, all eigevalues of g restricted
to Ẽg have absolute value < 1. Clearly, the restriction of g to Ãg is the identity,
while, by Part 3 of Exercise 2.81, the restriction of the sequence gi to Ẽg converges
to the zero linear map. Lemma follows. �

Corollary 2.87. Given a proximal endomorphism g ∈ End(P (V )), for every
for every ε > 0 there exists N = N(ε) such that for every i > N , the projective
transformation gi ∈ End(P (V )) maps the complement of the ε-neighborhood of the
hyperplane Eg ⊂ P (V ) inside the ball

B(Ag, ε)

of radius ε and center Ag.

We will be using quasiprojective transformations and proximal elements of
GL(V ) in the proof of the Tits’ Alternative, Section 15.4.

2.11. Kernels and distance functions

A kernel on a set X is a symmetric map ψ : X×X → R+ such that ψ(x, x) = 0.
(Symmetry of ψ means that ψ(x, y) = ψ(y, x) for all x, y in X.) Fix p ∈ X and
define the associated Gromov kernel

kp(x, y) :=
1

2
(ψ(x, p) + ψ(p, y)− ψ(x, y)) ,

cf. section 11.3 for the definition of the Gromov product in metric spaces. Clearly,

∀x ∈ X, kp(x, x) = ψ(x, p).

Definition 2.88. 1. A kernel ψ is positive semidefinite if for every natural
number n, every subset {x1, . . . , xn} ⊂ X and every vector λ ∈ Rn,

(2.10)
n∑
i=1

n∑
j=1

λiλjψ(xi, xj) > 0 .

2. A kernel ψ is conditionally negative semidefinite if for every n ∈ N, every
subset {x1, . . . , xn} ⊂ X and every vector λ ∈ Rn with

∑n
i=1 λi = 0, the following

holds:

(2.11)
n∑
i=1

n∑
j=1

λiλjψ(xi, xj) 6 0 .
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This is not a particularly transparent definition. A better way to think about
this definition is in terms of the vector space V = V (X) of consisting of functions
with finite support X → R. Then each kernel ψ on X defines a symmetric bilinear
form on V (denoted Ψ):

Ψ(f, g) =
∑
x,y∈X

ψ(x, y)f(x)g(y).

With this notation, the left hand side of (2.10) becomes simply Ψ(f, f), where

λi := f(xi), Supp(f) ⊂ {x1, . . . , xn} ⊂ X.
Thus, a kernel is positive semidefinite if and only if Ψ is a positive semidefinite
bilinear form. Similarly, ψ is conditionally negative semidefinite if and only if the
restriction of −Ψ to the subspace V0 consisting of functions with zero average, is a
positive semidefinite bilinear form.

Notation 2.89. We will use the lower case letters to denote kernels and the
corresponding upper case letters to denote the associated bilinear forms on V .

Below is yet another interpretation of the conditionally negative semidefinite
kernels. For a subset {x1, . . . , xn} ⊂ X define the symmetric matrix M with the
entries

mij = −ψ(xi, xj), 1 6 i, j 6 n.
For λ = (λ1, . . . , λn), the left hand-side of the inequality (2.11) equals

q(λ) = λTMλ,

a symmetric bilinear form on Rn. Then, the condition (2.11) means that q is
positive semi-definite on the hyperplane

n∑
i=1

λi = 0

in Rn. Suppose, for a moment, that this form is actually positive-definite, Since
ψ(xi, xj) > 0, it follows that the form q on Rn has signature (n−1, 1). The standard
basis vectors e1, . . . , en in Rn are null-vectors for q; the condition mij 6 0 amounts
to the requirement that these vectors belong to the same, say, positive, light cone.

The following theorem gives yet another interpretation of conditionally negative
semidefinite kernels in terms of embeddings in Hilbert spaces. It was first proven
by J. Schoenberg in [Sch38] in the case of finite sets, but the same proof works for
infinite sets as well.

Theorem 2.90. A kernel ψ on X is conditionally negative semidefinite if and
only if there exists a map F : X → H to a Hilbert space such that

ψ(x, y) = ‖F (x)− F (y)‖2.
Here ‖ · ‖ denotes the norm on H. Furthermore, if G is a group acting on X pre-
serving the kernel ψ then the map F is equivariant with respect to a homomorphism
G→ Isom(H).

Proof. 1. Suppose that the map F exists. Then, for every p = x0 ∈ X, the
associated Gromov kernel kp(x, y) equals

kp(x, y) = 〈F (x), F (y)〉 ,
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and, hence, for every finite subset {x0, x1, . . . , xn} ⊂ X, the corresponding matrix
with the entries kp(xi, xj) is the Gramm matrix of the set

{yi := F (xi)− F (x0) : i = 1, . . . , n} ⊂ H.
Hence, this matrix is positive semidefinite. Accordingly, Gromov kernel determines
a positive semidefinite bilinear form on the vector space V = V (X).

We will verify that ψ is conditionally negative semidefinite by considering sub-
sets X0 in X of the form {x0, x1, . . . , xn}. (Since the point x0 was arbitrary, this
will suffice.)

Let f : X0 → R be such that

(2.12)
n∑
i=0

f(xi) = 0.

Thus,

f(x0) := −
n∑
i=1

f(xi).

Set yi := F (xi), i = 0, . . . , n. Since the kernel K is positive semidefinite, we have
n∑

i,j=1

(
|y0 − yi|2 + |y0 − yj |2 − |yi − yj |2

)
f(xi)f(xj) =(2.13)

2

n∑
i,j=1

kp(xi, xj)f(xi)f(xj) > 0.

The left hand side of this equation equals

2

(
n∑
i=1

f(xi)

)
·

 n∑
j=1

|y0 − yj |2f(xj)

−
n∑

i,j=1

|yi − yj |2f(xi)f(xj).

Since f(x0) := −∑n
i=1 f(xi), we can rewrite this expression as

−f(x0)2|y0 − y0|2 − 2

 n∑
j=1

|y0 − yj |2f(x0)f(xj)

− n∑
i,j=1

|yi − yj |2f(xi)f(xj) =

n∑
i,j=0

|yi − yj |2f(xi)f(xj) =

n∑
i,j=0

ψ(xi, xj)f(xi)f(xj).

Taking into account the inequality (2.13), we conclude that

(2.14)
n∑

i,j=0

ψ(xi, xj)f(xi)f(xj) 6 0.

In other words, the kernel ψ on X is conditionally negative semidefinite.
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2. Suppose that ψ is conditionally negative semidefinite. Fix p ∈ X and define
the Gromov kernel

kp(x, y) :=
1

2
(ψ(x, p) + ψ(p, y)− ψ(x, y)) .

The key to the proof is:

Lemma 2.91. kp(x, y) is a positive semidefinite kernel on X.

Proof. Consider a subset X0 = {x1, . . . , xn} ⊂ X and a function f : X0 → R.
a. We first consider the case when p /∈ X0. Then we set x0 := p and extend

the function f to p by

f(x0) := −
n∑
i=1

f(xi).

The resulting function f : {x0, . . . , xn} → R satisfies (2.12) and, hence,
n∑

i,j=0

ψ(xi, xj)f(xi)f(xj) 6 0.

The same argument as in the first part of the proof of Theorem 2.90 (run in the
reverse) then shows that

n∑
i,j=1

kp(xi, xj)f(xi)f(xj) > 0.

Thus, kp is positive semidefinite on functions whose support is disjoint from {p}.
b. Suppose that p ∈ X0, f(p) = c 6= 0. We define a new function g(x) :=

f(x) − cδp. Here δp is the characteristic function of the subset {p} ⊂ X. Then
p /∈ Supp(g) and, hence, by the Case (a),

Kp(g, g) > 0.

On the other hand,

Kp(f, f) = F (g, g) + 2cK(g, δp) + c2K(δp, δp) = F (g, g),

since the other two terms vanish (as kp(x, p) = 0 for every x ∈ X). Thus, Kp is
positive semidefinite. �

Now, consider the vector space V = V (X) equipped with the positive semi-
definite bilinear form 〈f, g〉 = K(f, g). Define the Hilbert space H as the metric
completion of

V/{f ∈ V : 〈f, f〉 = 0}.
Then we have a natural map F : X → H which sends x ∈ X to the projection of
the δ-function δx (the indicator function 1x); we obtain:

〈F (x), F (y)〉 = kp(x, y).

Let us verify now that

(2.15) 〈F (x)− F (y), F (x)− F (y)〉 = ψ(x, y).

The left hand side of this expression equals

〈F (x), F (x)〉+ 〈F (y), F (y)〉 − 2kp(x, y) = ψ(x, p) + ψ(y, p)− 2kp(x, y).
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Then, the equality (2.15) follows from the definition of the Gromov kernel k. The
part of the theorem dealing with G-invariant kernels is clear from the construction.

�
Below we list several elementary properties of positive semidefinite and condi-

tionally negative semidefinite kernels.

Lemma 2.92. Each kernel of the form ψ(x, y) = f(x)f(y) is positive semidefi-
nite.

Proof. This follows from the computation:
n∑

i,j=1

λiλjψ(xi, xj) =

(
n∑
i=1

λif(xi)

) n∑
j=1

λjf(xj)

 =

(
n∑
i=1

λif(xi)

)2

> 0. �

Before proving the next lemma we will need the notion of Hadamard product of
two matrices: If A = (aij) and B = (bij) are n×m matrices, then their Hadamard
product, denoted by A◦B is the matrix with the entries (aijbij). The main property
of the Hadamard product that we will need is known as the Schur Product Theorem:

Theorem 2.93 (I. Schur). If A,B are positive semidefinite n × n matrices,
then their Hadamard product A ◦B is again positive semidefinite.

Proof. A proof of Schur’s Product Theorem reduces to two calculations: For
each (row) vector v ∈ Rn

vT (A ◦B)v = tr(Adiag(v)B diag(v))

(where diag(v) is the diagonal matrix with the diagonal entries equal to vi, i =
1, . . . , n). Then for the matrix M = B1/2 diag(v)A1/2 (note that square roots exist
since A and B are positive semidefinite) we have:

vT (A ◦B)v = tr(A1/2A1/2 diag(v)B1/2B1/2 diag(v)) =

tr(A1/2 diag(v)B1/2B1/2 diag(v)A1/2) = tr(MTM) > 0. �
Lemma 2.94. Sums and products of positive semidefinite kernels are again pos-

itive semidefinite. The set of positive semidefinite kernels is closed in the space of
all kernels with respect to the topology of pointwise convergence.

Proof. The only statement which is not immediate from the definitions is that
product of positive semidefinite kernels θ(x, y) = ϕ(x, y)ψ(x, y) is again positive
semidefinite. In order to prove so it suffices to consider the case x, y ∈ X =
{x1, . . . , xn}. Let A = (aij), aij = ϕ(xi, xj), and B = (bij), bij = ψ(xi, xj) denote
the Gramm matrices of the kernels ϕ and ψ. Then the product kernel θ is given by
the matrix

C = A ◦B.
Since A and B are positive semidefinite, so is C and, hence, θ. �

Corollary 2.95. If a kernel ψ(x, y) is positive semidefinite, so is the kernel
exp(ψ(x, y)).

Proof. This follows from the previous lemma since

exp(t) =

∞∑
n=0

tn

n!
. �.
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Theorem 2.96 (J. Schoenberg, [Sch38]). If ψ(x, y) is a conditionally negative
semidefinite kernel then for each s > 0 the function ϕ(x, y) = exp(−sψ(x, y)) is a
positive semidefinite kernel.

Proof. If X is empty, there is nothing to prove, therefore, fix p ∈ X and
consider the kernel

k(x, y) = ψ(x, p) + ψ(y, p)− ψ(x, y)

(twice the Gromov kernel). This kernel is positive semidefinite according to Lemma
2.91. We have:

exp(−sψ(x, y)) = exp(s k(x, y)) exp(−sψ(x, p)) exp(−sψ(y, p)).

The first term on the right hand side is positive semidefinite according to Corollary
2.95. The product of the other two terms is positive semidefinite by Lemma 2.92.
Therefore, Lemma 2.94 implies that ϕ(x, y) is positive semidefinite. �

Note that Schoenberg uses Theorem 2.96 to prove in [Sch38] the following neat
result: For every conditionally negative semidefinite kernel ψ : X ×X → R+ and
every 0 < α 6 1, the power ψα is also a conditionally negative semidefinite kernel.
In other words, if a metric space (X,dist) embeds isometrically into a Hilbert space,
so does every metric space

(X,distα), 0 < α 6 1.

The main source of examples of conditionally negative semidefinite kernels
comes from norms in Lp–spaces (the case p = 2 is covered by Theorem 2.90).

Before proceeding with the discussion on kernels, we wish to clarify our choices
for Lp–spaces, with p ∈ (0, 1).

Remark 2.97. For a space Lp(X,µ) with p ∈ (0, 1), ‖f‖p =
(´
|f |pdµ

) 1
p no

longer satisfies the usual triangular inequality, it only satisfies a similar inequality
with a multiplicative factor added to the second term. On the other hand, ‖f‖pp is
no longer a norm, but it does satisfy the triangular inequality, hence it defines a
metric [KPR84].

Throughout the book, we consider Lp-spaces endowed with this metric, for
p ∈ (0, 1).

Proposition 2.98 ([WW75], Theorem 4.10). Let (Z, µ) be a measure space.
Let 0 < p 6 2, and let E = Lp(Z, µ) be endowed with the norm ‖ · ‖p. Then
ψ : E ×E → R , ψ(x, y) = ‖x− y‖pp is a conditionally negative semidefinite kernel.

On the other hand, according to Schoenberg’s theorem 2.90, every conditionally
negative semidefinite kernels comes from maps to Hilbert spaces. A corollary of this
is a theorem first proven by Banach and Mazur:

Corollary 2.99. For each p ∈ (0, 2] there exists a linear isometric embedding
of metric spaces

(Lp(Z, µ), dp)→ H
where H is a Hilbert space and

dp(f, g) =

(ˆ
Z

|f − g|pdµ
)1/2

.

More generally:
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Theorem 2.100 (Theorems 1 and 7 in [BDCK66]). Let 1 6 p 6 q 6 2.
(1) The normed space (Lq(X,µ) , ‖ · ‖q) can be embedded linearly and isomet-

rically into
(Lp(X ′, µ′) , ‖ · ‖p)

for some measure space (X ′, µ′).
(2) If Lp(X,µ) has infinite dimension, then (Lp(X,µ) , ‖·‖αp ) can be embedded

isometrically into (Lq(X ′, µ′) , ‖ · ‖q) for some measured space (X ′, µ′), if
and only if 0 < α 6 p

q .
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CHAPTER 3

Differential geometry

In this book we will use some elementary Differential and Riemannian geometry,
basics of which are reviewed in this chapter. All the manifolds that we consider are
second countable.

3.1. Smooth manifolds

We expect the reader to know basics of differential topology, that can be found,
for instance, in [GP10], [Hir76], [War83]. Below is only a brief review.

Unless stated otherwise, all maps between smooth manifolds, vector fields and
differential forms are assumed to be infinitely differentiable.

We will use the notation Λk(M) for the space of differential k-forms on M .
Every vector field X on M defines the contraction operator

iX : Λ`+1(M)→ Λ`(M), iX(ω)(X1, . . . , X`) = ω(X,X1, . . . , X`).

The Lie derivative along the vector field X is defined as

LX : Λk(M)→ Λk(M),

LX(ω) = iXdω + d(iXω).

For a smooth n–dimensional manifold M , a k–dimensional submanifold in M
is a subset N ⊂ M with the property that every point p ∈ N is contained in the
domain U of a chart ϕ : U → Rn such that ϕ(U ∩N) = ϕ(U) ∩ Rk .

If k = n then, by the inverse function theorem, N is an open subset in M ;
in this case N is also called an open submanifold in M . (The same is true in the
topological category, but the proof is harder and requires Brouwer’s Invariance of
Domain Theorem, see e.g. [Hat02], Theorem 2B.3.)

Suppose that U ⊂ Rn is an open subset. A piecewise-smooth function f : U →
Rm is a continuous function such that for every x ∈ U there exists a neighborhood
V of x in U , a diffeomorphism φ : V → V ′ ⊂ Rn, a triangulation T of V ′, so that
the composition

f ◦ φ−1 : (V ′, T )→ Rm

is smooth on each simplex. Note that composition g ◦ f is again piecewise-smooth,
provided that g is smooth; however, composition of piecewise-smooth maps need
not be piecewise-smooth.

One then defines piecewise smooth k–dimensional submanifolds N of a smooth
manifold M . Such N is a topological submanifold which is locally the image of Rk
in Rn under a piecewise-smooth homeomorphism Rn → Rn. We refer the reader to
[Thu97] for the detailed discussion of piecewise-smooth manifolds.

If k = n− 1 we also sometimes call a submanifold a (piecewise smooth) hyper-
surface.
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Below we review two alternative ways of defining submanifolds. Consider a
smooth map f : M → N of a m-dimensional manifold M = Mm to an n-
dimensional manifold N = Nn. The map f : M → N is called an immersion
if for every p ∈ M , the linear map dfp : TpM → Tf(p)N is injective. If, moreover,
f defines a homeomorphism from M to f(M) with the subspace topology, then f
is called a smooth embedding.

Exercise 3.1. Construct an injective immersion R→ R2 which is not a smooth
embedding.

If N is a submanifold in M then the inclusion map i : N → M is a smooth
embedding. This, in fact, provides an alternative definition for k-dimensional sub-
manifolds: They are images of smooth embeddings with k–dimensional manifolds
(see Corollary 3.4). Images of immersions provide a large class of subsets, called
immersed submanifolds.

A smooth map f : Mk → Nn is called a submersion if for every p ∈ M , the
linear map dfp is surjective. The following theorem can be found for instance, in
[GP10], [Hir76], [War83].

Theorem 3.2. (1) If f : Mm → Nn is an immersion, then for every
p ∈ M and q = f(p) there exists a chart ϕ : U → Rm of M with p ∈ U ,
and a chart ψ : V → Rn of N with q ∈ V such that the composition

f = ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ(V )

is of the form

f(x1, . . . , xm) = (x1, . . . , xm, 0, . . . , 0︸ ︷︷ ︸
n−m times

) .

(2) If f : Mm → Nn is a submersion, then for every p ∈ M and q = f(p)
there exists a chart ϕ : U → Rm ofM with p ∈ U , and a chart ψ : V → Rn
of N with q ∈ V such that the composition

f = ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ(V )

is of the form

f(x1, . . . , xn, . . . , xm) = (x1, . . . , xn) .

(3) The constant rank theorem is a combination of (1) and (2). Suppose that
the derivative of f : Mm → Nn has constant rank r. Then then for every
p ∈ M and q = f(p) there exists a chart ϕ : U → Rm of M with p ∈ U ,
and a chart ψ : V → Rn of N with q ∈ V such that the composition

f = ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ(V )

is of the form

f(x1, . . . , xm) = (x1, . . . , xr, 0, . . . , 0) .

In particular, f(U) is a submanifold of dimension r in N .

Exercise 3.3. Prove Theorem 3.2. Hint. Use the Inverse Function Theorem
and the Implicit Function Theorem from Vector Calculus.

Corollary 3.4. (1) If f : Mm → Nn is a smooth embedding then
f(Mm) is a m-dimensional submanifold of Nn.
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(2) If f : Mm → Nn is a submersion then for every x ∈ Nn the fiber f−1(x)
is a submanifold of codimension n.

Exercise 3.5. Every submersion f : M → N is an open map, i.e. the image
of an open subset in M is an open subset in N .

Let f : Mm → Nn be a smooth map and y ∈ N is a point such that for some
x ∈ f−1(y), the map dfx : TxM → TyN, y = f(x), is not surjective. Then the point
y ∈ N is called a singular value of f . A point y ∈ N which is not a singular value
of f is called a regular value of f . Thus, for every regular value y ∈ N of f , the
preimage f−1(y) is either empty or a smooth submanifold of dimension m− n.

Theorem 3.6 (Sard’s theorem). Almost every point y ∈ N is a regular value
of f .

3.2. Smooth partition of unity

Definition 3.7. Let M be a smooth manifold and U = {Bi : i ∈ I} a locally
finite cover of M by open subsets diffeomorphic to Euclidean balls. A collection
of smooth functions {ηi : i ∈ I} on M is called a smooth partition of unity for the
cover U if the following conditions hold:

(1)
∑
i ηi ≡ 1.

(2) 0 6 ηi 6 1, ∀i ∈ I.
(3) Supp(ηi) ⊂ Bi, ∀i ∈ I.

Theorem 3.8. Every open cover U as above admits a smooth partition of unity.

3.3. Riemannian metrics

A Riemannian metric (also known as the metric tensor) on a smooth n-dimen-
sional manifold M , is a positive definite inner product 〈·, ·〉p defined on the tangent
spaces TpM of M ; this inner product is required to depend smoothly on the point
p ∈M . We will suppress the subscript p in this notation; we let ‖·‖ denote the norm
on TpM determined by the Riemannian metric. The subspace of TM consisting
of unit tangent vectors is a submanifold denoted UM and called the unit tangent
bundle: UM is a smooth submanifold of TM and the restriction of the projection
TM →M is a bundle, whose fibers are n− 1-dimensional spheres.

The Riemannian metric is usually denoted g = gx = g(x), x ∈ M or ds2. We
will use the notation dx2 to denote the Euclidean Riemannian metric on Rn:

dx2 := dx2
1 + . . .+ dx2

n.

Here and in what follows we use the convention that for tangent vectors u, v,

dxidxj(u, v) = uivj

and dx2
i stands for dxidxi. A Riemannian metric on an open subset Ω ⊂ Rn

is determined by its Gramm matrix Ax, x ∈ Ω, where Ax is a positive-definite
symmetric matrix depending smoothly on x:

〈 ∂
∂xi

,
∂

∂xj
〉x = gij(x),

the ij-th entry of the matrix Ax.

A Riemannian manifold is a smooth manifold equipped with a Riemannian
metric.
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Two Riemannian metrics g, h on a manifold M are said to be conformal to
each other, if hx = λ(x)gx, where λ(x) is a smooth positive function on M , called
the conformal factor. In matrix notation, we just multiply the matrix Ax of gx by
a scalar function. Such modification of Riemannian metrics does not change the
angles between tangent vectors. A Riemannian metric gx on a domain Ω in Rn is
called conformally-Euclidean if it is conformal to dx2, i.e. it is given by

λ(x)dx2 = λ(x)(dx2
1 + . . .+ dx2

n).

Thus, the square of the norm of a vector v ∈ TxΩ with respect to gx is given by

λ(x)

n∑
i=1

v2
i .

Given an immersion f : Mm → Nn and a Riemannian metric g on N , one
defines the pull-back Riemannian metric f∗(g) by

〈v, w〉p = 〈df(v), df(w)〉q , p ∈M, q = f(p) ∈ N,
where in the right-hand side we use the inner product defined by g and in the
left-hand side the one defined by f∗(g). It is useful to rewrite this definition in
terms of symmetric matrices, when M,N are open subsets of Rn. Let Ay be the
matrix-function defining g. Then f∗(g) is given by the matrix-function Bx, where

y = f(x), Bx = (Dxf)TAy (Dxf)

and Dxf is the Jacobian matrix of f at the point x.
Let us compute how pull-back works in “calculus terms” (this is useful for

explicit computations of the pull-back metrics f∗(g)), when g(y) is a Riemannian
metric on an open subset U in Rn. Suppose that

g(y) =
∑
i,j

gij(y)dyidyj

and f = (f1, . . . , fn) is a diffeomorphism V ⊂ Rn → U . Then

f∗(g) = h,

h(x) =
∑
i,j

gij(f(x))dfidfj .

Here for a function φ : Rn → R, e.g., φ(x) = fi(x),

dφ =

n∑
k=1

dkφ =

n∑
k=1

∂φ

∂xk
dxk,

and, thus,

dfidfj =

n∑
k,l=1

∂fi
∂xk

∂fj
∂xl

dxkdxl.

A special case of the above is whenN is a submanifold in a Riemannian manifold
M . One can define a Riemannian metric on N either by using the inclusion map
and the pull-back metric, or by considering, for every p ∈ N , the subspace TpN
of TpM , and restricting the inner product 〈·, ·〉p to it. Both procedures define the
same Riemannian metric on N .

Measurable Riemannian metrics. The same definition makes sense if the
inner product depends only measurably on the point p ∈ M , equivalently, the
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matrix-function Ax is only measurable. This generalization of Riemannian metrics
will be used in our discussion of quasiconformal groups, Chapter 23, section 23.6.

Gradient and divergence. A Riemannian metric g on M defines isomor-
phisms between tangent and cotangent spaces of M :

Tp(M)→ T ∗p (M),

where each v ∈ Tp(M) corresponds to the linear functional

v∗ ∈ Tp(M), v∗(w) = 〈v, w〉 .
In particular, one defines the gradient vector field ∇u of a function u : M → R by
dualizing the 1-form du.

Suppose now that M is n-dimensional. For a vector field X on M , the diver-
gence divX is a function on M , which, for every n-form ω, satisfies

divXω = LX(ω),

where LX is the Lie derivative along X.
In local coordinates, divergence and gradient are given by the formulae:

divX =

n∑
i=1

1√
|g|

∂

∂xi

(√
det(g)Xi

)
,

and

(∇u)i =

n∑
j=1

gij
∂u

∂xj
.

Here
X = (X1, . . . , Xn),

and (gij) = (gij)
−1 is the inverse matrix of the metric tensor g.

Length and distance. Given a Riemannian metric on M , one defines the
length of a path p : [a, b]→M by

(3.1) length(p) =

ˆ b

a

‖p′(t)‖dt.

By abusing the notation, we will frequently denote length(p) by length(p([a, b])).
Then, provided thatM is connected, one defines the Riemannian distance func-

tion
dist(p, q) = inf

p
length(p),

where the infimum is taken over all paths in M connecting p to q.
A smooth map f : (M, g) → (N,h) of Riemannian manifolds is called a

Riemannian isometry if f∗(h) = g. In most cases, such maps do not preserve
the Riemannian distances. This leads to a somewhat unfortunate terminological
confusion, since the same name isometry is used to define maps between metric
spaces which preserve the distance functions. Of course, if a Riemannian isometry
f : (M, g) → (N,h) is also a diffeomorphism, then it preserves the Riemannian
distance function and, hence, f is an isometry of Riemannian metric spaces.

A Riemannian geodesic segment is a path p : [a, b] ⊂ R → M which is a local
length-minimizer, i.e.:

There exists c > 0 so that for all t1, t2 in J sufficiently close to each other,

dist(p(t1), p(t2)) = length(p([t1, t2])) = c|t1 − t2|.
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If c = 1, we say that p has unit speed. Thus, a unit speed geodesic is a locally-
distance preserving map from an interval to (M, g). This definition extends to
infinite geodesics in M , which are maps p : J → M , defined on intervals J ⊂ M ,
whose restrictions to each finite interval are finite geodesics. A Riemannian metric
is said to be complete if every geodesic segment extends to a complete geodesic
γ : R → M . According to the Hopf–Rinow theorem, a Riemannian metric on a
connected manifold is complete if and only if the associated distance function is
complete.

A smooth map f : (M, g)→ (N,h) is called totally-geodesic if it maps geodesics
in (M, g) to geodesics in (N,h). If, in addition, f∗(h) = g, then such f is locally
distance-preserving.

Injectivity and convexity radii. For every complete Riemannian manifold
M and a point p ∈M , there exists the exponential map

expp : TpM →M,

which sends every vector v ∈ TpM to the point γv(1), where γv(t) is the unique
geodesic in M with γ(0) = p and γ′(0) = v. If S(0, r) ⊂ TpM , B(0, r) ⊂ TpM are
the round sphere and round ball of radius r, then

exp(S(0, r)), exp(B(0, r)) ⊂M
are the geodesic r-sphere and the geodesic r-ball in M centered at p.

The injectivity radius InjRad(p) of M at the point p ∈M is the supremum of
the numbers r so that expp |B(0, r) is a diffeomorphism to its image. The radius
of convexity ConRad(p) is the supremum of r’s so that r 6 InRad(p) and C =
expp(B(0, r)) is a convex subset of M , i.e. every x, y ∈ C are connected by a
(distance–realizing) geodesic segment entirely contained in C. It is a basic fact of
Riemannian geometry that for every p ∈M ,

ConRad(p) > 0,

see e.g. [dC92].

3.4. Riemannian volume

For every n-dimensional Riemannian manifold (M, g) one defines the volume
element (or volume density) denoted dV (or dA ifM is 2-dimensional). Given n vec-
tors v1, . . . , vn ∈ TpM , dV (v1∧ . . .∧vn) is the volume of the parallelepiped in TpM
spanned by these vectors. This volume is nothing but

√
|det(G(v1, . . . , vn))|, where

G(v1, . . . , vn) is the Gramm matrix with the entries 〈vi, vj〉. If ds2 = ρ2(x)dx2, is
a conformally-Euclidean metric on an open subset of Rn, ρ > 0, then the volume
density of ds2 is given by

ρn(x)dx1 . . . dxn.

Thus, every Riemannian manifold has a canonical measure, given by the integral
of its volume form

mes(E) =

ˆ
A

dV.

Theorem 3.9 (Generalized Rademacher’s theorem). Let f : M → N be a Lip-
schitz map of Riemannian manifolds. Then f is differentiable almost everywhere.

Exercise 3.10. Deduce Theorem 3.9 from Theorem 2.28 and the fact that M
is second countable.
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We now define volumes of maps and submanifolds. The simplest and the most
familiar notion of volume of maps comes from the vector calculus. Let Ω be a
bounded region in Rn and f : Ω → Rn be a smooth map. Then the geometric
volume of f is defined as

(3.2) V ol(f) :=

ˆ
Ω

|Jf (x)|dx1 . . . dxn,

where Jf is the Jacobian determinant of f . Note that we are integrating here a non-
negative quantity, hence, the geometric volume of a map is always non-negative. If
f were 1-1 and Jf (x) > 0 for every x, then, of course,

V ol(f) =

ˆ
Ω

Jf (x)dx1 . . . dxn = V ol(f(Ω)).

More generally, if f : Ω→ Rm (now, m need not be equal to n), then

V ol(f) =

ˆ
Ω

√
det(Gf ),

where Gf is the Gramm matrix with the entries
〈
∂f
∂xi

, ∂f∂xj

〉
, where brackets denote

the usual inner product in Rm. In case f is an embedding, the reader will recognize
in this formula the familiar expression for the volume of the submanifold Σ = f(Ω)
in Rm,

V ol(f) =

ˆ
Σ

dS.

The Gramm matrix above makes sense also for maps whose target is an m-
dimensional Riemannian manifold (M, g), with partial derivatives replaced with
vectors df(Xi) in M , where Xi are coordinate vector fields in Ω:

Xi =
∂

∂xi
, i = 1, . . . , n.

Furthermore, one can take the domain of the map f to be an arbitrary smooth
manifold N (possibly with boundary). The definition of volume still makes sense
and is independent of the choice of local charts onN used to define the integral: This
independence is a corollary of the change of variables formula in the integral in Rn.
More precisely, consider charts ϕα : Uα → Vα ⊂ N , so that {Vα}α∈J is a locally-
finite open covering of N . Let {ηα} be a partition of unity on N corresponding to
this cover. Then for ζα = ηα ◦ ϕα, fα = f ◦ ϕα,

V ol(f) =
∑
α∈J

ˆ
Uα

ζα

√
|det(Gfα)|dx1 . . . dxn

In particular, if f is 1-1 and Σ = f(N), then

V ol(f) = V ol(Σ).

Observe that the formula for V ol(f) makes sense when f : N → M is merely
Lipschitz, in view of Theorem 3.9.

Thus, one can define the volume of an immersed submanifold, as well as that of
a piecewise smooth submanifold; in the latter case we subdivide a piecewise-smooth
submanifold in a union of images of simplices under smooth maps.

By abuse of language, sometimes, when we consider an open submanifold N in
M , so that boundary ∂N of N a submanifold of codimension 1, while we denote
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the volume of N by V ol(N), we shall call the volume of ∂N the area, and denote
it by Area (∂N) .

In Section 7.10.1 we will introduce combinatorial/simplicial/cellular analogues
of the Riemannian volume of maps, for this reason, for a Lipschitz map f : N →M
we will use the notation V olmet(f) for its Riemannian (metric volume).

Exercise 3.11. (1) Suppose that f : Ω ⊂ Rn → Rn is a smooth map so
that |dxf(u)| 6 1 for every unit vector u and every x ∈ Ω. Show that
|Jf (x)| 6 1 for every x and, in particular,

V ol(f(Ω)) = |
ˆ

Ω

Jfdx1 . . . dxn| 6 V ol(f) 6 V ol(Ω).

Hint: Use the fact that under the linear map A = dxf , the image of every
r-ball is contained in an r-ball.

(2) Prove the same thing if the map f is merely 1-Lipschitz.

More general versions of the above exercises are the following.

Exercise 3.12. Let (M, g) and (N,h) be n-dimensional Riemannian manifolds.
(1) Let f : M → N be a smooth map such that for every x ∈M , the norm of

the linear map

dfx :
(
TxM, 〈·, ·〉g

)
→ (Tf (x)N, 〈·, ·〉h)

is at most L.
Prove that |Jf (x)| 6 Ln for every x and that for every open subset U

of M
V ol(f(Ω)) 6 LnV ol(Ω).

(2) Prove the same statement for an L–Lipschitz map f : M → N .

A consequence of Theorem 3.2 is the following.

Theorem 3.13. Consider a compact Riemannian manifold Mm, a submersion
f : Mm → Nn. For every x ∈ N set Mx := f−1(x). Then, for every p ∈ N and
every ε > 0 there exists an open neighborhood W of p such that for every x ∈W ,

1− ε 6 V ol(Mx)

V ol(Mp)
6 1 + ε.

Proof. First note that, by compactness of Mp, for every neighborhood U of
Mp there exists a neighborhood W of p such that f−1(W ) ⊂ U .

According to Theorem 3.2, (2), for every x ∈ Mp there exists a chart of M ,
ϕx : Ux → Ũx, with Ux containing x, and a chart of N , ψx : Vx → Ṽx with Vx
containing p, such that ψx ◦ f ◦ ϕ−1

x is a restriction of the projection to the first n
coordinates. Without loss of generality we may assume that Ũx is an open cube in
Rm. Therefore, Ṽx is also a cube in Rn, and Ũx = Ṽx × Z̃x , where Z̃x is an open
subset in Rm−n .

SinceMp is compact, it can be covered by finitely many such domains of charts
U1, . . . , Uk. Let V1, . . . , Vk be the corresponding domains of charts containing p.
For the open neighborhood U =

⋃k
i=1 Ui of Mp consider an open neighborhood W

of p, contained in
⋂k
i=1 Vi, such that f−1(W ) ⊆ U .
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For every x ∈W , Mx =
⋃k
l=1(Ul ∩Mx). Fix l ∈ {1, . . . , k}. Let (gij(y))16i,j6n

be the matrix-valued function on Ũl, defining the pull-back by ϕl of the Riemannian
metric on M .

Since gij is continuous, there exists a neighborhood W̃l of p̃ = ψl(p) such that
for every x̃ ∈Wl and for every t̃ ∈ Z̃l we have,

(1− ε)2 6
det
[
gij(x̃, t̃)

]
n+16i,j6m

det
[
gij(p̃, t̃)

]
n+16i,j6m

6 (1 + ε)2 .

Recall that the volumes of Mx ∩ Ui and of Mp ∩ Ul are obtained by integrating
respectively

(det
[
gij(x̃, t̃)

]
n+16i,j6k

)1/2

and
(det

[
gij(p̃, t̃)

]
n+16i,j6k

)1/2

on Zl. The volumes of Mx and Mp are obtained by combining this with a partition
of unity.

It follows that for x ∈ ⋂ki=1 ψ
−1
i (W l),

1− ε 6 V ol(Mx)

V ol(Mp)
6 1 + ε .

�

Finally, we recall an important formula for volume computations:

Theorem 3.14 (Coarea formula, see e.g. Theorem 6.3 in [Cha06] and 3.2.22
in [Fed69]). Let f : M → (0,∞) be a smooth function on a Riemannian manifold
M . For almost every t ∈ (0,∞), the level set Ht := f−1(t) is a smooth hypersur-
face in M ; let dAt be the Riemannian area density induced on Ht and dV be the
Riemannian volume density of M . Then, for every function g ∈ L1(M),ˆ

M

g |∇f |dV =

ˆ ∞
0

dt

ˆ
Ht
g dAt .

3.5. Volume growth and isoperimetric functions. Cheeger constant

In this section we present several basic notions, initially introduced in Riemann-
ian geometry and later adapted and used in group theory and in combinatorics.
These notions and their coarse analogues will appear frequently in this book.

Volume growth. Given a Riemannian manifold M and a basepoint x0 ∈M ,
the (volume) growth function is defined as

GM,x0
(r) := V ol B(x0, r),

the volume of the metric ball of radius r and center at x0 in M .

Remarks 3.15. (1) For two different points x0, y0, we have

GM,x0(r) 6 GM,y0(r + d), where d = dist(x0, y0) .
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(2) Suppose that the action of the isometry group of M is cobounded on M ,
i.e. there exists a constant κ such that the orbit of B(x0, κ) under the
group Isom(M), is the entire manifoldM . (For instance, this is the case if
M is a regular covering space of a compact Riemannian manifold.) Then,
for every two basepoints x0, y0

GM,x0
(r) 6 GM,y0(r + κ) .

Thus, in this case, the growth rate of the function G does not depend on
the choice of the basepoint.

We refer the reader to Section 8.7 for the detailed discussion of volume growth
and its relation to group growth.

Exercise 3.16. Assume again that the action Isom(M) y M is cobounded,
the constant κ is as above, and that M is complete.

(1) Prove that the growth function is almost sub-multiplicative, that is:

GM,x0 ((r + t)κ) 6 GM,x0(rκ)GM,x0((t+ 1)κ) .

(2) Prove that the growth function ofM is at most exponential, that is, there
exists a > 1 such that

GM,x0
(x) 6 ax , for every x > 0 .

Isoperimetric inequalities and isoperimetric functions. Isoperimetric
problems in geometry go back to the antiquity: (Dido’s problem) Which region of
the given perimeter in the Euclidean plane R2 has the least area? The answer “the
round disk” is intuitively obvious, but, surprisingly, hard to prove. This classical
problem explain the terminology isoperimetric below.

In general, isoperimetric problem in Riemannian geometry have the following
minimax form.

Consider a complete connected n-dimensional Riemannian manifold M (which
may or may not be closed). Fix a number k ∈ N and all consider closed k-
dimensional submanifolds Z ⊂ M (or maps Z → M of closed k-manifolds to M
or, more generally, k-cycles in M). Assume, now, depending on the context, that
each Z ⊂M bounds a k + 1-dimensional submanifold, or a k + 1-chain B, or that
the map Z → M extends to a map B → M , where B is a compact manifold with
boundary equal to Z. The the latter case, one typically assumes that Z = Sk and
B is the k+ 1-ball. To unify the notation, we will simply say that Z = ∂B, even in
the case of maps Z →M .

Next, among all theseB’s (or their maps), one looks for the one of the least k+1-
volume. (The minimum may not exist, in which case one takes the infimum.) This
least volume is the filling volume of Z. Lastly, among all Z’s with V olk(Z) 6 L, one
looks for the ones which have the largest filling volume (again, taking the supremum
in general). This defines the isoperimetric function of M :

(3.3) IPmetM,k = IPM,k(L) = sup
Z,V olk(Z)6L

inf
B,∂B=Z

V olk+1(B).

Remark 3.17. In Section 9.7 we introduce other isoperimetric functions of
more combinatorial and coasre geometric nature. In order to distinguish the Rie-
mannian isoperimetric functions for those, we will use the notation IPmetM,k when
convenient.
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In each setting (submanifolds, maps, cycles), we get a different isoperimetric
function, of course.

We will be primarily interested in two cases (Z having codimension 1 and
dimension 1 respectively):

1. k = n− 1, Z is a (smooth) closed hypersurface in M .
2. k = 1, Z = S1, where we consider Lipschitz maps Z → M and their

extensions B = D2 →M (“filling disks”).
Perhaps surprisingly, asymptotic behavior of isoperimetric functions in these

two cases goes long way towards determining the asymptotic geometry of M .
Suppose, for instance, that M is a regular cover of a compact Riemannian man-
ifold, with the group G of covering transformations. Then the dichotomy lin-
ear/superlinear for both isoperimetric functions serves as a major demarkation line
in the world of finitely generated groups:

1. The condition IPM,1(L) ≈ L (linear growth of the filling area) yields the
class of Gromov–hyperbolic groups G. This linearity condition can be regarded as
asymptoically negative sectional curvature of the manifold M (and the group G).

2. The condition IPMn,n−1(L) ≈ L yields the class of nonamenable groups G.

Here we are using the notation ≈ introduced in the Definition 1.3.

The following Riemannian geometry theorem illustrates the power of this lin-
ear/nonlinear dichotomy:

Theorem 3.18. Suppose that M is a Riemannian manifold which is the uni-
versal cover of a compact Riemannian manifold. Then

IPM,1(L) ≈ L⇒ IPM,k(L) ≈ L,
for all k > 2. Here for k > 2 one can equally use either the homological filling or
filling of maps of spheres by maps of disks. For the former, one needs to assume
that Hi(M) = 0, i 6 k and for the latter one requires that πi(M) = 0, i 6 k.

As far as we know, this theorem does not have a “purely Riemannian” proof:
One first verifies that the group G = π1(M) is Gromov–hyperbolic (Theorem
11.181), then proves that all such groups have linear isoperimetric functions of in all
degrees [Lan00, Min01] and, then uses the approximate equality of isoperimetric
functions of M and of G (cf. Theorem 9.75).

Below we discuss the “codimension 1” isoperimetric function in more detail. If
M is connected and non-compact, each closed hypersurface in M bounds exactly
one compact submanifold, which leads to

Definition 3.19. Suppose that F : R+ → R+ is a function and M is a (con-
nected) non-compact n-dimensional Riemannian manifold. Then M is said to sat-
isfy the isoperimetric inequality of the form

V ol(Ω) 6 F (Area(∂Ω)) ,

if this inequality holds for all open submanifolds Ω ⊂M with compact closure and
smooth boundary.

Exercise 3.20. The above definition is equivalent to the inequality

IPmetM,n−1(L) 6 F (L)

for every L > 0. (Note: Hypersurfaces in the definition of IPmetM,n−1 need not be
connected.)
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For instance, if M is the Euclidean plane, then

(3.4) 4πAr(c) 6 `2(c),

for every loop c (with equality realized precisely in the case when c is a round
circle). Thus,

IPmetR2 (`) =
`2

4π
.

The Cheeger constant. As the main dichotomy in the case of codimension
1 isoperimetric inequality is linear/nonlinear, it makes sense to look at the ratio
between areas of hypersurfaces in M and volumes of domains in M which they
bound. If M is compact, connected and the hypersurface is connected, then there
are exactly two such domains. In line with the definition of the isoperimetric
function, we will be choosing the domain with the least volume. This motivates:

Definition 3.21. The Cheeger (isoperimetric) constant h(M) (or isoperimetric
ratio) of M is the infimum of the ratios

Area(∂Ω)

min [V ol(Ω) , V ol(M \ Ω)]
,

where Ω varies over all open non-empty submanifolds with compact closure and
smooth boundary.

In particular, if h(M) > κ > 0, then the following isoperimetric inequality
holds in M :

V ol(Ω) 6 1

κ
Area(∂Ω).

Cheeger constant was defined by J. Cheeger for compact manifolds in [Che70].
Further details can be found for instance in P. Buser’s book [Bus10]. Note that
when M is a Riemannian manifold of infinite volume, one may replace the denom-
inator in the ratio defining the Cheeger constant by V ol(Ω).

Assume now that M is the universal cover of a compact Riemannian manifold
N . A natural question to ask is to what extent the growth function and the Cheeger
constant of M depend on the choice of the Riemannian metric on N . The first
question, in a way, was one of the origins of the Geometric Group Theory.

Vadim Efremovich [Efr53] noted that two growth functions corresponding to
two different choices of metrics on N are asymptotically equal (see Definition 1.4)
and, moreover, that their asymptotic equivalence class is determined by the funda-
mental group of N only. See Proposition 8.80 for a slightly more general statement.

A similar phenomenon occurs with the Cheeger constant: Positivity of h(M)
does not depend on the metric onN , it depends only on a certain property of π1(N),
namely, the non-amenability, see Remark 18.15. This was proved much later by
Robert Brooks [Bro81a, Bro82a]. Brooks’ argument has a global analytic flavor,
as it uses the connection established by Jeff Cheeger [Che70] between positivity
of the isoperimetric constant and positivity of spectrum of the Laplace–Beltrami
operator on M . This result was highly influential in global analysis on manifolds
and harmonic analysis on graphs and manifolds.
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3.6. Curvature

Instead of defining the Riemannian curvature tensor, we will only describe some
properties of Riemannian curvature. First, if (M, g) is a 2-dimensional Riemannian
manifold, one defines the Gaussian curvature of (M, g), which is a smooth function
K : M → R, whose values are denoted K(p) and Kp.

More generally, for an n-dimensional Riemannian manifold (M, g), one de-
fines the sectional curvature, which is a function Λ2TM → R, denoted Kp(u, v) =
Kp,g(u, v):

Kp(u, v) =
〈R(u, v)u, v〉
|u ∧ v|2 ,

provided that u, v ∈ TpM are linearly independent. Here R is the Riemannian
curvature tensor and |u∧v| is the area of the parallelogram in TpM spanned by the
vectors u, v. Sectional curvature depends only on the 2-plane P in TpM spanned
by u and v. The curvature tensor R(u, v)w does not change if we replace the metric
g with a conformal metric h = ag, where a > 0 is a constant. Thus,

Kp,h(u, v) = a−1Kp,g(u, v).

Totally geodesic Riemannian isometric immersions f : (M, g)→ (N,h) preserve
sectional curvature:

Kp(u, v) = Kq(df(u), df(v)), q = f(p).

In particular, sectional curvature is invariant under Riemannian isometries of equidi-
mensional Riemannian manifolds. In the case whenM is 2-dimensional, Kp(u, v) =
Kp, is the Gaussian curvature of M .

Gauss-Bonnet formula. Our next goal is to connect areas of triangles to
curvature.

Theorem 3.22 (Gauss-Bonnet formula). Let (M, g) be a Riemannian surface
with the Gaussian curvature K(p), p ∈ M and the area form dA. Then for every
2-dimensional triangle N ⊂M with geodesic edges and vertex angles α, β, γ,ˆ

N
K(p)dA = (α+ β + γ)− π.

In particular, if K(p) is constant equal κ, we get

−κArea(N) = π − (α+ β + γ).

The quantity π − (α+ β + γ) is called the angle deficit of the triangle N.
Curvature and volume. Below we describe the relation of uniform lower

and upper bounds on the sectional curvature and the growth of volumes of balls,
that will be used in the sequel. The references for these results are [BC01, Section
11.10], [CGT82], [Gro86], [G6̈0] and [GHL04], Theorem 3.101, p. 140.

We will use the following notation: For κ ∈ R, we let Aκ(r) and Vκ(r) denote
the area of the sphere, respectively the volume of the ball of radius r, in the n–
dimensional space of constant sectional curvature κ . We will also denote by A(x, r)
the area of the geodesic sphere of radius r and center x in a given Riemannian
manifold M . Likewise, V (x, r) will denote the volume of the geodesic ball centered
at x and of radius r in M .
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Theorem 3.23 (Bishop–Gromov–Günther). LetM be a complete n–dimensional
Riemannian manifold.

(1) Assume that the sectional curvature on M is at least a. Then, for every
point x ∈M :

• A(x, r) 6 Aa(r) and V (x, r) 6 Va(r).

• The functions r 7→ A(x,r)
Aa(r) and r 7→ V (x,r)

Va(r) are non-increasing.

(2) Assume that the sectional curvature on M is at most b . Then, for every
x ∈M with injectivity radius ρx = InjRadM (x):

• For all r ∈ (0, ρx), we have A(x, r) > Ab(r) and V (x, r) > Vb(r).
• The functions r 7→ A(x,r)

Ab(r)
and r 7→ V (x,r)

Vb(r)
are non-decreasing on the

interval (0, ρx) .

The results (1) in the theorem above are also true if the Ricci curvature of M
is at least (n− 1)a.

Exercise 3.24. Use this inequality to show that every n-dimensional Riemann-
ian manifold M of nonnegative Ricci curvature has at most polynomial growth:

GM (r) - rn.
Theorem 3.23 follows from infinitesimal versions of the above inequalities (see

Theorems 3.6 and 3.8 in [Cha06]). A consequence of the infinitesimal version of
Theorem 3.23, (1), is the following theorem which will be useful in the proof of the
quasiisometric invariance of positivity of the Cheeger constant:

Theorem 3.25 (Buser’s inequality [Bus82], [Cha06], Theorem 6.8). Let M be
a complete n–dimensional manifold with sectional curvature at least a. Then there
exists a positive constant λ depending on n, a and r > 0, such that the following
holds. Given a hypersurface H ⊂ M and a ball B(x, r) ⊂ M such that B(x, r) \ H
is the union of two open subsets Ω1,Ω2 separated by H, we have:

min [V ol(Ω1) , V ol(Ω2)] 6 λArea [H ∩B(x, r)] .

3.7. Riemannian manifolds of bounded geometry

Definition 3.26. We say that a Riemannian manifoldM has bounded geometry
if it is connected, complete, has uniform upper and lower bounds for the sectional
curvature:

a 6 Kp(u, v) 6 b
(for all p ∈M,u, v ∈ Tp(M)) and a uniform lower bound for the injectivity radius:

InjRad(x) > ε > 0.

Probably the correct terminology should be “uniformly locally bounded geom-
etry”, but we prefer shortness to an accurate description. The numbers a, b, ε in
this definition are called geometric bounds on M . For instance, every compact con-
nected Riemannian manifold M has bounded geometry, every covering space of M
(with pull-back Riemannian metric) also has bounded geometry. More generally, if
M is connected, complete and the action of the isometry group onM is cobounded,
then M has bounded geometry.
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Exercise 3.27. Every non-compact manifold of bounded geometry has infinite
volume.

Remark 3.28. One frequently encounters weaker notions of bounded geometry
for Riemannian manifold, e.g.:

1. There exists L > 1 and R > 0 such that every ball of radius R in M is
L-bi-Lipschitz equivalent to the ball of radius R in Rn. (This notion is used, for
instance, by Gromov in [Gro93], §0.5.A3).

2. The Ricci curvature of M has a uniform lower bound ([Cha06], [Cha01]).
For the purposes of this book, the restricted condition in Definition 3.26 suffices.

The following theorem connects Gromov’s notion of bounded geometry with
the one used in this book:

Theorem 3.29 (See e.g. Theorem 1.14, [Att94]). Let M be a Riemannian
manifold of bounded geometry with geometric bounds a, b, ε. Then for every x ∈M
and 0 < r < ε/2, the exponential map

expx : B(0, r)→ B(x, r) ⊂M
is an L-bi-Lipschitz diffeomorphism, where L = L(a, b, ε).

This theorem also allows one to refine the notion of partition of unity in the
context of Riemannian manifolds of bounded geometry:

Lemma 3.30. Let M be a Riemannian manifold of bounded geometry and let
U = {Bi = B(xi, ri) : i ∈ I} be a locally finite covering of M by metric balls so that
InjRadM (xi) > 2ri for every i and

B

(
xi,

3

4
ri

)
∩B

(
xj ,

3

4
rj

)
= ∅, ∀i 6= j.

Then U admits a smooth partition of unity {ηi : i ∈ I} which, in addition, satisfies
the following properties:

1. ηi ≡ 1 on every ball B(xi,
ri
2 ).

2. Every smooth functions ηi is L–Lipschitz for some L independent of i.

In what follows we keep the notation Vκ(r) from Theorem 3.23 for the volume
of a ball of radius r in the n–dimensional space of constant sectional curvature κ.

Lemma 3.31. Let M be complete n–dimensional Riemannian manifold with
bounded geometry, let a 6 b and ρ > 0 be such that the sectional curvature of M
varies in the interval [a, b] and that at every point of M the injectivity radius is
larger than ρ. Then:

(1) For every δ > 0, every δ–separated set in M is φ-uniformly discrete, with
φ(r) = Va(r+λ)

Vb(λ) , where λ is the minimum of δ2 and ρ .

(2) For every 2ρ > δ > 0 and every maximal δ–separated set N in M , the

multiplicity of the covering {B(x, δ) | x ∈ N} is at most
Va( 3δ

2 )
Vb( δ2 )

.

Proof. (1) Let S be a δ–separated subset in M .
According to Theorem 3.23, for every point x ∈ S and radius r > 0 we have:

Va(r + λ) > V ol [BM (x, r + λ)] > card
[
B(x, r) ∩ S

]
Vb(λ) .
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This inequality implies that

card
[
B(x, r) ∩ S

]
6 Va(r + λ)

Vb(λ)
,

whence, S with the induced metric is φ-uniformly discrete, with the required φ.

(2) Let F be a subset in N such that the intersection⋂
x∈F

B(x, δ)

is non-empty. Let y be a point in this intersection. Then the ball B
(
y, 3δ

2

)
contains

the disjoint union
⊔
x∈F B

(
x, δ2

)
, whence

Va

(
3δ

2

)
> V ol

[
BM

(
y,

3δ

2

)]
> card [F ]Vb

(
δ

2

)
.

�

3.8. Metric simplicial complexes of bounded geometry and systolic
inequalities

In this section we describe a discretization of manifolds of bounded geometry
via metric simplicial complexes. Another method of approximating of Riemannian
manifolds by simplicial complexes will be described in Section 8.3, cf. Theorem
8.52.

Let X be a simplicial complex and d a path-metric on X. Then (X, d) is said
to be a metric simplicial complex if the restriction of d to each simplex is isometric
to a Euclidean simplex. The main example of a metric simplicial complex is a
generalization of a graph with the standard metric described below.

Let X be a connected simplicial complex. As usual, we will often conflate X
and its geometric realization. Metrize each k-simplex of X to be isometric to the
standard k-simplex ∆k in the Euclidean space:

∆k = (R+)k+1 ∩ {x0 + . . .+ xk = 1}.
Thus, for each m-simplex ∆m and its face ∆k, the inclusion ∆k → ∆m is an
isometric embedding. This allows us to define a path-metric on X so that each
simplex is isometrically embedded in X, similarly to the definition of the standard
metric on a graph and the Riemannian distance function. Namely, a piecewise-
linear (PL) path p in X is a path p : [a, b] → X, whose domain can be subdivided
in finitely many intervals [ai, ai+1] such that each restriction

p|
[ai,ai+1]

is a piecewise-linear path whose image is contained in a single simplex ofX. Lengths
of such paths are defined using the Euclidean metric on simplices of X. Then

d(x, y) = inf
p

length(p),

where the infimum is taken over all PL paths in X connecting x to y. The metric
d is then a path-metric; we call this metric the standard metric on X.

Exercise 3.32. Verify that the standard metric is complete and that X is a
geodesic metric space.
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For Lipschitz maps f : N → X from smooth manifolds to simplicial complexes
with at most countably many simplices, equipped with the standard piecewise-
Euclidean structure we define the notion of volume as the integral

(3.5) V olmet(f) :=
∑
σ

ˆ
f−1(intσ)

√
Gf

where the sum is taken over all simplices in X and the Gramm matrix is defined
for the map to the corresponding open simplex. The superscript met is used to
distinguish this notion of volume from the combinatorial and coarse concepts in
Chapter 9.7. The definition that we are using here is a special concept of volume of
maps from smooth manifolds to metric spaces. We refer the reader to [Wen05] for
the notion of volume of maps to general metric spaces. Given the metric volume of
maps, we define metric isoperimetric functions IPmetX,n of the simplicial complex X
exactly as in (3.3).

Definition 3.33. A metric simplicial complex X has bounded geometry if it is
connected and if there exist L > 1 and N <∞ such that:

• every vertex of X is incident to at most N edges;
• the length of every edge is 6 L.
• The volume of every simplex is > L−1.

In particular, the set of vertices of X with the induced metric is a uniformly
discrete metric space.

Thus, a metric simplicial complex of bounded geometry is necessarily finite-
dimensional.

Example 3.34. • If Y is a finite connected metric simplicial complex,
then its universal cover (with the pull-back path metric) has bounded
geometry.

• A connected simplicial complex (with the standard metric) has bounded
geometry if and only if there is a uniform bound on the valency of the
vertices in its 1-skeleton.

Analogously to simplicial complexes of bounded geometry one defines almost
regular cell complexes X of bounded geometry by requiring that:

(a) Each cell c of X is contained in the image of at most D cells.
(b) There are only finitely many combinatorial types of polyhedra which appear

in the definition of attaching maps for cells in X.

Metric simplicial complexes of bounded geometry appear in the context of
Riemannian manifolds with bounded geometry.

Definition 3.35. Let M be a Riemannian manifold. A bounded geometry
triangulation T ofM is a metric simplicial complexX of bounded geometry together
with a bi-Lipschitz homeomorphism τ : X →M .

Every smooth manifold admits a triangulation (see [Cai61] for an especially
simple proof); however, a general Riemannian manifold M will not have a uniform
triangulation. An easy sufficient condition for uniformity of (any) triangulation of
M is compactness of M . Lifting a finite triangulation T of a compact Riemannian
manifold M to its Riemannian covering M ′ → M results in a bounded geometry
triangulation T ′ of M ′.
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Proofs of the following theorem are outlined in [Att94, Theorem 1.14] and
[ECH+92, Theorem 10.3.1]; a detailed proof in the case of hyperbolic manifolds
can be found in [Bre09].

Theorem 3.36. Every Riemannian manifold of bounded geometry admits a
bounded geometry triangulation. Furthermore, there exists a function L = L(m, a, b, ε)
with the following property. Let M be an m-dimensional Riemannian manifold of
bounded geometry with the geometric bounds a, b, ε. Then M admits a bounded
geometry triangulation T , which is a simplicial complex X equipped with the stan-
dard metric together with an L-bi-Lipschitz homeomorphism τ : X →M , such that
geometric bounds on X depend only on m, a, b and ε.

Given lack of a detailed proof, this theorem should be currently treated as a
conjecture. Nevertheless, a homotopy form of this theorem is not all that hard:

Theorem 3.37. If (M, g) is a Riemannian manifold of bounded geometry then
there exists a simplicial complex X of bounded geometry (with the standard metric)
and a pair of L-Lipschitz maps

f : M → X, f̄ : X →M

which form a homotopy-equivalence between M and X. Furthermore, the homo-
topies

H : M × [0, 1]→M, H : X × [0, 1]→ X

between f̄ ◦ f and idM , and f ◦ f̄ and idX respectively, are also L-Lipschitz maps.
Here L and geometric bounds on X depend only on m, a, b and ε.

Proof. Let ε > 0 be the injectivity radius of M and a ≤ b the constants
bounding the curvature. Pick

r < min

(
ε

2
,

1

4
π|b|−1/2

)
.

Then r is smaller than the convexity radius of (M, g), see e.g. [Pet16, p. 177].
For a probability measure µ whose support is contained in B(x, r) define its

center of mass Center(µ) as the unique point of minimum for the function

ϕ(z) :=

ˆ
B(x,r)

d2(z, y)dµ(y),

cf. [BK81, §8].
Consider the cover of M by suitable open metric balls B(xi, r), i ∈ I, where

the centers xi form an r
10 -separated

r
2 -net in M . Let X denote the nerve of this

cover; we identify the vertices of X with the centers xi of the balls. Equip X with
the standard metric.

For each simplex σ = [x1, ..., xn] in X we pick a point

yσ ∈ B(x1, r) ∩ .... ∩B(xn, r).

The map f is defined via a suitable Lipschitz partition of unity (ηi)i∈I subordinate
to the covering {B(xi, r)}i∈I (cf. [Kap09, §6]), namely, we take the partition
of unity as in Lemma 3.30. We identify X with a subcomplex in the infinite-
dimensional simplex

∆∞ ⊂
⊕
i∈I

R,
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∆∞ = {(ti)i∈I |0 6 ti, i ∈ I,
∑
i∈I

ti = 1}.

Then f is defined as
y 7→ (ηi(y))i∈I .

In order to construct the map f̄ : X →M we first take the barycentric subdivision
X ′ of X. The vertices v of X ′ are labelled by the simplices σ of X, v = vσ. The
map f̄ sends each vertex vσ of X ′ to the point yσ ∈M . This map then extends to
a map f̄ on each simplex τ of X ′ via Riemannian barycentric coordinates, see e.g.
[BK81, §8]: If x ∈ τ has barycentric coordinates (λ1, ..., λn) in τ and v1, ..., vn are
the vertices of τ then

f̄(x) := Center(

n∑
i=1

λiδf̄(vi)),

is where δy denotes the probability measure supported on the point y ∈M .
In particular, if τ is a simplex of X ′ with the vertex xi = ν(τ) that is also a

vertex of X, then for every vertex v of τ , f̄(v) belongs to B(xi, r) and, hence, by
convexity of the latter, f̄(τ) is contained in B(xi, r) as well.

In order to construct the homotopy

H : M × [0, 1]→M,H(y, 0) = f̄ ◦ f,H(y, 1) = y, y ∈M
we use the straight-line homotopy via minimizing geodesics in (M, g) (here we are
again using the fact that the distance between y and f̄ ◦ f(y) is less than the
convexity radius ε of (M, g)). The map H is Lipschitz because of uniform Lipschitz
dependence of the minimal geodesic y1y2 in M on the endpoints y1, y2, provided
that d(y1, y2) < ε. The composition h ◦ h̄ : X → X sends each simplex τ of X ′
into the star St(xi, X) of the vertex xi = ν(τ) in the complex X. For any two
points x, y ∈ St(xi, X) we define the broken geodesic path px,y(t) from x to y as
the concatenation of the Euclidean geodesic segments

xxi ? xiy

parameterized by the unit interval [0, 1] with the constant speed. Lastly, define the
homotopy

H̄ : (x, t) 7→ px,h(x)(t)

where h(x) = f ◦ f̄(x), x ∈ τ ⊂ St(xi, X). �

Definition 3.38. We will refer to the complex together with the map, (X, f),
as a Lipschitz simplicial model of the Riemannian manifold (M, g).

The main application of bounded geometry triangulations (or, Lipschitz simpli-
cial models) in this book comes in the form of systolic inequalities which we describe
below.

Let M be a Riemannian manifold. The k-systole sysk(M) of M is defined as
the infimum of volumes of homologically non-trivial k-cycles inM . In the following
proof, by abusing the terminology, we will conflate singular k-chains

S =

N∑
i=1

aiσi

(where ai ∈ Z \ {0} and σi’s are singular simplices) and their support sets in X, i.e.
unions of images of the singular k-simplices σi.
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Theorem 3.39. Every Riemannian manifold M of bounded geometry has pos-
itive k-systoles for all k.

Proof. GivenM we take either a bounded geometry triangulation T = (X, τ)
of M (if it exists) or a Lipschitz simplicial model (X, f). Since the map f is a
bi-Lipschitz homotopy equivalence, it suffices to prove positivity of k-systoles for
X. The key to the proof is the following Deformation Theorem of Federer and
Flemming, which first appeared in their work on the Plateau Problem [FF60, §5].
Another proof of this fundamental fact can be found in Federer’s book [Fed69,
4.2.9]; an especially readable proof is given in [ECH+92, Theorem 10.3.3]. Suppose
that ∆n is the standard n-simplex. For each interior point x ∈ ∆n we define the
radial projection px : ∆n \ {x} → ∂∆n. We will need:

Theorem 3.40 (Deformation Theorem). Suppose that S is a singular k-chain
in ∆, k < n. Then for almost every point x ∈ ∆n, the k-volume of the chain
px(S) in ∂∆ does not exceed CVolk(S), where the constant C depends only on the
dimension n of the simplex.

We will refer to the projections px satisfying the conclusion of this theorem as
Federer-Flemming projections.

Suppose now that S is a singular k-cycle in a bounded geometry D-dimensional
simplicial complexX. In each n-simplex ∆n inX whose dimension is greater than k,
we apply a Federer–Flemming projection px to S. By combining these projections,
we obtain a chain S1 in X(n−1), which is homologous to S and whose volume is
at most CVolk(S). After repeating the process at most D − k times, we obtain a
k-cycle S′ in the k-skeleton X(k) (homologous to S); the volume of S′ is at most
CD−kVolk(S). Let Vk denote the volume of the standard k-simplex. If Volk(S′)
is less than Vk, then S′ cannot cover any k-simplex in X. Therefore, for each k-
simplex ∆k in X we apply a radial projection px to S′ from any point x which
does not belong to S′ (at this stage, we no longer care about the volume of the
image). The result is a k-cycle T in the k − 1-skeleton X(k−1) of X, which is still
homologous to S. However, k − 1-dimensional simplicial complexes have zero kth
homology groups, which means that T (and, hence, S) is homologically trivial.
Therefore, assuming that S ∈ Zk(M) was homologically non-trivial, we obtain a
lower bound on it volume:

Volk(S) > L−kCk−DVk.
�

3.9. Harmonic functions

For the detailed discussion of the material in this section we refer the reader to
[Li12] and [SY94].

Let M be a Riemannian manifold. Given a smooth function f : M → R, we
define the energy of f as the integral

E(f) =

ˆ
M

|df |2dV =

ˆ
M

|∇f |2dV.

Here the gradient vector field ∇f is obtained by dualizing the differential 1-form
df using the Riemannian metric on M . Note that energy is defined even if f only
belongs to the Sobolev space W 1,2

loc (M) of functions differentiable a.e. on M with
locally square-integrable partial derivatives.
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Theorem 3.41 (Lower semicontinuity of the energy functional). Let (fi) be a
sequence of functions in W 1,2

loc (M) which converges (in W 1,2
loc (M)) to a function f .

Then
E(f) 6 lim inf

i→∞
E(fi).

Definition 3.42. A function h ∈W 1,2
loc is called harmonic if it is locally energy-

minimizing: For every point p ∈M and a small metric ball B = B(p, r) ⊂M ,

E(h|
B

) 6 E(u), ∀u : B → R, u|
∂B

= h|
∂B
.

Equivalently, for every relatively compact open subset Ω ⊂ M with smooth
boundary

E(h|B) 6 E(u), ∀u : Ω→ R, u|
∂Ω

= h|
∂Ω
.

It turns out that harmonic functions h on M are automatically smooth and,
moreover, satisfy the equation ∆h = 0, where ∆ is the Laplace–Beltrami operator
on M :

∆u = div∇u.
In local coordinates (assuming that M is n-dimensional)

∆u =

n∑
i,j=1

1√
|g|

∂

∂xi

(
gij
√
|g| ∂u
∂xj

)
.

In terms of the Levi–Civita connection ∇ on M ,

∆(u) = Trace(H(u)), H(u)(X,Y ) = ∇X∇Y (u)−∇∇XY (u),

where X,Y are vector fields on M . In local coordinates, setting

Hij = H(u)

(
∂

∂xi
,
∂

∂xj

)
,

we have

Trace(H) =

n∑
i,j=1

gijHij .

If M = Rn with the flat metric, then ∆ is the usual Laplace operator:

∆u =

n∑
i=1

∂2

∂x2
i

u.

Exercise 3.43. Work out the formula for ∆u in the case of a conformally-
Euclidean metric g on an open subset of Rn. Conclude that harmonicity with
respect to g is equivalent to harmonicity with respect to the flat metric.

Lastly, if we use the normal (geodesic) coordinates on a Riemannian manifold
then

∆u(p) =

n∑
i=1

∂2

∂x2
i

u(0).

A function u on M is called subharmonic if

∆u > 0.

Example 3.44. If n = 1 and M = R then a function is harmonic if and only if
it is linear, and is subharmonic if and only if it is convex.

79



Exercise 3.45. Suppose that h : M → R is a harmonic function and f : R→ R
is a smooth convex function. Then the composition u = f ◦h is subharmonic. Hint:
Verify that ∆u(p) > 0 for every p ∈M using normal coordinates on M defined via
the exponential map expp : TpM → M . This reduces the problem to a Euclidean
computation.

Theorem 3.46 (Maximum Principle). Suppose that M is connected, Ω ⊂ M
is a relatively compact subset with smooth boundary and h : M → R is a harmonic
function. Then h|

Ω
attains maximum on the boundary of Ω and, moreover, if h|

Ω
attains its maximum at a point of Ω, then h is constant.

Corollary 3.47. Let hi : M → R, i = 1, 2 be two harmonic functions such
that h1 6 h2. Then either h1 = h2 or h1 < h2.

Proof. The difference h = h1 − h2 6 0 is also a harmonic function on M .
Suppose that the subset A = {h1(x) = h2(x)} is non-empty. Then for every
relatively compact subset with smooth boundary Ω ⊂ M and A ∩ Ω 6= ∅, the
maximum of h|Ω is attained on

A ∩ Ω.

Therefore, h|
Ω

is identically zero. Taking an exhaustion of M by subsets Ω as
above, we conclude that h vanishes on the entire M . �

Theorem 3.48 (Li-Schoen’s Mean Value Inequality for subharmonic functions).
Suppose that Ricci curvature of the Riemannian n-manifold M is bounded below by
a constant r. Then there exists a function C(n, r,R) such that for every nonegative
subharmonic function u : M → R, and normal ball B(p,R), we have

u2(p) 6 C(n, r,R)

ˆ
B(p,R)

u2dV.

As a corollary, one obtains a similar mean value inequality for harmonic func-
tions (without any positivity assumption):

Corollary 3.49. Suppose that M , p and R satisfy the hypothesis of the pre-
vious theorem. Then for every harmonic function h : M → R we have

h2(p) 6
√
C(n, r,R)

ˆ
B(p,R)

h2dV.

Proof. The composition u = h2 of h with the convex function x 7→ x2 is
subharmonic. Therefore,

u2(p) 6 C(n, r,R)

ˆ
B(p,R)

u2dV.

Thus,

h4(p) 6 C(n, r,R)

ˆ
B(p,R)

u2dV 6 C(n, r,R)

(ˆ
B(p,R)

udV

)2

,

which implies the inequality

h2(p) 6
√
C(n, r,R)

ˆ
B(p,R)

h2dV. �
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Theorem 3.50 (Yau’s gradient estimate). Suppose that Mn is a complete n-
dimensional Riemannian manifold with Ricci curvature > a. Then for every posi-
tive harmonic function h on M , every x ∈M with InjRad(x) > ε,

|∇h(x)| 6 C(ε, n)h(x).

The following two theorem are a part of the so called elliptic regularity theory
for solutions of second order elliptic PDEs, see e.g. [GT83].

Theorem 3.51 (Derivative bounds). For every harmonic function h on a man-
ifold of bounded geometry, there exists L(r) such that for every x ∈ M and every
harmonic function h : M → R, whose restriction to the ball B(x, r) takes values in
[0, 1], we have

|∇|∇h(x)|2| 6 L(r),

as long as ∇h(x) 6= 0.

Note that similar estimates hold for higher-order derivatives of harmonic func-
tions; we will only need a bound on the second derivatives.

Theorem 3.52 (Compactness Property). Suppose that (fi) is a sequence of
harmonic functions on M so that there exists p ∈M for which the sequence (fi(p))

is bounded. Then the family of functions (fi) is precompact in W 1,2
loc (M). Further-

more, every limit of a subsequence in (fi) is a harmonic function.

We will use these properties of harmonic functions in Chapter 21, in the proof
of Stallings Theorem on ends of groups via harmonic functions. Since in the proof
it suffices to work with 2-dimensional Riemannian manifolds (Riemann surfaces),
the properties of harmonic functions we are using follow from more elementary
properties of harmonic functions of one complex variable (real parts of holomorphic
functions). For instance, the upper bounds on the first and second derivatives and
Compactness Property follow from Cauchy’s integral formula; the maximum prin-
ciple for harmonic functions follows from the maximum principle for holomorphic
functions. Similarly, Corollary 3.49 follows from [Poisson’s Integral Formula].

3.10. Spectral interpretation of the Cheeger constant

Let M be a complete connected Riemannian manifold of infinite volume. Then
the vector space V = L2(M) ∩ C∞(M) contains no non-zero constant functions.
We let ∆M denote the restriction of the Laplace-Beltrami operator to the space V
and let λ1(M) be the lowest eigenvalue of ∆M . The number λ1(M) is also known
as the spectral gap of the manifold M . The eigenvalue λ1(M) can be computed as

(3.6) inf

{´
M
|∇f |2´
M
f2

| f : M → R is smooth, non-zero, with compact support
}
,

see [CY75] or Chapter I of [SY94]. J. Cheeger proved in [Che70] that

λ1(M) > 1

4
h2(M) ,

where h(M) is the Cheeger constant of M . Even though Cheeger’s original result
was formulated for compact manifolds, his argument works for non-compact man-
ifolds as well, see [SY94]. Cheeger’s inequality is complemented by the following
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inequality due to P. Buser (see [Bus82], or [SY94]) which holds for all complete
Riemannian manifolds whose Ricci curvature is bounded below by some a ∈ R:

λ1(M) 6 αh(M) + βh2(M),

for some α = α(a), β = β(a). Combined, Cheeger and Buser inequalities imply

Theorem 3.53. h(M) = 0 ⇐⇒ λ1(M) = 0.

3.11. Comparison geometry

In the setting of general metric spaces it is still possible to define a notion
of (upper and lower bound for the) sectional curvature, which, moreover, coincide
with the standard ones for Riemannian manifolds. This is done by comparing
geodesic triangles in a metric space to geodesic triangles in amodel space of constant
curvature. In what follows, we only discuss the metric definition of upper bound
for the sectional curvature, the lower bound case is similar (see e.g. [BBI01]) but
will not be used in this book.

3.11.1. Alexandrov curvature and CAT (κ) spaces. For a real number
κ ∈ R, we denote by Xκ the model surface of constant curvature κ. If κ = 0 then
Xκ is the Euclidean plane. If κ < 0 then Xκ will be discussed in detail in Chapter
4, it is the upper half-plane with the rescaled hyperbolic metric:

Xκ =

(
U2, |κ|−1 dx

2 + dy2

y2

)
.

If κ > 0 then Xκ is the 2–dimensional sphere S
(

0, 1√
κ

)
in R3 with the Riemannian

metric induced from R3.

Let X be a geodesic metric space, and let ∆ be a geodesic triangle in X. Given
κ > 0 we say that ∆ is κ–compatible if its perimeter is at most 2π√

κ
. By default,

every triangle is κ–compatible for κ 6 0 .
We will prove later on (see Section 4.11) the following:

Lemma 3.54. Let κ ∈ R and let a 6 b 6 c be three numbers such that c 6 a+ b
and a + b + c < 2π√

κ
if κ > 0. Then there exists a geodesic triangle in Xκ with

side-lengths a, b and c, and this triangle is unique up to congruence.

Therefore, for every κ ∈ R and every κ–compatible triangle ∆ = ∆(A,B,C) ⊂
X with vertices A,B,C ∈ X and lengths a, b, c of the opposite sides, there exists a
triangle (unique, up to congruence)

∆̃(Ã, B̃, C̃) ⊂ Xκ

with the side-lengths a, b, c. The triangle ∆̃(Ã, B̃, C̃) is called the κ–comparison
triangle or a κ–Alexandrov triangle.

For every point P on, say, the side AB of ∆, we define the κ–comparison point
P̃ ∈ ÃB̃, such that

d(A,P ) = d(Ã, P̃ ).

82



Definition 3.55. We say that the triangle ∆ is CAT (κ) if it is κ–compatible
and for every pair of points P and Q on the triangle, their κ–comparison points
P̃ , Q̃ satisfy

distXκ

(
P̃ , Q̃

)
> distX (P,Q) .

Definition 3.56. (1) A CAT (κ)–domain in X is an open convex set
U ⊂ X, and such that all the geodesic triangles entirely contained in U
are CAT (κ).

(2) The space X has Alexandrov curvature at most κ if it is covered by
CAT (κ)–domains.

Note that a CAT (κ)–domain U for κ > 0 must have diameter strictly less than
π√
κ
. Otherwise, one can construct geodesic triangles in U with two equal edges and

the third reduced to a point, with perimeter > 2π√
κ
.

The point of Definition 3.56 is that it applies to non-Riemannian metric spaces
where such notions as tangent vectors, Riemannian metric, curvature tensor cannot
be defined, while one can still talk about curvature being bounded from above by
κ.

Proposition 3.57. Let X be a Riemannian manifold. Its Alexandrov curvature
is at most κ if and only if its sectional curvature in every point is 6 κ .

Proof. The “if” implication follows from the Rauch-Toponogov comparison
theorem (see [dC92, Proposition 2.5]). For the “only if” implication we refer to
[Rin61] or to [GHL04, Chapter III]. �

Definition 3.58. A metric space X is called a CAT (κ)-space if the entire X
is a CAT (κ)-domain. We will use the definition only for κ 6 0. A metric space X
is said to be a CAT (−∞)-space if X is a CAT (κ)-space for every κ.

Note that for the moment we do not assume X to be metrically complete.
This is because there are naturally occurring incomplete CAT (0) spaces, called
Euclidean buildings, which, nevertheless, are geodesically complete (every geodesic
segment is contained in a complete geodesic).

Clearly, every Hilbert space is CAT (0).

Exercise 3.59. Let X be a simplicial tree with a path-metric d. Show that
(X, d) is CAT (−∞).

This exercise leads to the following definition:

Definition 3.60. A geodesic metric space X such that for every geodesic
triangle in X with the sides xy, yz, zx, the side xy is contained in the union yz∪zx,
is called a real tree.

Exercise 3.61. 1. Show that a geodesic metric space X is a real tree if and
only if X is CAT (−∞).

2. Consider the following metric space: Take the union of the x-axis in R2

and all vertical lines {x = q}, where q’s are rational numbers. Equip X with the
path-metric induced from R2. Show that X is an real tree.
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We note that real trees are also called R-trees or metric trees in the literature.
A real tree is called complete if it is complete as a metric space. While the simplest
examples of real trees are given by simplicial trees equipped with their standard
path-metrics, we will see in Chapter 11 that other real trees also arise naturally in
the Geometric Group Theory. We refer to Section 11.2 for further discussion of real
trees.

Exercise 3.62. Let Γ be a connected metric graph with the path-metric. Show
that Γ is a CAT (1) if and only if Γ contains no circuits of length < 2π.

More interesting examples come from polygonal complexes. Their origins lie in
two areas of mathematics, going back to 1940s and 1950s:

• The small cancellation theory, which is an area of the combinatorial group
theory.

• Alexandrov’s theory of spaces of curvature bounded from above.
Suppose that X is a connected almost regular 2-dimensional cell complex. We

equip X with a path-metric where each 2-face is isometric to a constant curvature
κ 2-dimensional polygon with unit edges. This defines structure of a metric graph
on the link Lk(v) of each vertex v of X, where each corner c of each 2-face F
determines an edge of Lk(v) whose length is the angle of F at c. We refer the
reader to [BH99, Bal95] for proofs of the following theorem:

Theorem 3.63. The metric space X has Alexandrov curvature 6 κ if and only
if each connected component of the link Lk(v) of each vertex v of X is a CAT (1)
space. (See [BH99], Theorem 5.20, Ch. II.5.)

To make this theorem more concrete, we assume that each 2-dimensional face
of X has n edges and for each vertex v ∈ X the combinatorial length of the shortest
circuit in the link Lk(v) is at least m. Then Theorem 3.63 implies:

Corollary 3.64. 1. Suppose that κ = 0, n > 3 and m > 6, or n > 4 and
m > 4, or n > 6 and m > 3. Then X has Alexandrov curvature 6 0.

2. Suppose that κ = −1, n > 3 and m > 7, or n > 4 and m > 5, or n > 6 and
m > 4, or n > 7 and m > 3. Then X has Alexandrov curvature 6 −1.

Yes another class of examples of CAT (0) spaces comes from cube complexes.
The n-dimensional cube is the product of intervals

In = [0, 1]n.

Definition 3.65. An almost regular cell complex where each cell is isomorphic
to a cube is called a cube complex.

We will always equip cube complexes with the standard path-metric where each
n-dimensional face is isometric to the Euclidean cube In.

Definition 3.66. A simplicial complex Y is called a flag-complex if whenever
Y contains a 1-dimensional complex Z isomorphic to the 1-skeleton of the n-simplex
∆n, the complex Y also contains a subcomplex W isomorphic to ∆n such that W 1

equals Z.

Theorem 3.67. A simply-connected cube complex X is a CAT (0) space if and
only if the link of every vertex in X is a flag-complex.

84



In the case of spaces of non-positive curvature one can connect local and global
curvature bounds:

Theorem 3.68 (Cartan-Hadamard Theorem). If X is a simply connected com-
plete metric space with Alexandrov curvature at most κ for some κ 6 0, then X is
a CAT (κ)–space.

We refer the reader to [Bal95] and [BH99] for proofs of this theorem, and a
detailed discussion of CAT (κ)–spaces, with κ 6 0.

Definition 3.69. Simply-connected complete Riemannian manifolds of sec-
tional curvature 6 0 are called Hadamard manifolds. Thus, every Hadamard man-
ifold is a CAT (0) space.

An important property of CAT (0)-spaces is convexity of the distance function.
Suppose that X is a geodesic metric space. A function F : X ×X → R is said to
be convex if for every pair of geodesics α(s), β(s) in X (which are parameterized
with constant, but not necessarily unit, speed), the function

f(s) = F (α(s), β(s))

is a convex function of one variable. Thus, the distance function dist of X is convex,
whenever for every pair of geodesics a0a1 and b0b1 in X, the points as ∈ a0a1 and
bs ∈ b0b1 such that dist(a0, as) = sdist(a0, a1) and dist(b0, bs) = sdist(b0, b1), satisfy

(3.7) dist(as, bs) 6 (1− s)dist(a0, b0) + sdist(a1, b1) .

Note that in the case of a normed vector space X, a function f : X ×X → R
is convex if and only if the epi-graph

{(x, y, t) ∈ X2 × R : f(x, y) > t}
is convex.

Proposition 3.70. If a geodesic metric space X is CAT (0) then the distance
on X is convex.

Proof. Consider two geodesics a0b0 and a1b1 in X. On the geodesic a0b1
consider the point cs such that dist(a0, cs) = sdist(a0, b1) . The fact that the
triangle with edges a0a1, a0b1 and a1b1 is CAT (0) and the Thales theorem in
R2, imply that dist(as, cs) 6 sdist(a1, b1). The same argument applied to the
triangle with edges a0b1, a0b0, b0b1, implies that dist(cs, bs) 6 (1 − s)dist(a0, b0).
The inequality (3.7) follows from

dist(as, bs) 6 dist(as, cs) + dist(cs, bs) .

�
Remark 3.71. The converse to this proposition is not true in general. In-

deed, every strictly convex normed vector space has convex distance function but
only Hilbert spaces (among normed vector spaces) are CAT (0). See also [BH99],
Example 1.18, page 169.

Corollary 3.72. Every CAT (0)-space X is uniquely geodesic, i.e. for any
two points p, q ∈ X, the (arc-length parameterized) geodesic from p to q is unique.

Proof. It suffices to apply the inequality (3.7) to a geodesic bigon, that is, in
the special case when a0 = b0 and a1 = b1. �
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Figure 3.1. Argument for convexity of the distance function.

3.11.2. Cartan’s fixed point theorem. LetX be a metric space and A ⊂ X
be a subset. Define the function

ρ(x) = ρA(x) = sup
a∈A

d2(x, a).

Proposition 3.73. Let X be a complete CAT(0) space. Then for every bounded
subset A ⊂ X, the function ρ = ρA attains unique minimum in X.

Proof. Consider a sequence (xn) in X such that

lim
n→∞

ρ(xn) = r = inf
x∈X

ρ(x).

We claim that the sequence (xn) is Cauchy. Given ε > 0 let x = xi, x
′ = xj be

points in this sequence such that

r 6 ρ(x) < r + ε, r 6 ρ(x′) < r + ε.

Let p be the midpoint of xx′ ⊂ X; hence, r 6 ρ(p). Let a ∈ A be such that

ρ(p)− ε < d2(p, a).

Consider the Euclidean comparison triangle T̃ = T (x̃, x̃′, ã) for the triangle T (x, x′, a).
In the Euclidean plane we have (by the parallelogram identity (2.1)):

d2(x̃, x̃′) + 4 d2(ã, p̃) = 2
(
d2(ã, x̃) + d2(ã, x̃′)

)
.

Applying the comparison inequality for the triangles T and T̃ , we obtain:

d(a, p) 6 d(ã, p̃).

Thus:

d(x, x′)2 + 4(r − ε) < d2(x, x′) + 4d2(a, p) 6 2
(
d2(a, x) + d2(a, x′)

)
<

2(ρ(x) + ρ(x′)) < 4r + 4ε.
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It follows that
d(x, x′)2 < 8ε

and, therefore, the sequence (xn) is Cauchy. By completeness of X, the function
ρ attains minimum in X; the same Cauchy argument implies that the point of
minimum is unique. �

As a corollary, we obtain a fixed-point theorem for isometric group actions on
complete CAT (0) spaces, which was first proven by E. Cartan in the context of
Riemannian manifolds of nonpositive curvature and then extended by J. Tits to
geodesic metric spaces with convex distance function:

Theorem 3.74. Let X be a complete CAT (0) metric space and G < Isom(X)
be a subgroup which has bounded orbits: One (equivalently every) subset of the form

G · x = {g(x) : g ∈ G}
is bounded. Then G fixes a point in X.

Proof. Let A denote a (bounded) orbit of G in X and let ρA be the corre-
sponding function on X. Then, by uniqueness of the minimum point m of ρA, the
group G will fix m. �

Corollary 3.75. 1. Every finite group action on a complete CAT (0) space
has a fixed point. For instance, every action of a finite group on a complete real
tree or on a Hilbert space fixes a point.

2. If G is a compact group acting isometrically and continuously on a Hilbert
space H, then G fixes a point in H.

Exercise 3.76. Prove that this corollary holds for all real trees T , not neces-
sarily complete ones. Hint: For a finite subset F ⊂ T consider its span TF , i.e. the
union of all geodesic segments connecting points of F . Show that TF is isometric
to a complete metric tree and is G-invariant if F was. In fact, TF is isometric to a
finite metric simplicial complex (which, as a simplicial complex, is isomorphic to a
finite simplicial tree).

Definition 3.77. A group G is said to have the Property FA if for every
isometric action Gy T on a complete real tree T , G fixes a point in T .

Thus, all finite groups have the Property FA.

3.11.3. Ideal boundary, horoballs and horospheres. In this section we
discuss the notion of the ideal boundary of a metric space. This is a particularly
useful concept when the metric space is CAT (0), and it generalizes the concept
introduced for non-positively curved simply connected Riemannian manifolds by P.
Eberlein and B. O’Neill in [EO73, Section 1].

Let X be a geodesic metric space. Two geodesic rays ρ1 and ρ2 in X are called
asymptotic if they are at finite Hausdorff distance; equivalently if the function
t 7→ dist(ρ1(t), ρ2(t)) is bounded on [0,∞) .

Clearly, being asymptotic is an equivalence relation on the set of geodesic rays
in X.

Definition 3.78. The ideal boundary of a metric space X is the collection of
equivalence classes of geodesic rays. It is usually denoted either by ∂∞X or by
X(∞).
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An equivalence class ξ ∈ ∂∞X is called an ideal point or point at infinity of X,
and the fact that a geodesic ray ρ is contained in this class is sometimes expressed
by the equality ρ(∞) = ξ. When a geodesic ray ρ represents an equivalence class
ξ ∈ ∂∞X, the ray ρ is said to be asymptotic to ξ.

The space of geodesic rays in X has a natural compact-open topology, or,
equivalently, topology of uniform convergence on compacts (recall that we regard
geodesic rays as maps from [0,∞) to X). Thus, we topologize ∂∞X by giving it
the quotient topology τ .

Exercise 3.79. Every isometry g : X → X induces a homeomorphism g∞ :
∂∞X → ∂∞X.

This exercise explains why we consider rays emanating from different points of
X: Otherwise, most isometries of X would not act on ∂∞X.

Convention. From now on, in this section, we assume that X is a complete
CAT (0) metric space.

Lemma 3.80. If X is locally compact then for every point x ∈ X and every
point ξ ∈ ∂∞X there exists a unique geodesic ray ρ with ρ(0) = x and ρ(∞) = ξ .
We will also use the notation xξ for the ray ρ.

Proof. Let r : [0,∞) → X be a geodesic ray with r(∞) = ξ . For every
n ∈ N, according to Corollary 3.72, there exists a unique geodesic gn joining x and
r(n). The convexity of the distance function implies that every gn is at Hausdorff
distance dist(x, r(0)) from the segment of r between r(0) and r(n).

By the Arzela-Ascoli Theorem, a subsequence gnk of geodesic segments con-
verges in the compact-open topology to a geodesic ray ρ with ρ(0) = x. Moreover,
ρ is at Hausdorff distance dist(x, r(0)) from r .

Assume that ρ1 and ρ2 are two asymptotic geodesic rays with ρ1(0) = ρ2(0) =
x . Let M be such that dist(ρ1(t), ρ2(t)) 6M , for every t > 0. Consider t ∈ [0,∞),
and ε > 0 arbitrarily small. Convexity of the distance function implies that

dist(ρ1(t), ρ2(t)) 6 εdist(ρ1(t/ε), ρ2(t/ε)) 6 εM .

It follows that dist(ρ1(t), ρ2(t)) = 0 and, hence, ρ1 = ρ2. �

In particular, for a fixed point p ∈ X one can identify the set X := X t ∂∞X
with the set of geodesic segments and rays with initial point p. In what follows,
we will equip X with the topology induced from the compact-open topology on the
space of these segments and rays.

Exercise 3.81. (1) Prove that the embedding X ↪→ X is a homeomor-
phism to its image.

(2) Prove that the topology on X is independent of the chosen basepoint p.
In other words, given p and q two points in X, the map [p, x] 7→ [q, x]
(with x ∈ X) is a homeomorphism.

(3) In the special case when X is a Hadamard manifold, show that for every
point p ∈ X, the ideal boundary ∂∞X is homeomorphic to the unit sphere
S in the tangent space TpM via the map

v ∈ S ⊂ TpM → expp(R+v) ∈ ∂∞X.
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An immediate consequence of the Arzela–Ascoli Theorem is that X is compact,
provided that X is locally compact.

Consider a geodesic ray r : [0,∞) → X, and an arbitrary point x ∈ X . The
function t 7→ dist(x, r(t)) − t is decreasing (due to the triangle inequality) and
bounded from below by −dist(x, r(0)). Therefore, there exists a limit

(3.8) br(x) := lim
t→∞

[dist(x, r(t))− t] .

Definition 3.82. The function br : X → R thus defined, is called the Buse-
mann function for the ray r.

For a proof of the next result see e.g. [Bal95], Chapter 2, Proposition 2.5.

Theorem 3.83. If r1 and r2 are two asymptotic rays then br1−br2 is a constant
function.

In particular, it follows that the collections of sublevel sets and the level sets of
a Busemann function do not depend on the ray r, but only on the point at infinity
that r represents.

Exercise 3.84. Show that br is linear with slope −1 along the ray r. In
particular,

lim
t→∞

br(t) = −∞.

Definition 3.85. A sublevel set of a Busemann function, b−1
r (−∞, a] is called

a (closed) horoball with center ξ = r(∞); we denote such horoballs as B(ξ) or B(r).
A level set b−1

r (a) of a Busemann function is called a horosphere with center ξ,
it is denoted Σ(ξ). In the case when X is 2-dimensional, horospheres are called
horocycles. Lastly, an open sublevel set b−1

r (−∞, a) is called an open horoball with
center ξ = r(∞), and denoted B(ξ) or B(r).

Informally, one can think informally of horoballs B(ξ) and horospheres Σ(ξ) as
metric balls and metric spheres of infinite radii in X, centered at ξ, whose radii are
determined by the choice of the Busemann function br (which is determined only
up to a constant) and by the choice of the value a of br.

Lemma 3.86. Let r be a geodesic ray and let B be the open horoball b−1
r (−∞, 0) .

Then B =
⋃
t>0B(r(t), t) .

Proof. Indeed, if for a point x,

br(x) = lim
t→∞

[dist(x, r(t))− t] < 0,

then, for some sufficiently large t, dist(x, r(t))− t < 0. Whence x ∈ B(r(t), t).
Conversely, suppose that x ∈ X is such that for some s > 0,

dist(x, r(s))− s = δs < 0.

Then, because the function t 7→ dist(x, r(t)) − t is decreasing, it follows that for
every t > s,

dist(x, r(t))− t 6 δs .
Whence, br(x) 6 δs < 0. �

Lemma 3.87. Let X be a CAT (0) space. Then every Busemann function on
X is convex and 1-Lipschitz.
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Proof. Recall that the distance function on any metric space is 1-Lipschitz.
Since Busemann functions are limits of normalized distance functions, it follows
that Busemann functions are 1-Lipschitz as well. (This part does not require the
CAT (0) assumption.) Similarly, since the distance function is convex, Busemann
functions are also convex as limits of normalized distance functions. �

Furthermore, if X is a Hadamard manifold, then every Busemann function br
is smooth, with gradient of constant norm 1, see [BGS85].

Lemma 3.88. Assume that X is a complete CAT (0) space. Then:
• Open and closed horoballs in X are convex sets.
• A closed horoball is the closure of an open horoball.

Proof. The first property follows immediately from the convexity of Buse-
mann functions. Let f = br be a Busemann function. Consider the closed horoball

B = {x : f(x) 6 t}.
Since this horoball is a closed subset of X, it contains the closure of the open
horoball

B = {x : f(x) < t}.
Suppose now that f(x) = t. Since lims→∞ f(s) = −∞, there exists s such that
f(r(s)) < t. Convexity of f implies that for z = r(s),

f(y) < f(x) = t, ∀y ∈ xz \ {x}.
Therefore, x belongs to the closure of the open horoball B, which implies that B
is the closure of B. �

Exercise 3.89. 1. Suppose that X is the Euclidean space Rn, r is the geodesic
ray in X with r(0) = 0 and r′(0) = u, where u is a unit vector. Show that

br(x) = −x · u.
In particular, closed (resp. open) horoballs in X are closed (resp. open) half-spaces,
while horospheres are hyperplanes.

2. Construct an example of a proper CAT (0) space and an open horoball
B ⊂ X, B 6= X, so that B is not equal to the interior of the closed horoball B.
Can this happen in the case of Hadamard manifolds?
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CHAPTER 4

Hyperbolic Space

The real hyperbolic space is the oldest and easiest example of hyperbolic spaces,
which will be discussed in detail in Chapter 11. The real hyperbolic space has its
origin in the following classical question that has challenged the geometers for nearly
2000 years:

Question. Does Euclid’s fifth postulate follow from the rest of the axioms of
Euclidean geometry? (The fifth postulate is equivalent to the statement that given
a line L and a point P in the plane, there exists exactly one line through P parallel
to L.)

After a long history of unsuccessful attempts to establish a positive answer to
this question, N.I. Lobachevski, J. Bolyai and C.F. Gauss independently (in the
early 19th century) developed a theory of non-Euclidean geometry (which we now
call “hyperbolic geometry”), where Euclid’s fifth postulate is replaced by the axiom:

“For every point P which does not belong to L, there are infinitely many lines
through P parallel to L.”

Independence of the 5th postulate from the rest of the Euclidean axioms was
proved by E. Beltrami in 1868, via a construction of a model of hyperbolic geom-
etry. In this chapter we will use the unit ball and the upper half-space models of
hyperbolic geometry, the latter of which is due to H. Poincaré.

Given the classical nature of the subject, there are many books about real
hyperbolic spaces, for instance, [And05], [Bea83], [BP92], [Rat06], [Thu97].
Our treatment of hyperbolic spaces is not meant to be comprehensive, we only
cover the material needed elsewhere in the book. The purpose of this chapter is
threefold:

1. It motivates many ideas and constructions in more generalGromov–hyperbolic
spaces, which appear in Chapter 11.

2. It provides the necessary geometric background for lattices in the isometry
group PO(n, 1) of hyperbolic n-space. This background will be needed in the proof
of various rigidity theorems for such lattices, which are due to Mostow, Tukia and
Schwartz (Chapters 23 and 24).

3. We will use some basic hyperbolic geometry as a technical tool in proofs of a
purely group-theoretic theorem, Stalling’s theorem on ends of groups. Hyperbolic
geometry appears in both proofs of this theorem given in the book, Chapters 20
and 21.

4.1. Moebius transformations

We will think of the sphere Sn as the 1-point compactification of Euclidean
n-space En,

Sn = Ên = En ∪ {∞}
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Accordingly, we will regard the 1-point compactification of a hyperplane in En as
a round sphere (of infinite radius) and the 1-point compactification of a line in En
as a round circle. Another way to justify this treatment of hyperplanes and lines
is that hyperplanes in En appear as Chabauty–limits of round spheres: Consider a
sequence of round spheres S(ai, Ri) in En passing through the origin (|ai| = Ri)
with the sequence Ri diverging to infinity.

Exercise 4.1. Every sequence of spheres as above subconverges to a linear
hyperplane in Rn.

The inversion in the radius r sphere Σ = S(0, r) = {x : |x| = r} is the map

JΣ : x 7→ r2 x

|x|2 , JΣ(0) =∞, JΣ(∞) = 0.

One defines the inversion JΣ in the sphere Σ = S(a, r) = {x : |x − a| = r} by the
formula

JΣ = Ta ◦ JS(0,r) ◦ T−a, JΣ(x) = r2 (x− a)

|x− a|2 + a,

where Ta is the translation by the vector a. Inversions map round spheres to round
spheres and round circles to circles; inversions also preserve Euclidean angles. We
will regard the reflection in a Euclidean hyperplane as an inversion (this inversion
fixes the point ∞). This is justified by:

Exercise 4.2. Suppose that the sequence of spheres Σi = S(ai, ri) converges
to a linear hyperplane Π in Rn. Show that the sequence of inversions Ji in the
spheres Σi converges uniformly on compact subsets in Rn to the reflection in Π.

Definition 4.3. A Moebius transformation of En (or, more precisely, of Sn) is
a composition of finitely many inversions in En. The group of all Moebius trans-
formations of En is denoted Mob(En) or Mob(Sn).

In particular, Moebius transformations preserve angles, send circles to circles
and spheres to spheres.

For instance, every translation is a Moebius transformation, since it is the
composition of two reflections in parallel hyperplanes. Every rotation in En is the
composition of at most n inversions (reflections), since every rotation in E2 is the
composition of two reflections. Every dilation x 7→ λx, λ > 0 is the composition of
two inversions in spheres centered at 0. Thus, the group of Euclidean similarities

Sym(En) = {g : g(x) = λAx + b, λ > 0, A ∈ O(n),b ∈ Rn},
is a subgroup of Mob(Sn).

The cross-ratio of a quadruple of points in Sn is defined as:

[x,y, z,w] :=
|x− y| · |z−w|
|y − z| · |w − x| .

Here and in what follows we assume, by default, that y 6= z,x 6= w. In the
formula for the cross-ratio we use the chordal distance on the sphere (defined via the
standard embedding of Sn in En+1). Instead, we can identify, via the stereographic
projection, Sn with the extended Euclidean space Ên = En∪{∞} and use Euclidean
distances, provided that the points x,y, z,w are not equal to the point ∞. Even
if one of these points is ∞, we can define the cross-ratio by declaring that the
two infinities appearing in the fraction defining the cross-ratio cancel each other.
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This cross-ratio turns out to be equal to the one defined via the chordal metric
(since the stereographic projection is the restriction of a Moebius transformation,
see Example 4.6).

Theorem 4.4. 1. A map g : Sn → Sn is a Moebius transformation if and
only if it preserves cross-ratios of quadruples of points in Sn. 2. If a Moebius
transformation g fixes the point ∞ in Ên, then g is a Euclidean similarity.

We refer the reader to [Rat06, Theorems 4.3.1, 4.3.2] for a proof.

This theorem has an immediate corollary:

Corollary 4.5. The subgroup Mob(Sn) is closed in the topological group
Homeo(Sn), equipped with the topology of pointwise convergence.

Example 4.6. Let us construct a Moebius transformation σ sending the open
unit ball Bn = B(0, 1) ⊂ En to the upper half-space Un,

Un = {x = (x1, ...xn) : xn > 0}.
We take σ to be the composition of translation x 7→ x+en, where en = (0, ..., 0, 1),
inversion JΣ, where Σ = ∂Bn, translation x 7→ x − 1

2en and, lastly, the dilation
x→ 2x. The reader will notice that the restriction of σ to the boundary sphere Σ
of Bn is nothing but the stereographic projection with the pole at −en.

Note that the map σ sends the origin 0 ∈ Bn to the point en ∈ Un.
Given a subset A ⊂ Sn, we will use the notation Mob(A) for the stabilizer of

A in Mob(Sn).

Exercise 4.7. Each Moebius transformation g ∈Mob(Bn) commutes with the
inversion J in the boundary sphere of Bn.

Low-dimensional Moebius transformations. Suppose now that n = 2.
The group SL(2,C) acts on the extended complex plane S2 = C ∪ {∞} by linear-
fractional transformations:

(4.1)
(
a b
c d

)
· z =

az + b

cz + d
.

Note that the matrix −I is in the kernel of this action, thus, the action factors
through the group PSL(2,C) = SL(2,C)/±I. If we identify the complex-projective
line CP1 with the sphere S2 = C ∪ ∞ via the map [z : w] 7→ z/w, this action of
SL(2,C) on S2 is nothing but the action of SL(2,C) on CP1 obtained via projection
of the linear action of SL(2,C) on C2 \ 0.

Exercise 4.8. Show the group PSL(2,C) acts faithfully on S2.

Exercise 4.9. Prove that the subgroup SL(2,R) ⊂ SL(2,C) preserves the
upper half-plane U2 = {z : Im(z) > 0}. Moreover, SL(2,R) is the stabilizer of U2

in SL(2,C).

Exercise 4.10. Prove that each matrix in SL(2,C) is either of the form(
a b
0 a−1

)
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or it can be written as a product(
a b
0 a−1

)(
0 −1
1 0

)(
1 x
0 1

)
Hint: If a matrix is not of the first type then it is a matrix(

a b
c d

)
such that c 6= 0. Use this information and multiplications on the left and on the
right by matrices (

1 x
0 1

)
to create zeroes on the diagonal in the matrix.

Lemma 4.11. PSL(2,C) is the subgroupMob+(S2) of Moebius transformations
of S2 which preserve orientation.

Proof. 1. Every linear-fractional transformation is a composition of

j : z 7→ z−1,

translations, dilations and rotations (see Exercise 4.10). Note that j(z) is the
composition of the complex conjugation with the inversion in the unit circle. Thus,
PSL(2,C) ⊂ Mob+(S2). Conversely, let g ∈ Mob(S2) and z0 := g(∞). Then
h = j ◦ τ ◦ g fixes the point ∞, where τ0(z) = z − z0. Let z1 = h(0). Then
composition f of h with the translation τ1 : z 7→ z − z1 has the property that
f(∞) =∞, f(0) = 0. Thus, f ∈ CO(2) and h preserves orientation. It follows that
f has the form f(z) = λz, for some λ ∈ C\0. Since f , τ0, τ−1, j are linear-fractional
transformation, it follows that g is also linear-fractional. �

Exercise 4.12. Show that the group Mob(S1) equals the group of real-linear
fractional transformations

x 7→ ax+ b

cx+ d
,

ad− bc 6= 0, a, b, c, d ∈ R.

4.2. Real hyperbolic space

The easiest way to introduce the real-hyperbolic n-space Hn is by using its
models: Upper half-space, unit ball and the projectivization of the two-sheeted
hyperboloid in the Lorentzian model. Different features of Hn are best visible in
different models.

Upper half-space model. We equip Un with the Riemannian metric

(4.2) ds2 =
dx2

x2
n

=
dx2

1 + ...+ dx2
n

x2
n

The Riemannian manifold (Un, ds2) is called the n-dimensional hyperbolic space
and denoted Hn. This space is also frequently called the real-hyperbolic space,
in order to distinguish it from other spaces also called hyperbolic (e.g., complex-
hyperbolic space, quaternionic-hyperbolic space, Gromov–hyperbolic space, etc.).
We will use the terminology hyperbolic space for Hn and add adjective real in case
when other notions of hyperbolicity are involved in the discussion. In case n = 2,
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we identify R2 with the complex plane, so that U2 = {z|Im(z) > 0}, z = x + iy,
and

ds2 =
dx2 + dy2

y2
.

Note that the hyperbolic Riemannian metric ds2 on Un is conformally-Euclidean,
hence, hyperbolic angles are equal to the Euclidean angles. One computes hyper-
bolic volumes of solids in Hn by the formula

V ol(Ω) =

ˆ
Ω

dx1...dxn
xnn

Consider the projection to the xn-axis in Un given by the formula

π : (x1, ..., xn) 7→ (0, ..., 0, xn).

Exercise 4.13. 1. Verify that dxπ does not increase the length of tangent
vectors v ∈ TxHn for every x ∈ Hn.

2. Verify that for a unit vector v ∈ TxHn, ‖dxπ(v)‖ = 1 if and only if v is
“vertical”, i.e. it has the form (0, ..., 0, vn).

Here and in what follows, the norm ‖·‖ is the one with respect to the hyperbolic
Riemannian metric on the tangent spaces to Hn; the notation | · | is reserved for
the Euclidean norm.

Exercise 4.14. Suppose that p = aen,q = ben, where 0 < a < b. Let α be
the vertical path α(t) = (1− t)p + tq, t ∈ [0, 1] connecting p to q. Show that α is
the shortest path (with respect to the hyperbolic metric) connecting p to q in Hn.
In particular, α is a hyperbolic geodesic and

d(p,q) = log(b/a).

Hint: Use the previous exercise.

We note that the metric ds2 on Hn is clearly invariant under the “horizontal”
Euclidean translations x 7→ x + v, where v = (v1, ..., vn−1, 0) (since they preserve
the Euclidean metric and the xn-coordinate). Similarly, ds2 is invariant under the
dilations

h : x 7→ λx, λ > 0

since h scales both numerator and denominator in (4.2) by λ2. Lastly, ds2 is in-
variant under Euclidean rotations which fix the xn-axis (since they preserve the
xn-coordinate). Clearly, the group generated by such isometries of Hn act transi-
tively on Hn, which means that Hn is a homogeneous Riemannian manifold.

Exercise 4.15. Show that Hn is a complete Riemannian manifold. You can
either use homogeneity of Hn or show directly that every Cauchy sequence in Hn
lies in a compact subset of Hn.

Exercise 4.16. Show that the inversion J = JΣ in the unit sphere Σ centered
at the origin, is an isometry of Hn. The proof is an easy but (somewhat) tedious
calculation, which is best done using calculus interpretation of the pull-back Rie-
mannian metric.

Exercise 4.17. Show that every inversion preserving Hn is an isometry of
Hn. To prove this, use compositions of the inversion JΣ in the unit sphere with
translations and dilations.
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In order to see clearly other isometries of Hn, it is useful to consider the unit
ball model of the hyperbolic space.

Unit ball model. Consider the open unit Euclidean n-ball

Bn := {x ∈ Rn : |x| < 1}
in En. We equip Bn with the Riemannian metric

ds2
B = 4

dx2
1 + ...+ dx2

n

(1− |x|2)2
.

The Riemannian manifold (Bn, ds2) is called the unit ball model of the hyperbolic
n-space. What is clear in this model is that the group O(n) of orthogonal trans-
formations of Rn preserves ds2

B (since its elements preserve |x| and, hence, the
denominator of ds2

B). The two models of the hyperbolic space are related by the
Moebius transformation σ : Bn → Un defined in the previous section.

Exercise 4.18. Show that ds2
B = σ∗(ds2). The proof is again a straightforward

calculation similar to the Exercise 4.16. Namely, first, pull-back ds2 via the dilation
x→ 2x, then apply pull-back via the translation x 7→ x− 1

2en, etc. Thus, σ is an
isometry of the Riemannian manifolds (Bn, ds2

B), (Un, ds2).

Lemma 4.19. The group O(n) is the stabilizer of 0 in the group of isometries
of (Bn, ds2

B).

Proof. Note that if g ∈ Isom(Bn) fixes 0, then its derivative at the origin
dg0 is an orthogonal transformation u. Thus, the derivative (at the origin) of the
composition h = u−1g ∈ Isom(Bn) is the identity. Therefore, for every geodesic γ
in Hn such that γ(0) = 0, D0h(γ′(0)) = γ′(0). Since each geodesic in a Riemannian
manifold is uniquely determined by its initial point and initial velocity, we conclude
that h(γ(t)) = γ(t) for every t. By completeness of Hn, for every q ∈ Bn there
exists a geodesic γ connecting p to q. It follows that h(q) = q and, therefore,
g = u ∈ O(n). �

Corollary 4.20. The stabilizer of the point en ∈ Un in the group Isom(Hn)
is contained in the group of Moebius transformations.

Proof. Note that σ sends 0 ∈ Bn to en ∈ Un, and σ is Moebius. Thus,
σ : Bn → Un conjugates the stabilizer O(n) of 0 in Isom(Bn, ds2

B) to the stabilizer
K = σ−1O(n)σ of en in Isom(Un, ds2). Since O(n) ⊂ Mob(Sn), σ ∈ Mob(Sn), the
claim follows. �

Corollary 4.21. a. Isom(Hn) equals the group Mob(Hn) of Moebius trans-
formations of Sn preserving Hn.

b. Isom(Hn) acts transitively on the unit tangent bundle UHn of Hn.

Proof. a. Since the two models of Hn differ by a Moebius transformation, it
suffices to work with Un.

1. We already know that the Isom(Hn) ∩Mob(Hn) contains a subgroup act-
ing transitively on Hn. We also know, that the stabilizer K of p in Isom(Hn) is
contained in Mob(Hn). Thus, given g ∈ Isom(Hn) we first find

h ∈Mob(Hn) ∩ Isom(Hn)
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such that k = h ◦ g(p) = p. Since k ∈ Mob(Hn), we conclude that Isom(Hn) 6
Mob(Hn).

2. We leave it to the reader to verify that the restriction homomorphism
Mob(Hn) → Mob(Sn−1) is injective. Every g ∈ Mob(Sn−1) extends to a com-
position of inversions preserving Hn. Thus, the above restriction map is a group
isomorphism. We already know that inversions J ∈Mob(Hn) are hyperbolic isome-
tries. Thus, Mob(Hn) ⊂ Isom(Hn).

b. Transitivity of the action of Isom(Hn) on UHn follows from the fact that
this group acts transitively on Hn and that the stabilizer of p acts transitively on
the set of unit vectors in TpHn. �

For the next lemma we recall that we treat straight lines as circles.

Lemma 4.22. Geodesics in Hn are arcs of circles orthogonal to the boundary
sphere of Hn. Furthermore, for every such arc α in Un, there exists an isometry
of Hn which carries α to a segment of the xn-axis.

Proof. It suffices to consider complete hyperbolic geodesics α : R → Hn.
Since σ : Bn → Un sends circles to circles and preserves angles, it again suffices to
work with the upper half-space model. Let α be a hyperbolic geodesic in Un. Since
Isom(Hn) acts transitively on UHn, there exists a hyperbolic isometry g such that
the hyperbolic geodesic β = g ◦ α satisfies: β(0) = p = en and the vector β′(0) has
the form en = (0, ..., 0, 1). We already know that the curve

γ : t 7→ eten

is a hyperbolic geodesic, see Exercise 4.14. Furthermore, γ′(0) = en and γ(0) = p.
Thus, β = γ is a circle orthogonal to the boundary of Hn. Since Isom(Hn) =
Mob(Hn) and Moebius transformations map circles to circles and preserve angles,
lemma follows. �

Corollary 4.23. The space Hn is uniquely geodesic, i.e. for every pair of
points in Hn there exists a unique unit speed geodesic segment connecting these
points.

Proof. By the above lemma, it suffices to consider points p, q on the xn-
axis. But, according to Exercise 4.14, the vertical segment is the unique length-
minimizing path between such p and q. �

Corollary 4.24. Let H ⊂ Hn be the intersection of Hn with a round k-sphere
orthogonal to the boundary of Hn. Then H is a totally-geodesic subspace of Hn,
i.e. for every pair of points p, q ∈ H, the unique hyperbolic geodesic γ connecting
p and q in Hn, is contained in H. Furthermore, if ι : H → Hn is the embedding,
then the Riemannian manifold (H, ι∗ds2) is isometric to Hk.

Proof. The first assertion follows from the description of geodesics in Hn. To
prove the second assertion, by applying an appropriate isometry of Hn, it suffices
to consider the case when H is contained in a coordinate k-dimensional subspace
in Rn:

H = {(0, ..., 0, xn−k+1, .., xn) : xn > 0}.
Then

ι∗ds2 =
dx2

n−k+1 + ...+ dx2
n

x2
n

is isometric to the hyperbolic metric on Hk (by relabeling the coordinates). �
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We will refer to the submanifolds H ⊂ Hn as hyperbolic subspaces.

Exercise 4.25. Show that the hyperbolic plane violates the 5th Euclidean
postulate: For every (geodesic) line L ⊂ H2 and every point P /∈ L, there are
infinitely many lines through P which are parallel to L (i.e. disjoint from L).

Exercise 4.26. Prove that:
• The unit sphere Sn−1 (with its standard topology) is the ideal boundary

(in the sense of Definition 3.78) of the hyperbolic space Hn in the unit
ball model.

• The extended Euclidean space Ên = Sn is the ideal boundary of the
hyperbolic space Hn+1 in the upper half-space model.

Note that the Moebius transformation σ : Bn → Un carries the ideal boundary
of Bn to the ideal boundary of Un. Observe also that all Moebius transformations
which preserve Hn in either model, induce Moebius transformations of the ideal
boundary of Hn.

Lorentzian model of Hn. We refer the reader to [Rat06] and [Thu97] for
the material below.

Consider the Lorentzian space Rn,1, which is Rn+1 equipped with the indefinite
nondegenerate quadratic form

Q(x) = x2
1 + . . .+ x2

n − x2
n+1,

which is the quadratic form of the inner product

〈x,y〉 =

n∑
i=1

xiyi − xn+1yn+1.

Let H denote the upper sheet of the 2-sheeted hyperboloid in Rn,1:
Q(x) = −1, xn+1 > 0.

The restriction of Q to the tangent bundle of H is positive-definite and, hence,
defines a Riemannian metric ds2 on H. We identify the unit ball Bn in Rn with
the ball

{(x1, . . . , xn, 0) : x2
1 + . . .+ x2

n < 1} ⊂ Rn+1

via the inclusion Rn ↪→ Rn+1,

(x1, . . . , xn) 7→ (x1, . . . , xn, 0).

Let π : H → Bn denote the radial projection from the point −en+1:

π(x) = tx− (1− t)en+1, t =
1

xn+1 + 1
.

One then verifies that

π : (H, ds2)→ Hn =

(
Bn,

4dx2

(1− |x|2)2

)
is an isometry. Accordingly, intersections of H with k-dimensional linear subspaces
of Rn+1 are k-dimensional hyperbolic subspaces of Hn.

Instead of working with the upper sheet H of the hyperboloid {Q = −1} it
is sometimes convenient to work with the projectivization of this hyperboloid or,
equivalently, of the open cone

{Q(x) < 0}.
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Then the stabilizer O(n, 1)+ of H in O(n, 1) is naturally isomorphic to the quotient
PO(n, 1) = O(n, 1)/ ± I. The stabilizer of H in O(n, 1) acts isometrically on H.
Furthermore, this stabilizer is the entire isometry group of (H, ds2).

Thus, Isom(Hn) ∼= PO(n, 1) ∼= O(n, 1)+ < O(n, 1); in particular, the Lie group
Isom(Hn) is linear.

The distance function in Hn in terms of the Lorentzian inner product is given
by the formula:

(4.3) cosh d(x,y) = −〈x,y〉 ,
which is a direct analogue of the familiar formula for the angular metric on the
unit sphere in terms of the Euclidean inner product. In order to see this, it suffices
to consider the 1-dimensional hyperbolic space H1 identified with the hyperbola
x2

1 − x2
2 = −1, x2 > 0, in R1,1. This hyperbola is parameterized as

x(t) = (sinh(t), cosh(t)), t ∈ R.

It is immediate from the definition of the induced Riemannian metric on H1 that
this is an isometric parameterization of H1 and, hence,

t = dist(e2,x), x = x(t).

Lastly,
〈e2,x〉 = − cosh(t).

The general case follows from transitivity of the isometry group of Hn.

Exercise 4.27 (Rigidity of n-point configurations). Every n-tuple of points
(p1, . . . , pn) in Hn is uniquely determined, up to an isometry of Hn, by their mutual
distances

dist(pi, pj), i < j.

In particular, a geodesic triangle inHn is uniquely determined (up to congruence) by
its side-lengths. Hint: Use the distance formula (4.3) and the fact that a quadratic
form is uniquely determined (up to an isometry) by its Gram matrix.

The Lorentzian model of Hn is a luxury one has in studying real-hyperbolic
spaces, as the unit ball and the upper half-space models work just fine. How-
ever, linear models become a necessity when dealing with other hyperbolic spaces,
complex-hyperbolic and quaternionic ones (see Section 4.9), as the unit ball and
upper half-spaces models for such spaces become much more awkward to use.

4.3. Classification of isometries

Every continuous map of a closed disk to itself has a fixed point. Since every
isometry of Hn (in the unit ball model) extends to a Moebius transformation of the
closed ball Dn, isometries of the hyperbolic space are classified by their fixed points
in Dn.

Definition 4.28. An isometry g ∈ Isom(Hn) is elliptic if it fixes a point x ∈ Hn.

Conjugating an elliptic isometry g (fixing x ∈ Hn) by an isometry h ∈ Isom(Hn),
sending x to the center of the ball Bn, we obtain another elliptic isometry

f = hgh−1
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which fixes the center of Bn. Since f commutes with the inversion J in the unit
sphere Sn−1, we obtain:

f(∞) = JfJ(∞) = Jf(0) = J(0) =∞.
Therefore, in view of Theorem 4.4, we conclude that f has to be a Euclidean
similarity fixing the origin and preserving the unit ball Bn. Such f is necessarily
an orthogonal transformation, an element of the orthogonal group O(n). We obtain:

Lemma 4.29. An element g ∈ Isom(Hn) = Mob(Bn) is elliptic if and only if g
is conjugate in Isom(Hn) to an orthogonal transformation.

Suppose that a Moebius transformation g of the boundary sphere Sn−1 fixes
three distinct points ξ1, ξ2, ξ3 ∈ Sn−1. Let C denote the unique round circle through
these three points. The circle C appears as the boundary circle of a unique hyper-
bolic plane H2 ⊂ Hn. Since g fixes the points ξ1, ξ2, ξ3, it has to preserve C and,
hence, H2. Furthermore, g preserves the hyperbolic geodesic γ ⊂ H2 asymptotic
to ξ1, ξ2. There exists a unique horoball B ⊂ H2 centered at ξ3, whose boundary
touches the geodesic γ; we let x ∈ γ denote this point of tangency. By combining
these observations, we conclude that g fixes the point x and is, therefore, elliptic.
Moreover, we also see that g fixes two linearly independent vectors v1, v3 ∈ TxH2:
These are the initial velocity vectors of the geodesic rays ρ1, ρ3 emanating from x
and asymptotic to ξ1, ξ2 respectively. Therefore, g fixes x and acts as the identity
map on the tangent plane TxH2.

Exercise 4.30. Use these facts to conclude that the isometry g fixes the hy-
perbolic plane H2 and the circle C pointwise. Alternatively, argue that a linear–
fractional transformation fixing three points in C is the identity map.

We, thus, obtain:

Lemma 4.31. Each isometry of Hn fixing at least three points in the boundary
sphere Sn−1 is elliptic and, moreover, fixes pointwise a hyperbolic plane in Hn.

Of course, elliptic isometries need not fix any points in Sn−1, for instance, the
antipodal map

x 7→ −x, x ∈ Bn

is an elliptic isometry which has unique fixed point in Dn. Another example to keep
in mind is that each rotation g ∈ SO(3) is an elliptic isometry of H3 = B3, which
has exactly two fixed points in the boundary sphere.

In view of Lemma 4.31, in order to classify non-elliptic isometries, we have to
consider isometries with one or two fixed points in Sn−1.

Definition 4.32. An isometry g of Hn is called parabolic if it has exactly one
fixed point in the boundary sphere Sn−1.

Note that such an isometry cannot be elliptic, since a fixed point x ∈ Hn
together with a fixed point ξ ∈ Sn−1 determine a unique geodesic γ ⊂ Hn through
x asymptotic to ξ. Therefore, an isometry g fixing both x and ξ also fixes the entire
geodesic γ and, hence, the second ideal boundary point ξ̂ ∈ Sn−1 of γ.

It is now convenient to switch from the unit ball model to the upper half-space
model Un; we choose a Moebius transformation h : Bn → Un which sends the
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fixed point ξ of g to the point∞ in Ên. Conjugating g via h, we obtain a parabolic
isometry

f = ghg−1

whose unique fixed point is∞. Such f has to act as a Euclidean similarity on En−1

which has no fixed points in En−1.

Exercise 4.33. Suppose that f ∈ Sim(En−1) has no fixed points in En−1.
Then f has the form

f(x) = Ax + b,

with A ∈ O(n− 1).

A Euclidean isometry f(x) = Ax + b is called a Euclidean skew motion with
the translational component b if the vector b is non-zero and is fixed by A. Note
that we allow Euclidean translations as special cases as skew motions (with the
identity orthogonal component A).

Exercise 4.34. 1. Suppose that f(x) = Ax+b is a Euclidean isometry without
fixed points in En−1. Then f is conjugate by a translation in Rn to a Euclidean
skew motion.

2. Conversely, Euclidean skew motions have no fixed points in En−1.

To summarize:

Lemma 4.35. An isometry of Hn is parabolic if and only if it is conjugate in
Mob(Sn) to a Euclidean skew motion.

The last class of isometries of Hn consists of hyperbolic isometries. Each hy-
perbolic isometry g has exactly two fixed points ξ, ξ̂ in the boundary sphere Sn−1.
In order to distinguish such isometries from elliptic isometries, consider the unique
geodesic γ in Hn asymptotic to the points ξ, ξ̂. This geodesic has to be preserved
by g. Therefore, g induces an isometry γ → γ. The isometry group of R consists
of three types of elements:

1. The identity map.
2. Reflections, Ra : x 7→ a− x, a ∈ R.
3. Nontrivial translations x 7→ x+ b, b ∈ R \ {0}.
It is clear that if g induces an isometry of type 1 or 2 of the geodesic γ, then g

is necessarily elliptic. This leads to:

Definition 4.36. An isometry g ∈ Isom(Hn) is hyperbolic if it preserves a
geodesic γ ⊂ Hn and acts on this geodesic as a non-zero Euclidean translation
x 7→ x+ b. The number b is called the translation number τg of g. The geodesic γ
is called the axis of g.

Exercise 4.37. Show that each hyperbolic isometry has unique axis. Hint:
Assuming that g has two distinct axes, consider the action of g on their ideal
boundary points.

Note that g, of course, fixes the ideal points ξ, ξ̂ ∈ Sn−1 of its γ. One can distin-
guish g from an elliptic isometry fixing these points by noting that g is hyperbolic
if and only it its derivative at these points is not an orthogonal transformation.
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Exercise 4.38. Prove this characterization of hyperbolic isometries in terms of
their derivatives. Hint: First consider the case when g fixes 0 and ∞, and consider
the derivative at the origin. Then reduce the general case to this one.

As with the elliptic and parabolic isometries, we can conjugate each hyperbolic
isometry g to a Euclidean similarity, by sending (via a Moebius transformation
h : Bn → Un) the fixed points ξ, ξ̂ to 0 and∞ respectively. The conjugate Moebius
transformation

f = hgh−1

has the form
f(x) = λAx, A ∈ O(n− 1), λ > 0, λ 6= 1.

The translation number τg equals

τg = | log(λ)|,
since

dist(en, λen) = | log(λ)|.
In the case when n = 3 and we can identify Isom+(Hn) with the group

PSL(2,C), one can give a simple numerical characterization of elliptic, parabolic
and hyperbolic isometries:

Suppose that g is an orientation-preserving Moebius transformation of C, rep-
resented by the matrices ±A,

A =

[
a b
c d

]
∈ SL(2,C).

We assume that A 6= ±I, i.e. g is not the identity map (in which case, g is, of
course, elliptic).

Exercise 4.39. 1. g is elliptic iff tr(A) ∈ (−2, 2) ⊂ C.
2. g is parabolic iff tr(A) = ±2.
3. g is hyperbolic iff tr(A) /∈ [−2, 2].
Hint: Use the fact that each g ∈ PSL(2,C) is conjugate to a Euclidean simi-

larity.

Lastly, we note that the elliptic-parabolic-hyperbolic classification of isometries
can be generalized in the context of CAT (−1) spaces X. Instead of relying upon
the (unavailable) fixed-point theorem for general continuous maps, one classifies
isometries g of X according to their translation numbers:

τg = inf
x∈X

d(x, gx).

• An isometry g is elliptic if τg = 0 and the infimum in the definition of τg
is realized in X.
• An isometry g is parabolic if τg = 0 and the infimum in the definition of
τg is not realized in X.
• An isometry g is hyperbolic if τg > 0.

Exercise 4.40. Show that the classification of isometries of Hn described in
this section is equivalent to their classification via translation numbers.
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4.4. Hyperbolic trigonometry

In this section we consider geometry of triangles in the hyperbolic plane. We
refer to [Bea83, Rat06, Thu97] for the proofs of the hyperbolic trigonometric for-
mulae introduced in this section. Recall that a (geodesic) triangle T = T (A,B,C)
as a 1-dimensional object. From the Euclidean viewpoint, a hyperbolic triangle T is
a concatenations of circular arcs connecting points A,B,C in H2, where the circles
containing the arcs are orthogonal to the boundary of H2. Besides such “conven-
tional” triangles, it is useful to consider generalized hyperbolic triangles where some
vertices are ideal, i.e. they belong to the (ideal) boundary circle of H2. Such tri-
angles are easiest to introduce by using the Euclidean interpretation of hyperbolic
triangles: One simply allows some (or, even all) vertices A,B,C to be points on
the boundary circle of H2, the rest of the definition is exactly the same. However,
we no longer allow two vertices which belong to the boundary circle S1 to be the
same. More intrinsically, an triangle T (A,B,C), where, say, B and C are in H2

and A ∈ S1 is the concatenation of the geodesic arc BC and geodesic rays CA and
BA (although, the natural orientation of the latter is from A to B).

The vertices of T which happen to be points of the boundary circle S1 are called
the ideal vertices of T . The angle of T at its ideal vertex A is just the Euclidean
angle, which has to be zero, since both sides of T at A are orthogonal to the ideal
boundary circle S1.

In general, we will use the notation α = ∠A(B,C) to denote the angle of T at
A. From now on, a hyperbolic triangle means either a usual triangle or a triangle
where some vertices are ideal. We still refer to such triangles as triangles in H2, even
though, some of the vertices could lie on the ideal boundary, so, strictly speaking,
an ideal hyperbolic triangle in H2 is not a subset of H2. An ideal hyperbolic
triangle, is a triangle where all the vertices are distinct ideal points in H2. The
same conventions will be used for hyperbolic triangles in Hn.

α

γ

β

b a

c

T

Figure 4.1. Geometry of a general hyperbolic triangle.
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1. General triangles. Consider hyperbolic triangles T in H2 with the side-
lengths a, b, c and the opposite angles α, β, γ, see Figure 4.1.

a. Hyperbolic Sine Law:

(4.4)
sinh(a)

sin(α)
=

sinh(b)

sin(β)
=

sinh(c)

sin(γ)
.

b. Hyperbolic Cosine Law:

(4.5) cosh(c) = cosh(a) cosh(b)− sinh(a) sinh(b) cos(γ)

c. Dual Hyperbolic Cosine Law:

(4.6) cos(γ) = − cos(α) cos(β) + sin(α) sin(β) cosh(c)

2. Right triangles. Consider a right-angled hyperbolic triangle with the
hypotenuse c, the other side-lengths a, b and the opposite angles α, β. Then, hy-
perbolic cosine laws become:

(4.7) cosh(c) = cosh(a) cosh(b),

(4.8) cos(α) = sin(β) cosh(a),

(4.9) cos(α) =
tanh b

tanh c

In particular,

(4.10) cos(α) =
cosh(a) sinh(b)

sinh(c)
.

3. First variation formula for right triangles. We now hold the side a
fixed and vary the hypotenuse in the above right-angled triangle. By combining
(4.7) and (4.5) we obtain the First Variation Formula:

(4.11) c′(0) =
cosh(a) sinh(b)

sinh(c)
b′(0) = cos(α)b′(0).

The equation c′(0) = cos(α)b′(0) is a special case of the First Variation Formula in
Riemannian geometry, which applies to general Riemannian manifolds.

As an application of the first variation formula, consider a hyperbolic triangle
with vertices A,B,C, side-lengths a, b, c and the angles β, γ opposite to the sides
b, c. Then

Lemma 4.41. a+ b− c > ma, where
m = min{|1− cos(β)|, |1− cos(γ)|}.

Proof. We let g(t) denote the unit speed parameterizations of the segment
BC, such that g(0) = C, g(a) = B. Let c(t) denote the distance dist(A, g(t)) (such
that b = c(0), c = c(a)) and let β(t) denote the angle ∠Ag(t)B. We leave it to the
reader to verify that

|1− cos(β(t))| > m.
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Consider the function

f(t) = t+ b− c(t), f(0) = 0, f(a) = a+ b− c.
By the first variation formula,

c′(t) = cos(β(t))

and, hence,
f ′(t) = 1− cos(β(t)) > m

Thus,
a+ b− c = f(a) > ma �

Exercise 4.42. [Monotonicity of the hyperbolic distance] Let Ti, i = 1, 2 be
right hyperbolic triangles with vertices Ai, Bi, Ci (where Ai or Bi could be ideal
vertices) so that A = A1 = A2, A1B1 ⊂ A2B2, α1 = α2 and γ1 = γ2 = π/2. See
Figure 4.2. Then a1 6 a2. Hint: Use (4.9).

In other words, if σ(t), τ(t) are hyperbolic geodesics with unit speed parame-
terizations, so that σ(0) = τ(0) = A ∈ H2, then the distance d(σ(t), τ) from the
point σ(t) to the geodesic τ , is a monotonically increasing function of t.

A

C2

a2

B2

C1

a1

B1

α

Figure 4.2. Monotonicity of distance.

4.5. Triangles and curvature of Hn

Given points A,B,C ∈ Hn we define the hyperbolic triangle T = [A,B,C] =
∆ABC with vertices A,B,C. We topologize the set Tri(Hn) of hyperbolic triangles
T in Hn by using topology on triples of vertices of T , i.e. a subspace topology in
(B̄n)3.

Exercise 4.43. Angles of hyperbolic triangles are continuous functions on
Tri(Hn).

Exercise 4.44. Every hyperbolic triangle T in Hn is contained in (the com-
pactification of) a 2-dimensional hyperbolic subspace H2 ⊂ Hn. Hint: Consider a
triangle T = [A,B,C], where A,B belong to a common vertical line.
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So far, we considered only geodesic hyperbolic triangles, we now introduce their
2-dimensional counterparts. First, let T = T (A,B,C) be a generalized hyperbolic
triangle in H2. We will assume that T is nondegenerate, i.e. is not contained in a
hyperbolic geodesic. Such triangle T cuts H2 into several connected components,
exactly one of which is a convex region with the boundary equal to T itself. (For
instance, if all vertices of T are points in H2, then H2 \ T consists of two compo-
nents, while if T is an ideal triangle, then H2 \ T is a disjoint union of four convex
regions.) The closure of this region is called solid (generalized) hyperbolic triangle
and denoted N = N(A,B,C). It T is degenerate, we set N := T . More generally, if
T ⊂ Hn is a hyperbolic triangle, then the solid triangle bounded by T is the solid
triangle bounded by T in the hyperbolic plane H2 ⊂ Hn containing T . We will
retain the notation N for solid triangles in Hn.

Exercise 4.45. Let S be a hyperbolic triangle with the sides σi, i = 1, 2, 3.
Then there exists an ideal hyperbolic triangle T in H2 with the sides τi, i = 1, 2, 3,
bounding solid triangle N, so that S ⊂ N and σ1 is contained in the side τ1 of T .
See Figure 4.3.

2 S

T

τ
1

σ
1

τ

σ

H 2

σ
2τ

3

3

Figure 4.3. Triangles in the hyperbolic plane.

Lemma 4.46. Isom(H2) acts transitively on the set of ordered triples of pairwise
distinct points in ∂∞H2.

Proof. Let a, b, c ∈ R ∪ ∞ be distinct points. By applying an inversion we
send a to ∞, so we can assume a = ∞. By applying a translation in R we get
b = 0. Lastly, composing a map of the type x → λx, λ ∈ R \ 0, we send c to 1.
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The composition of the above maps is a Moebius transformation of S1 and, hence,
equals to the restriction of an isometry of H2. �

Corollary 4.47. All ideal hyperbolic triangles are congruent to each other.

Exercise 4.48. Generalize the above corollary to: Every hyperbolic triangle
is uniquely determined by its angles. Hint: Use hyperbolic trigonometry.

We will use the notation Tα,β,γ to denote unique (up to congruence) triangle
with the angles α, β, γ.

Exercise 4.49. The group Mob(Sn) acts transitively on 3-point subsets of Sn.
(Hint: Use the fact that any triple of points in Sn is contained in a round circle;
then apply Lemma 4.46.)

Lemma 4.50. Suppose that (x, y, z), (x′, y′, z′), (xi, yi, zi), i ∈ N are triples of
distinct points in Sn and

(4.12) lim
i→∞

(xi, yi, zi) = (x′, y′, z′).

Assume that γi ∈Mob(Sn) are such that

γi(x, y, z) = (xi, yi, zi).

Then the sequence (gi) belongs to a compact subset of Mob(Sn).

Proof. We let T, T ′, Ti ⊂ Hn+1 denote the (unique) ideal triangles with the
vertices (x, y, z), (x′, y′, z′), (xi, yi, zi) respectively. Then each gi sends T to Ti and
maps the center c ot T to the center ci of Ti. The limit (4.12) implies that

lim
i→∞

ci = c′,

where c′ is the center of T ′. The Arzela-Ascoli theorem now implies precompactness
of the sequence (gi) in Isom(Hn+1) and, hence, in Mob(Sn). �

We now return to the study of geometry of hyperbolic triangles.

Given a hyperbolic triangle T bounding a solid triangle N, the area of T is the
area of N,

Area(T ) =

¨
N

dxdy

y2
.

Area of a degenerate hyperbolic triangle is, of course, zero. Here is an example of the
area calculation. Consider the triangle T = T0,α,π/2 (which has angles π/2, 0, α).
We can realize T as the triangle with the vertices i,∞, eiα. Computing hyperbolic
area of this triangle (and using the substitution x = cos(t), α 6 t 6 π/2), we obtain

Area(T ) =

¨
N

dxdy

y2
=
π

2
− α.

For T = T0,0,α, we subdivide T in two right triangles congruent to T0,α/2,π/2 and,
thus, obtain

(4.13) Area(T0,0,α) = π − α.
In particular, area of the ideal triangle equals π.

Lemma 4.51. Area(Tα,β,γ) = π − (α+ β + γ).
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Proof. The proof given here is due to Gauss, it appears in the letter from
Gauss to Bolyai, see [Gau73]. We realize T = Tα,β,γ as a part of the subdivision of
an ideal triangle T0,0,0 in four triangles, the rest of which are T0,0,α′ , T0,0,β′ , T0,0,γ′ ,
where θ′ = π − θ is the complementary angle. See Figure 4.4. Using additivity of
area and equation (4.13), we obtain the area formula for T . �

α′
β′

γ′

T

Figure 4.4. Computation of area of the triangle T .

Curvature computation. Our next goal is to compute the sectional curva-
ture of Hn. Since Isom(Hn) acts transitively on pairs (p, P ), where P ⊂ TpHn is a
2-dimensional subspace, it follows that Hn has constant sectional curvature κ (see
Section 3.6). Since H2 ⊂ Hn is totally geodesic and isometrically embedded (in the
sense of Riemannian geometry), κ is the same for Hn as for H2.

Corollary 4.52. The Gaussian curvature κ of H2 equals −1.

Proof. Instead of computing the curvature tensor (see e.g. [dC92] for the
computation), we will use Gauss-Bonnet formula. Comparing the area computation
given in Lemma 4.51 with Gauss-Bonnet formula (Theorem 3.22) we conclude that
κ = −1. �

Note that scaling properties of the sectional curvature (see Section 3.6) imply
that the sectional curvature of (

Un, a
dx2

x2
n

)
equals −a−1 for every a > 0.

4.6. Distance function on Hn

We begin by defining the following quantities:

(4.14) dist (z, w) = arccosh

(
1 +

|z − w|2
2 Im z Imw

)
z, w ∈ U2
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and, more generally,

(4.15) dist (p,q) = arccosh

(
1 +
|p− q|2
2pnqn

)
p,q ∈ Un

It is immediate that dist(p, q) = dist(q, p) and that dist(p, q) = 0 if and only
if p = q. However, it is, a priori, far from clear that dist satisfies the triangle
inequality.

Lemma 4.53. dist is invariant under Isom(Hn) = Mob(Un).

Proof. First, it is clear that dist is invariant under the group Euc(Un) of
Euclidean isometries which preserve Un. Next, any two points in Un belong to
a vertical half-plane in Un. Applying elements of Euc(Un) to this half-plane, we
can transform it to the coordinate half-plane U2 ⊂ Un. Thus, the problem reduces
to the case n = 2 and orientation-preserving Moebius transformations of H2. We
leave it to the reader as an exercise to show that the map z 7→ − 1

z (which is an
element of PSL(2,R)) preserves the quantity

|z − w|2
Im z Imw

and, hence, the function dist. Now, the assertion follows from Exercise 4.10 and
Lemma 4.11. �

Recall that d(p, q) denotes the hyperbolic distance between points p, q ∈ Un.

Proposition 4.54. dist(p, q) = d(p, q) for all points p, q ∈ Hn. In particular,
the function dist is indeed a metric on Hn.

Proof. As in the above lemma, it suffices to consider the case n = 2. We can
also assume that p 6= q. First, suppose that p = i and q = ib, b > 1. Then, by
Exercise 4.14,

dist(p, q) =

ˆ b

1

dt

t
= log(b), exp(d(p, q)) = b.

On the other hand, the formula (4.14) yields:

dist(p, q) = arccosh

(
1 +

(b− 1)2

2b

)
.

Hence,

cosh(dist(p, q)) =
edist(p,q) + e−dist(p,q)

2
= 1 +

(b− 1)2

2b
.

Now, the equality dist(p, q) = d(p, q) follows from the identity

1 +
(b− 1)2

2b
=
b+ b−1

2
.

For general points p, q in H2, by Lemma 4.22, there exists a hyperbolic isometry
which sends p to i and q to a point of the form ib, b > 1. We already know that
both hyperbolic distance d and the quantity dist are invariant under the action of
Isom(H2). Thus, the equality d(p, q) = dist(p, q) follows from the special case of
points on the y-axis. �

109



Exercise 4.55. 1. Deduce from (4.14) that

log

(
1 +

|z − w|2
2 Im z Imw

)
6 d(z, w) 6 log

(
1 +

|z − w|2
2 Im z Imw

)
+ log 2

for all points z, w ∈ U2.
2. Suppose that Â, B̂ are distinct points in S1 and A,B are points which belong

to the geodesic in H2 connecting Â to B̂. Show that

dist(A,B) =
∣∣∣log[A,B, B̂, Â]

∣∣∣ .
Hint: First do the computation when Â = 0, B̂ =∞ in the upper half-plane model.

4.7. Hyperbolic balls and spheres

Pick a point p ∈ Hn and a positive real number R. Then the hyperbolic sphere
of radius R centered at p is the set

S(p,R) = {x ∈ Hn : d(x, p) = R}.
Exercise 4.56. 1. Prove that S(en, R) ⊂ Hn = Un equals the Euclidean

sphere of center cosh(R)en and radius sinh(R). Hint. It follows immediately from
the distance formula (4.14).

2. Suppose that S ⊂ Un is the Euclidean sphere with Euclidean radius R and
the center x so that xn = a. Then S = S(p, r), where the hyperbolic radius r equals

1

2
(log(a+R)− log(a−R)) .

Since the group of Euclidean similarities acts transitively on Un, it follows that
every hyperbolic sphere is also a Euclidean sphere. A non-computational proof of
this fact is as follows: Since the hyperbolic metric ds2

B on Bn is invariant under
O(n), it follows that hyperbolic spheres centered at 0 in Bn are also Euclidean
spheres. The general case follows from transitivity of Isom(Hn) and the fact that
isometries of Hn are Moebius transformations, which, therefore, send Euclidean
spheres to Euclidean spheres.

Lemma 4.57. If B(x1, R1) ⊂ B(x2, R2) are hyperbolic balls, then R1 6 R2.

Proof. It follows from the triangle inequality that the diameter of a metric
ball B(x,R) is the longest geodesic segment contained in B(x,R). Therefore, let
γ ⊂ B(x1, R1) be a diameter. Then γ is contained in B(x2, R2) and, hence, its
length is 6 2R2. However, the length of γ is 2R1, therefore, R1 6 R2. �

Exercise 4.58. Show that this lemma fails for general metric spaces.

4.8. Horoballs and horospheres in Hn

Horoballs and horospheres play prominent role in the theory of discrete groups
of isometries of hyperbolic n-space, primarily due to the thick-thin decomposition,
which we will discuss in detail in Section 12.6.3. Later on, in Chapter 24 we will
deal with families of disjoint horoballs in Hn, while proving Schwartz’ theorem on
quasi-isometric rigidity of non-uniform lattices.

Consider a geodesic ray r = xξ in Hn = Bn, connecting a point x ∈ Hn to a
boundary point ξ ∈ Sn−1. We let br denote the Busemann function on Hn for the
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ray r (br(x) = 0). By Lemma 3.86, the open horoball B(ξ) defined by the inequality
br < 0, equals the union of open balls

B(ξ) =
⋃
t>0

B(r(t), t) .

As we saw in Section 4.7, in particular Exercise 4.56, each ball B(r(t), t) is
a Euclidean ball centered in a point r(Tt) with Tt > t . Therefore, this union of
hyperbolic balls is the open Euclidean ball with boundary tangent to Sn−1 at ξ,
and containing the point x. According to Lemma 3.88, the closed horoball and the
horosphere defined by br 6 0 and br = 0, respectively, are the closed Euclidean ball
and its boundary sphere, both with the point ξ removed.

Exercise 4.59. The isometry group of Hn acts transitively on the set of open
horoballs in Hn.

We conclude that the set of horoballs (closed or open) with center ξ is the same
as the set of Euclidean balls in Bn (closed or open) tangent to Sn−1 at ξ, with the
point ξ removed.

Applying the map σ : Bn → Un to horoballs and horospheres in Bn, we
obtain horoballs and horospheres in the upper-half space model Un of Hn. Being
a Moebius transformation, σ carries Euclidean spheres to Euclidean spheres (recall
that a compactified Euclidean hyperplane is also regarded as a Euclidean sphere).
Recall that σ(−en) =∞. Therefore, every horosphere in Bn centered at −en is sent
by σ to an n− 1-dimensional Euclidean subspace E of Un whose compactification
contains the point ∞. Hence, E has to be a horizontal Euclidean subspace, i.e. a
subspace of the form

{x ∈ Un : xn = t}
for some fixed t > 0. Restricting the metric ds2 to such E we obtain the Euclidean
metric rescaled by t−2. Thus, the restriction of the Riemannian metric ds2 to every
horosphere is isometric to the Euclidean n − 1 space En−1. When working with
horoballs and horospheres we will frequently use their identification with Euclidean
half-spaces and hyperplanes in Un.

On the other hand, the restriction of the hyperbolic distance function to a
horosphere is very far from the Euclidean metric: It follows from Exercise 4.55 that
as the distance D between points x, y in a fixed horosphere Σ tends to infinity, the
distance dist(x, y) in Hn also tends to infinity, but logarithmically slower:

dist(x, y) � log(D).

Thus, horospheres in Hn are exponentially distorted, see Section 8.9.

We next consider intersections of horoballs B(ξ1) ∩ B(ξ2). If ξ1 = ξ2 then
this intersection is either B(ξ1) or B(ξ2), whichever of these horoballs is smaller.
Suppose now that ξ1 6= ξ2. The horoballs B(ξ1), B(ξ2) are said to be opposite in
this case. Using the upper half-space model, we find an isometry of Hn sending ξ2
to ∞ and B(ξ2) to {xn > 1}. After applying this isometry, we can assume that
B(ξ2) = {xn > 1} and B(ξ1) is a Euclidean round ball. Then the intersection of
the horoballs is clearly bounded and, furthermore, the intersection

B(ξ1) ∩ {xn = 1}
is either empty or is a round Euclidean ball. This proves:
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Lemma 4.60. 1. The intersection of two horoballs with the same center is
another horoball with the same center.

2. The intersection of two opposite horoballs is always bounded.
3. The intersection of a horoball with the horosphere Σ bounding an oppo-

site horoball is either empty or is a metric ball with respect to the intrinsic (flat)
Riemannian metric of Σ.

Exercise 4.61. Consider the upper half-space model for the hyperbolic space
Hn and the vertical geodesic ray r in Hn:

r = {(0, . . . , 0, xn) : xn > 1}.
Show that the Busemann function br for the ray r is given by

br(x1, . . . , xn) = − log(xn).

Consider the boundary horosphere Σ ⊂ Hn of the horoball

B = {(x1, . . . , xn) : xn > 1}.
Define the projection

π : Bc := Hn \B → Σ, π(x1, . . . , xn−1, xn) = (x1, . . . , xn−1, 1).

Exercise 4.62. For x ∈ Bc, the norm (computed with respect to the hyperbolic
metric) of the derivative dπx equals xn. In particular, ‖dπx‖ ≤ 1 with equality iff
x ∈ Σ.

We now switch to the Lorentzian model H of the hyperbolic n-space. In view of
the projection π : H → Bn = Hn, can identify the ideal boundary points ξ ∈ Sn−1

of Hn with lines in the future light cone

C↑ = {x ∈ Rn+1 : xn+1 > 0, Q(x) = 0}.
Exercise 4.63. Given a point ξ ∈ C↑, show that the corresponding Busemann

function bξ on Hn (up to constant) equals

− log(−〈x, ξ〉).
Accordingly, horospheres in Hn are projections of intersections of affine hyperplanes
{〈x, ξ〉 = a} ∩H, where a < 0. Similarly, show that open horoballs are projections
of the intersections

{〈x, ξ〉 > a} ∩H, a < 0.

4.9. Hn as a symmetric space

A symmetric space is a complete simply connected Riemannian manifold X
such that for every point p there exists a global isometry of X which is a geodesic
symmetry σp with respect to p, that is, for every geodesic γ through p, σp(γ(t)) =
γ(−t), where γ(0) = p. We will discuss general symmetric spaces and their discrete
groups of isometries in more details in Chapter 12; we also refer the reader to
[BH99, II.10], [Ebe96] and [Hel01] for a detailed treatment.

Let us verify that each symmetric space X is a homogeneous Riemannian man-
ifold. Indeed, given points p, q ∈ X, let m denote the midpoint of a geodesic
connecting p to q. Then σm(p) = q. Thus, X can be naturally identified with
the quotient G/K, where G is a Lie group (acting transitively and isometrically
on X) and K < G is a compact subgroup. In the case of the symmetric spaces of
nonpositive curvature we are interested in, the group G is semisimple and K is its
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maximal compact subgroup. Another important subgroup, in the non-positively
curved case, is the minimal parabolic subgroup B < G, it is a minimal subgroup of
G such that the quotient G/B is compact. Geometrically speaking, the quotient
G/B is identified with the Furstenberg boundary of X.

In the case of negatively curved symmetric spaces, G/B is the ideal boundary
∂∞X of X in the sense of Section 3.11.3. The solvable group B has a further
decomposition as the semidirect product

N o (T ×KB),

where the group T is abelian and the subgroup N is nilpotent, while KB < B is
maximal compact. The subgroup T is a maximal (split) torus of G. Both groups
play important role in geometry of symmetric spaces. The dimension of T is the
rank of X (and of G). A symmetric space is negatively curved if and only if it
has rank 1. In this situation, the group N acts simply-transitively on a horosphere
in X. Accordingly, ∂∞X can be identified with a one-point compactification of
N . This algebraic description of ∂∞X plays an important role in proofs of rigidity
theorems for rank 1 symmetric spaces.

In this section we describe how the real-hyperbolic space fits into the gen-
eral framework of symmetric spaces. We will also discuss briefly other negatively
curved symmetric spaces, as it turns out that besides real-hyperbolic spaces Hn,
there are three other families of negatively curved symmetric spaces: CHn, n > 2
(complex-hyperbolic spaces), HHn, n > 2 (quaternionic hyperbolic spaces) and
OH2 (octonionic hyperbolic plane).

Generalities of negatively curved symmetric spaces Hn,CHn,HHn,OH2.
All four classes symmetric spaces can be described via a “linear algebra” model, gen-
eralizing the Lorentzian model of Hn, although things become quite complicated in
the case of OH2 due to lack of associativity.

In the first three cases, the symmetric space X appears as a projectivization
of a certain open cone V− in a vector space (or a module in the case of HHn),
equipped with a hermitian form 〈·, ·〉. The distance function in X is given by the
formula:

(4.16) cosh2(dist(p,q)) =
〈p,q〉 〈q,p〉
〈p,p〉 〈q,q〉 ,

where p,q ∈ V− represent points in X.
In the case of all negatively curved symmetric spaces, the maximal torus T

isn isomorphic to R+, while the group N is 2-step nilpotent. Accordingly, the Lie
algebra of N splits (as a vector space) as a direct sum

n = n1 ⊕ n2

and this decomposition is T -invariant (one of these Lie algebras is trivial in the real-
hyperbolic case). The subalgebra n2 is the Lie algebra of the center of N . Each
element t ∈ T acts on n with two distinct eigenvalues λ1, λ2, which are evaluations
on t of two homomorphisms λ1, λ2 : T → R+, called characters.

Special features of rank 1 symmetric spaces. The rank one symmetric
spaces X are also characterized among symmetric spaces by the property that any
two segments of the same length are congruent in X, i.e. the subgroup K < G (the
stabilizer of a point p ∈ X) acts transitively on each R-sphere S(p,R) centered at
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p. Another distinguishing characteristic of negatively curved symmetric spaces X is
that their horospheres are exponentially distorted inX (cf. Section 4.8), while for all
other non-positively curved symmetric spaces, horospheres are quasi-isometrically
embedded. Furthermore, two horoballs with distinct centers in negatively curved
symmetric spaces have bounded intersection, while it is not the case for the rest of
the symmetric spaces.

Real-hyperbolic spaces Hn. We note that in the unit ball model of Hn we
clearly have the symmetry σp with respect to the origin p = 0, namely, σ0 : x 7→ −x.
Since Hn is homogeneous, it follows that it has a symmetry at every point. Thus,
Hn is a symmetric space.

Exercise 4.64. Prove that the linear-fractional transformation σi ∈ PSL(2,R)
defined by ±Si, where

Si =

(
0 −1
1 0

)
fixes i and is a symmetry with respect to i.

We proved in Section 4.5 that Hn has negative curvature −1. In particular, it
contains no totally-geodesic Euclidean subspaces of dimension > 2 and, thus, Hn
has rank 1.

The isometry group of Hn is PO(n, 1), its maximal compact subgroup is K '
O(n), its subgroup B is the semidirect product

Rn−1 o (R+ ×O(n− 1)) = N o (T ×KB).

In the upper half-space model, the group N consists of Euclidean translations in
Rn−1, while T consists of dilations x 7→ tx, t > 0.

There are many properties which distinguish the real-hyperbolic space among
other rank 1 symmetric spaces, for instance, the fact that the subgroupN is abelian,
which, geometrically, reflects flatness of the intrinsic Riemannian metric of the
horospheres in Hn. Another example is the fact that only in the real-hyperbolic
space triangles are uniquely determined by their side-lengths: This is false for other
hyperbolic spaces.

Complex-hyperbolic spaces. Start with the complex vector space V = Cn+1

equipped with the Hermitian form

〈v,w〉 =

n∑
k=1

vkw̄k − vn+1w̄n+1.

The group U(n, 1) is the group of complex-linear automorphisms of Cn+1 preserving
this bilinear form. Consider the negative cone

V− = {v : 〈v,v〉 < 0} ⊂ Cn+1.

Then the complex-hyperbolic space CHn is the projectivization of V−. The group
G = PU(n, 1) acts naturally on X = CHn. One can describe the Riemannian
metric on CHn as follows. Let p ∈ V− be a vector such that 〈p,p〉 = 1; the tangent
space T[p]X of X at the projection [p] of p, is the projection of the orthogonal
complement p⊥ in Cn+1. Let v,w ∈ Cn+1 be vectors orthogonal to p, i.e.

〈p,v〉 = 〈p,w〉 = 0.
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Then define
(v,w)p := Re 〈v,w〉 .

This determines a PU(n, 1)-invariant Riemannian metric on X. The corresponding
distance function (4.16) is PU(n, 1)-invariant. The geodesic symmetry fixing the
point [en+1] is the projectivization of the diagonal matrix Diag(−1, . . . ,−1, 1).

The maximal compact subgroup of PU(n, 1) is U(n), the nilpotent subgroup
N < B < G is the Heisenberg group, its Lie algebra splits as

Cn ⊕ R,

where one should think of R as the set of imaginary complex numbers (the reason
for this will become clear shortly).

An important special feature of complex-hyperbolic spaces is the fact that they
are Kähler manifolds: The PU(n, 1)-invariant complex structure on CHn is the
restriction of the complex structure on the ambient complex-projective space. The
corresponding almost complex structure on the tangent bundle of CHn is given by
the multiplication by i:

J(v) = iv, v ∈ TpCHn.
This complex structure is hermitian, i.e. J preserves the Riemannian metric on
CHn. Furthermore, J and (v,w)p together define a PU(n, 1)-invariant symplectic
structure on CHn (a closed nondegenerate 2-form), given by

ω(v,w) = (v, Jw).

This Kähler nature of CHn means that one can use tools of complex analysis and
complex differential geometry in order to study complex-hyperbolic spaces and their
quotients by discrete isometry groups.

As we noted earlier, geodesic triangles T ⊂ CHn are not uniquely determined
by their side-lengths. The additional invariant which determines geodesic triangles
is their symplectic area, which is defined as the integralˆ

S

ω

of the symplectic form ω on CHn over any surface S ⊂ CHn bounded by T . (The
fact that the area is independent of the choice of S follows from Stokes Theorem,
since the form ω is closed.)

Quaternionic-hyperbolic spaces. Consider the ring H of quaternions; the
elements of the quaternion ring have the form

q = x+ iy + jz + kw, x, y, z, w ∈ R.

The quaternionic conjugation is given by

q̄ = x− iy − jz − kw
and

|q| = (qq̄)1/2 ∈ R+

is the quaternionic norm. A unit quaternion is a quaternion of the unit norm. Let
V be a left n+ 1-dimensional free module over H:

V = {q = (q1, . . . , qn+1) : qm ∈ H}.
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Consider the quaternionic-hermitian inner product of signature (n, 1):

〈p,q〉 =

n∑
m=1

pmq̄m − pn+1q̄n+1.

Then the group G = Sp(n, 1) is the group of automorphisms of the module V
preserving this inner product. The quotient of V by the group of non-zero quater-
nions H× (with respect to the left multiplication action) is the n-dimensional
quaternionic-projective space PV . Analogously to the case of real and complex
hyperbolic spaces, consider the negative cone

V− = {q ∈ V : 〈q,q〉 < 0}.
The group G acts naturally on PV− ⊂ PV through the group PSp(n, 1), the
quotient of G by the subgroup of unit quaternions embedded in the subgroup of
diagonal matrices in G,

q 7→ qI.

The space PV− is called the n-dimensional quaternionic-hyperbolic space HHn. As
in the real and complex cases, the geodesic symmetry fixing the point [en+1] is the
projectivization of the diagonal matrix Diag(−1, . . . ,−1, 1).

The maximal compact subgroup of G is Sp(n), the Lie algebra of the nilpotent
subgroup N < B splits as a real vector space as

n1 ⊕ n2 = Hn ⊕ Im(H),

where Im(H) is the 3-dimensional real vector space of imaginary quaternions.

The octonionic-hyperbolic plane. One defines the octonionic-hyperbolic
plane OH2 analogously to HHn, only using the algebra O of Cayley octonions
instead of quaternions. An extra complication comes from the fact that the algebra
O is not associative, which means that one cannot talk about free O-modules.

The space OH2 has dimension 16. It is identified with the quotient G/K, where
G is a real form of the exceptional Lie group F4 and the maximal compact subgroup
K < G is isomorphic to Spin(9), the 2-fold cover of the orthogonal group SO(9).
The Lie algebra of the nilpotent subgroup N < B < G has dimension 15; it splits
as a real vector space as

n1 ⊕ n2 = O⊕ Im(O),

where Im(O) is the 7-dimensional vector space consisting of imaginary octonions.

We refer to Mostow’s book [Mos73] and Parker’s survey [Par08] for a more
detailed discussion of negatively curved symmetric spaces.

4.10. Inscribed radius and thinness of hyperbolic triangles

Suppose that T is a hyperbolic triangle in the hyperbolic plane H2 with the
sides τi, i = 1, 2, 3, so that T bounds the solid triangle N. For a point x ∈ N define

∆x(T ) := max
i=1,2,3

d(x, τi).

and
∆(T ) := inf

x∈N
∆x(T ).

The goal of this section is to estimate ∆(T ) from above. It is immediate that the
infimum in the definition of ∆(T ) is realized by a point xo ∈ N which is equidistant
from all the three sides of T , i.e. by the intersection point of the angle bisectors.
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Define the inscribed radius inrad(T ) of T is the supremum of radii of hyperbolic
disks contained in N.

Lemma 4.65. ∆(T ) = inrad(T ).

Proof. Suppose that D = B(X,R) ⊂ N is a hyperbolic disk. Unless D
touches two sides of T , there exists a disk D′ = B(X ′, R′) ⊂ N which contains D
and, hence, has larger radius, see Lemma 4.57. Suppose, therefore, that D ⊂ N
touches two boundary edges of T , hence, the center X of D belongs to the bisector
σ of the corner ABC of T . Unless D touches all three sides of T , we can move the
center X of D along the bisector σ away from the vertex B so that the resulting
disk D′ = B(X ′, R′) still touches only the sides AB,BC of T . We claim that
the (radius R′ of D′ is larger than the radius R of D. In order to prove this,
consider hyperbolic triangles [X,Y,B] and [X ′, Y ′, B′], where Y, Y ′ are the points
of tangency between D,D′ and the side BA. These right-angled triangles have the
common angle ∠XBY and satisfy

d(B,X) 6 d(B,X ′).

Thus, the inequality R 6 R′ follows from the Exercise 4.42. �
Thus, we need to estimate the inradius of hyperbolic triangles from above.

Recall that by Exercise 4.45, for every hyperbolic triangle S in H2 there exists
an ideal hyperbolic triangle T , so that S ⊂ N, the solid triangle bounded by T .
Clearly, inrad(S) 6 inrad(T ). Since all ideal hyperbolic triangles are congruent, it
suffices to consider the ideal hyperbolic triangle T in U2 with the vertices −1, 1,∞.
The inscribed circle C in T has Euclidean center (0, 2) and Euclidean radius 1.
Therefore, by Exercise 4.56, its hyperbolic radius equals log(3)/2. By combining
these observations with Exercise 4.44, we obtain

Proposition 4.66. For every hyperbolic triangle T , ∆(T ) = inrad(T ) 6 log(3)
2 .

In particular, for every hyperbolic triangle in Hn, there exists a point p ∈ Hn so
that distance from p to all three sides of T is 6 log(3)

2 .

Another way to measure thinness of a hyperbolic triangle T is to compute
distance from points of one side of T to the union of the two other sides. Let T be
a hyperbolic triangle with sides τj , j = 1, 2, 3. Define

δ(T ) := max
j

sup
p∈τj

d(p, τj+1 ∪ τj+2),

where indices of the sides of T are taken modulo 3. In other words, if δ = δ(T )
then each side of T is contained in the δ-neighborhood of the union of the other
two sides.

Proposition 4.67. For every geodesic triangle S in Hn, δ(S) 6 arccosh(
√

2).

Proof. First of all, as above, it suffices to consider the case n = 2. Let
σj , j = 1, 2, 3 denote the edges of S. We will estimate d(p, σ2∪σ3) (from above) for
p ∈ σ1. We enlarge the hyperbolic triangle S to an ideal hyperbolic triangle T as
in Figure 4.5. For every p ∈ σ1, every geodesic segment g connecting p to a point
of τ2 ∪ τ3 has to cross σ2 ∪ σ3. In particular,

d(p, σ2 ∪ σ3) 6 d(p, τ2 ∪ τ3).

Thus, it suffices to show that δ(T ) 6 arccosh(
√

2) for the ideal triangle T as above.
We realize T as the triangle with the (ideal) vertices A1 =∞, A2 = −1, A3 = 1 in
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Figure 4.5. Enlarging the hyperbolic triangle S.

∂∞H2. We parameterize the sides τi = Aj−1Aj+1, j = 1, 2, 3 modulo 3, according
to their orientation. Then, by the Exercise 4.42, for every j,

d(τj(t), τj−1)

is monotonically increasing. Thus,

sup
t
d(τ1(t), τ2 ∪ τ3)

is achieved at the point p = τ1(t) = i =
√
−1 and equals d(p, q), where q = −1+

√
2i.

Then, using formula 4.15, we get d(p, q) = arccosh(
√

2). Note that alternatively,
one can get the formula for d(p, q) from (4.8) by considering the right triangle
[p, q,−1] where the angle at p equals π/4. �

As we will see in Section 11.1, the above propositions mean that all hyperbolic
triangles are uniformly thin.

Corollary 4.68.

sup
T∈Tri(Hn)

δ(T ) = arccosh(
√

2).

4.11. Existence-uniqueness theorem for triangles

Proof of Lemma 3.54. We will prove this result for the hyperbolic plane H2,
this will imply the lemma for all κ < 0 by rescaling the metric on H2. We leave the
cases κ > 0 to the reader as the proof is similar. The proof below is goes back to
Euclid (in the case of E2). Let c denote the largest of the numbers a, b, c. Draw a
geodesic γ ⊂ H2 through points x, y such that d(x, y) = c. Then

γ = γx ∪ xy ∪ γy,
where γx, γy are geodesic rays emanating from x and y respectively. Now, consider
the hyperbolic circles S(x, b) and S(y, a) centered at x, y and having radii b, a
respectively. Since c ≥ max(a, b),

γx ∩ S(y, a) ⊂ {x}, γy ∩ S(x, b) ⊂ {y},
118



while
S(x, b) ∩ xy = p, S(y, a) ∩ xy = q.

By the triangle inequality on c ≤ a + b, p separates q from y (and q separates x
from p). Therefore, both the ball B(x, b) and its complement contain points of the
circle S(y, a), which (by connectivity) implies that S(x, b)∩S(y, a) 6= ∅. Therefore,
the triangle with the side-lengths a, b, c exists. Uniqueness (up to congruence) of
this triangle follows from Exercise 4.27; alternatively it can be derived from the
hyperbolic cosine law. �
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CHAPTER 5

Groups and their actions

This chapter covers some basic group–theoretic material as well as group ac-
tions on topological and metric spaces. We also briefly discuss Lie groups, group
cohomology and its relation to the structural theory of groups. For detailed treat-
ment of the basic group theory we refer to [Hal76] and [LS77].

Notation and terminology. With very few exceptions, in a group G we use
the multiplication sign · to denote its binary operation. We denote its identity
element either by e or by 1. We denote the inverse of an element g ∈ G by g−1.
Note that for abelian groups the neutral element is usually denoted 0, the inverse
of x by −x and the binary operation by +. We will use the notation

[x, y] = xyx−1y−1

for the commutator of elements x, y of a group G.
A surjective homomorphism is called an epimorphism, while an injective ho-

momorphism is called a monomorphism. If two groups G and G′ are isomorphic
we write G ' G′. An isomorphism of groups ϕ : G → G is also called an auto-
morphism. In what follows, we denote by Aut(G) the group of automorphisms of
G.

We use the notation H < G or H 6 G to denote that H is a subgroup in G.
Given a subgroup H in G:

• the order |H| of H is its cardinality;
• the index of H in G, denoted |G : H|, is the common cardinality of the

quotients G/H and H\G.
The order of an element g in a group (G, ·) is the order of the subgroup 〈g〉 of

G generated by g. In other words, the order of g is the minimal positive integer n
such that gn = 1. If no such integer exists, then g is said to be of infinite order. In
this case, 〈g〉 is isomorphic to Z.

For every positive integer m we denote by Zm the cyclic group of order m,
Z/mZ . Given x, y ∈ G we let xy denote the conjugation of x by y, i.e. yxy−1.

5.1. Subgroups

Given two subsets A,B in a group G we denote by AB the subset

{ab : a ∈ A, b ∈ B} ⊂ G.
Similarly, we will use the notation

A−1 = {a−1 : a ∈ A}.
A normal subgroup K in G is a subgroup such that for every g ∈ G, gKg−1 = K
(equivalently gK = Kg). We use the notation K C G to denote that K is a normal
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subgroup in G. When H and K are subgroups of G and either H or K is a normal
subgroup of G, the subset HK ⊂ G becomes a subgroup of G.

A subgroup K of a group G is called characteristic if for every automorphism
φ : G → G, φ(K) = K. Note that every characteristic subgroup is normal (since
conjugation is an automorphism). But not every normal subgroup is characteristic:

Example 5.1. Let G be the group (Z2,+). Since G is abelian, every subgroup
is normal. But, for instance, the subgroup Z × {0} is not invariant under the
automorphism φ : Z2 → Z2 , φ(m,n) = (n,m).

Definition 5.2. The center Z(G) of a group G is defined as the subgroup
consisting of elements h ∈ G so that [h, g] = 1 for each g ∈ G.

It is easy to see that the center is a characteristic subgroup of G.

Definition 5.3. A subnormal descending series in a group G is a series

G = N0 B N1 B · · · B Nn B · · ·
such that Ni+1 is a normal subgroup in Ni for every i > 0.

If all Ni’s are normal subgroups of G, then the series is called normal.
A subnormal series of a group is called a refinement of another subnormal series

if the terms of the latter series all occur as terms in the former series.

The following is a basic result in group theory:

Lemma 5.4. If G is a group, N C G, and A C B < G, then BN/AN is
isomorphic to B/A(B ∩N).

Definition 5.5. Two subnormal series

G = A0 B A1 B . . . B An = {1} and G = B0 B B1 B . . . B Bm = {1}
are called isomorphic if n = m and there exists a bijection between the sets of
partial quotients {Ai/Ai+1 | i = 1, . . . , n− 1} and {Bi/Bi+1 | i = 1, . . . , n− 1} such
that the corresponding quotients are isomorphic.

Lemma 5.6. Any two finite subnormal series

G = H0 > H1 > . . . > Hn = {1} and G = K0 > K1 > . . . > Km = {1}
possess isomorphic refinements.

Proof. Define Hij = (Kj ∩Hi)Hi+1. The following is a subnormal series

Hi0 = Hi > Hi1 > . . . > Him = Hi+1 .

When inserting all these in the series of Hi one obtains the required refinement.
Likewise, define Krs = (Hs ∩Kr)Kr+1 and by inserting the series

Kr0 = Kr > Kr1 > . . . > Krn = Kr

in the series of Kr, we define its refinement.
According to Lemma 5.4

Hij/Hij+1 = (Kj ∩Hi)Hi+1/(Kj+1∩Hi)Hi+1 ' Kj ∩Hi/(Kj+1∩Hi)(Kj ∩Hi+1) .

Similarly, one proves that Kji/Kji+1 ' Kj ∩Hi/(Kj+1 ∩Hi)(Kj ∩Hi+1). �
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Definition 5.7. A group G is a torsion group if all its elements have finite
order.

A group G is said to be without torsion (or torsion-free) if all its non-trivial
elements have infinite order.

Note that the subset TorG = {g ∈ G | g of finite order} of the group G,
sometimes called the torsion of G, is in general not a subgroup.

Definition 5.8. A group G is said to have property * virtually if some finite-
index subgroup H of G has the property *.

For instance, a group is virtually torsion-free if it contains a torsion-free sub-
group of finite index, a group is virtually abelian if it contains an abelian subgroup
of finite index and a virtually free group is a group which contains a free subgroup
of finite index.

Remark 5.9. Note that this terminology widely used in group theory is not
entirely consistent with the notion of virtually isomorphic groups, which involves not
only taking finite-index subgroups but also quotients by finite normal subgroups.

The following properties of finite-index subgroups will be useful.

Lemma 5.10. If N C H and H C G, N of finite index in H and H finitely
generated, then N contains a finite-index subgroup K which is normal in G.

Proof. By hypothesis, the quotient group F = H/N is finite. For an arbitrary
g ∈ G the conjugation by g is an automorphism ofH, henceH/gNg−1 is isomorphic
to F . A homomorphism H → F is completely determined by the images in F of
elements of a finite generating set of H. Therefore there are finitely many such
homomorphisms, and finitely many possible kernels of them. Thus, the set of
subgroups gNg−1, g ∈ G , forms a finite list N,N1, .., Nk. The subgroup K =⋂
g∈G gNg

−1 = N ∩N1 ∩ · · · ∩Nk is normal in G and has finite index in N , since
each of the subgroups N1, . . . , Nk has finite index in H. �

Proposition 5.11. Let G be a finitely generated group. Then:
(1) For every n ∈ N there exist finitely many subgroups of index n in G.

(2) Every finite-index subgroup H in G contains a subgroup K which is finite
index and characteristic in G.

Proof. (1) Let H 6 G be a subgroup of index n. We list the left cosets of H:

H = g1 ·H, g2 ·H, . . . , gn ·H,
and label these cosets by the numbers {1, . . . , n}. The action by left multiplication
of G on the set of left cosets of H defines a homomorphism φ : G → Sn such that
φ(G) acts transitively on {1, 2, . . . , n} and H is the inverse image under φ of the
stabilizer of 1 in Sn. Note that there are (n − 1)! ways of labeling the left cosets,
each defining a different homomorphism with these properties.

Conversely, if φ : G → Sn is such that φ(G) acts transitively on {1, 2, . . . , n},
then G/φ−1(Stab (1)) has cardinality n.

Since the group G is finitely generated, a homomorphism φ : G→ Sn is deter-
mined by the image of a generating finite set of G, hence there are finitely many
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distinct such homomorphisms. The number of subgroups of index n in H is equal
to the number ηn of homomorphisms φ : G → Sn such that φ(G) acts transitively
on {1, 2, . . . , n}, divided by (n− 1)!.

(2) Let H be a subgroup of index n. For every automorphism ϕ : G → G,
ϕ(H) is a subgroup of index n. According to (1) the set {ϕ(H) | ϕ ∈ Aut (G)} is
finite, equal {H,H1, . . . ,Hk}. It follows that

K =
⋂

ϕ∈Aut (G)

ϕ(H) = H ∩H1 ∩ . . . ∩Hk.

Then K is a characteristic subgroup of finite index in H hence in G. �

Exercise 5.12. Does the conclusion of Proposition 5.11 still hold for groups
which are not finitely generated?

Let S be a subset in a group G, and let H 6 G be a subgroup. The following
are equivalent:

(1) H is the smallest subgroup of G containing S ;

(2) H =
⋂
S⊂G16G

G1 ;

(3) H =
{
s1s2 · · · sn : n ∈ N, si ∈ S or s−1

i ∈ S for every i ∈ {1, 2, . . . , n}
}
.

The subgroup H satisfying any of the above is denoted H = 〈S〉 and is said
to be generated by S. The subset S ⊂ H is called a generating set of H. The
elements in S are called generators of H.

When S consists of a single element x, 〈S〉 is usually written as 〈x〉; it is the
cyclic subgroup consisting of powers of x.

We say that a normal subgroup K C G is normally generated by a set R ⊂ K
if K is the smallest normal subgroup of G which contains R, i.e.

K =
⋂

R⊂NCG

N .

We will use the notation
K = 〈〈R〉〉

for this subgroup. The subgroupK is also called the normal closure or the conjugate
closure of R in G. Other notations for K which appear in the literature are RG

and 〈R〉G.

5.2. Virtual isomorphisms of groups and commensurators

In this section we consider a weakening of the notion of a group isomorphism to
the one of a virtual isomorphism. This turns out to be the right algebraic concept
in the context of Geometric Group Theory.

Definition 5.13. (1) Two groups G1 and G2 are called co-embeddable if
there exist injective group homomorphisms G1 → G2 and G2 → G1.

(2) The groups G1 and G2 are commensurable if there exist finite-index sub-
groups Hi 6 Gi, i = 1, 2, such that H1 is isomorphic to H2.

An isomorphism ϕ : H1 → H2 is called an abstract commensurator of G1

and G2.
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(3) We say that two groups G1 and G2 are virtually isomorphic (abbreviated
as VI) if there exist finite-index subgroups Hi ⊂ Gi and finite normal
subgroups Fi / Hi, i = 1, 2, so that the quotients H1/F1 and H2/F2 are
isomorphic.

An isomorphism ϕ : H1/F1 → H2/F2 is called a virtual isomorphism of
G1 and G2. When G1 = G2, ϕ is called virtual automorphism.

Example 5.14. All countable free groups are co-embeddable. However, a free
group of infinite rank is not virtually isomorphic to a free group of infinite rank.

Proposition 5.15. All the relations in Definition 5.13 are equivalence relation
between groups.

Proof. The fact that co-embeddability is an equivalence relation is immediate.
It suffices to prove that virtual isomorphism is an equivalence relation. The only
non-obvious property is transitivity. We need:

Lemma 5.16. Let F1, F2 be normal finite subgroups of a group G. Then their
normal closure F = 〈〈F1, F2〉〉 (i.e. the smallest normal subgroup of G containing
F1 and F2) is again finite.

Proof. Let f1 : G→ G1 = G/F1, f2 : G1 → G1/f1(F2) be the quotient maps.
Since the kernel of each f1, f2 is finite, it follows that the kernel of f = f2 ◦ f1 is
finite as well. On the other hand, the kernel of f is clearly the subgroup F . �

Suppose now that G1 is VI to G2 and G2 is VI to G3. Then we have

Fi / Hi < Gi, |Gi : Hi| <∞, |Fi| <∞, i = 1, 2, 3,

and
F ′2 / H

′
2 < G2, |G2 : H ′2| <∞, |F ′2| <∞,

so that
H1/F1

∼= H2/F2, H ′2/F
′
2
∼= H3/F3.

The subgroup H ′′2 := H2 ∩ H ′2 has finite index in G2. By the above lemma, the
normal closure in H ′′2

K2 := 〈〈F2 ∩H ′′2 , F ′2 ∩H ′′2 〉〉
is finite. We have quotient maps

fi : H ′′2 → Ci = fi(H
′′
2 ) 6 Hi/Fi, i = 1, 3,

with finite kernels and cokernels. The subgroups Ei := fi(K2), are finite and normal
in Ci, i = 1, 3. We let H ′i, F ′i ⊂ Hi denote the preimages of Ci and Ei under the
quotient maps Hi → Hi/Fi, i = 1, 3. Then |F ′i | < ∞, |Gi : H ′i| < ∞, i = 1, 3.
Lastly,

H ′i/F
′
i
∼= Ci/Ei ∼= H ′′2 /K2, i = 1, 3.

Therefore, G1, G3 are virtually isomorphic. �
Given a group G, we define V I(G) as the set of equivalence classes of virtual

automorphisms of G with respect to the following equivalence relation. Two virtual
automorphisms of G, ϕ : H1/F1 → H2/F2 and ψ : H ′1/F

′
1 → H ′2/F

′
2, are equivalent

if for i = 1, 2, there exist H̃i, a finite-index subgroup of Hi ∩H ′i, and F̃i, a normal
subgroup in H̃i containing the intersections H̃i ∩ Fi and H̃i ∩ F ′i , such that ϕ and
ψ induce the same automorphism from H̃1/F̃1 to H̃2/F̃2.
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Lemma 5.16 implies that the composition induces a binary operation on V I(G),
and that V I(G) with this operation becomes a group, called the group of virtual
automorphisms of G.

Let Comm(G) be the set of equivalence classes of virtual automorphisms of G
with respect to the equivalence relation defined as above, with the normal subgroups
Fi and F ′i trivial. As in the case of V I(G), the set Comm(G), endowed with the
binary operation defined by the composition, becomes a group, called the abstract
commensurator of the group G.

Similarly to the notion of virtually isomorphic groups and abstract commen-
surators of groups one defines commensurable subgroups and commensurators of
subgroups:

Definition 5.17. Two subgroups Γ1,Γ2 of a group G are called commensurable
if their intersection has finite index in both Γ1 and in Γ2. The commensurator of a
subgroup Γ < G is defined as the set of elements g in G such that the subgroups
Γ, gΓg−1 are commensurable. The commensurator of a subgroup Γ < G is denoted
CommG(Γ).

Exercise 5.18. Show that CommG(Γ) is a subgroup of G.

Exercise 5.19. Show that for G = SL(n,R) and Γ = SL(n,Z), CommG(Γ)
contains SL(n,Q).

5.3. Commutators and the commutator subgroup

Recall that the commutator of two elements x, y of a group G is defined as
[x, y] = xyx−1y−1. Thus:

• two elements x, y commute, i.e. xy = yx, if and only if [x, y] = 1.
• xy = [x, y]yx .

Thus, the commutator [x, y] ‘measures the degree of non-commutation’ of the
elements h and k. In Lemma 13.30 we will prove some further properties of com-
mutators.

Let H,K be two subgroups of G. We denote by [H,K] the subgroup of G
generated by all commutators [h, k] with h ∈ H, k ∈ K.

Definition 5.20. The commutator subgroup (or derived subgroup) of G is the
subgroup G′ = [G,G]. As above, we may say that the commutator subgroup G′ of
G ‘measures the degree of non-commutativity’ of the group G.

A group G is abelian if every two elements of G commute, i.e. ab = ba for all
a, b ∈ G.

Exercise 5.21. Suppose that S is a generating set of G. Then G is abelian if
and only if [a, b] = 1 for all a, b ∈ S.

Proposition 5.22. (1) G′ is a characteristic subgroup of G;

(2) G is abelian if and only if G′ = {1};
(3) Gab = G/G′ is an abelian group (called the abelianization of G);
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(4) if ϕ : G → A is a homomorphism to an abelian group A, then ϕ factors
through the abelianization: Given the quotient map p : G → Gab, there
exists a homomorphism ϕ : Gab → A such that ϕ = ϕ ◦ p.

Proof. (1) The set S = {[x, y] | x, y ∈ G} is a generating set of G′ and for
every automorphism ψ : G→ G, ψ(S) = S.

Part (2) follows from the equivalence xy = yx ⇔ [x, y] = 1 , and (3) is an
immediate consequence of (2).

Part (4) follows from the fact that ϕ(S) = {1}. �

Recall that the finite dihedral group of order 2n, denoted by D2n or I2(n), is
the group of symmetries of the regular Euclidean n-gon, i.e. the group of isometries
of the unit circle S1 ⊂ C generated by the rotation r(z) = e

2πi
n z and the reflection

s(z) = z̄. Likewise, the infinite dihedral group D∞ is the group of isometries of Z
(with the metric induced from R); the group D∞ is generated by the translation
t(x) = x+ 1 and the symmetry s(x) = −x.

Exercise 5.23. Find the commutator subgroup and the abelianization for the
finite dihedral group D2n and for the infinite dihedral group D∞.

Exercise 5.24. Let Sn (the symmetric group on n symbols) be the group of
permutations of the set {1, 2, . . . , n}, and An < Sn be the alternating subgroup,
consisting of even permutations.

(1) Prove that for every n 6∈ {2, 4} the group An is generated by the set of
cycles of length 3.

(2) Prove that if n > 3, then for every cycle σ of length 3 there exists ρ ∈ Sn
such that σ2 = ρσρ−1.

(3) Use (1) and (2) to find the commutator subgroup and the abelianization
for An and for Sn.

(4) Find the commutator subgroup and the abelianization for the group H of
permutations of Z defined in Example 7.8 in Chapter 7.

Note that it is not necessarily true that the commutator subgroup G′ of G
consists entirely of commutators {[x, y] : x, y ∈ G}. However, occasionally, every
element of the derived subgroup is indeed a single commutator. For instance, every
element of the alternating group An < Sn is the commutator in Sn, see [Ore51].

This leads to an interesting invariant (of geometric flavor) called the commu-
tator norm (or commutator length) `c(g) of g ∈ G′, which is the least number k so
that g can be expressed as a product

g = [x1, y1] · · · [xk, yk],

as well as the stable commutator norm of g:

lim sup
n→∞

`c(g
n)

n
.

See [Bav91, Cal08, Cal09] for further details. For instance, if G is the free group
on two generators (see Definition 7.20), then every non-trivial element of G′ has
stable commutator norm greater than 1.
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5.4. Semidirect products and short exact sequences

Let Gi, i ∈ I, be a collection of groups. The direct product of these groups,
denoted

G =
∏
i∈I

Gi

is the Cartesian product of the sets Gi with the group operation given by

(ai) · (bi) = (aibi).

Note that each group Gi is the quotient of G by the (normal) subgroup∏
j∈I\{i}

Gj .

A group G is said to split as a direct product of its normal subgroups Ni C
G, i = 1, . . . , k, if one of the following equivalent statements holds:

• G = N1 · · ·Nk and

Ni ∩N1 · . . . ·Ni−1 ·Ni+1 · . . . ·Nk = {1} for all i;
• for every element g of G there exists a unique k-tuple

(n1, . . . , nk), ni ∈ Ni, i = 1, . . . , k

such that g = n1 · · ·nk.
Then, G is isomorphic to the direct product N1 × . . .×Nk. Thus, finite direct

products G can be defined either extrinsically, using groups Ni as quotients of G,
or intrinsically, using normal subgroups Ni of G.

Similarly, one defines semidirect products of two groups, by taking the above
intrinsic definition and relaxing the normality assumption:

Definition 5.25. (1) (with the ambient group as the given data) A group
G is said to split as a semidirect product of two subgroups N and H, which
is denoted by G = N oH, if and only if N is a normal subgroup of G, H
is a subgroup of G, and one of the following equivalent statements holds:
• G = NH and N ∩H = {1};
• G = HN and N ∩H = {1};
• for every element g of G there exists a unique n ∈ N and h ∈ H such

that g = nh;
• for every element g of G there exists a unique n ∈ N and h ∈ H such

that g = hn;
• there exists a retraction G→ H, i.e. a homomorphism which restricts

to the identity on H, and whose kernel is N .
Observe that the map ϕ : H → Aut (N) defined by ϕ(h)(n) = hnh−1,

is a group homomorphism.

(2) (with the quotient groups as the given data) Given any two groups N and
H (not necessarily subgroups of the same group) and a group homomor-
phism ϕ : H → Aut (N), one can define a new group G = N oϕ H which
is a semidirect product of a copy of N and a copy of H in the above sense,
defined as follows. As a set, N oϕ H is defined as the cartesian product
N ×H. The binary operation ∗ on G is defined by

(n1, h1) ∗ (n2, h2) = (n1ϕ(h1)(n2), h1h2) , ∀n1, n2 ∈ N and h1, h2 ∈ H .
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The group G = N oϕ H is called the semidirect product of N and H
with respect to ϕ.

Remarks 5.26. (1) If a group G is the semidirect product of a normal
subgroup N with a subgroup H in the sense of (1), then G is isomorphic
to N oϕ H defined as in (2), where

ϕ(h)(n) = hnh−1 .

(2) The group N oϕ H defined in (2) is a semidirect product of the normal
subgroup N1 = N × {1} and the subgroup H = {1} ×H in the sense of
(1).

(3) If both N and H are normal subgroups in (1), then G is a direct product
of N and H.

If ϕ is the trivial homomorphism, sending every element of H to the
identity automorphism of N , then N oφ H is the direct product N ×H.

Here is yet another way to define semidirect products. An exact sequence is a
sequence of groups and group homomorphisms

. . . Gn−1
ϕn−1−→ Gn

ϕn−→ Gn+1 . . .

such that Imϕn−1 = Kerϕn for every n. A short exact sequence is an exact
sequence of the form:

(5.1) {1} −→ N
ϕ−→ G

ψ−→ H −→ {1} .
In other words, ϕ is an isomorphism from N to a normal subgroup N ′ C G and ψ
descends to an isomorphism G/N ′ ' H.

Definition 5.27. A short exact sequence splits if there exists a homomorphism
σ : H → G (called a section) such that

ψ ◦ σ = Id .

When the sequence splits we shall sometimes write it as

1→ N → G
x→ H → 1.

Every split exact sequence determines a decomposition of G as the semidirect prod-
uct ϕ(N)oσ(H). Conversely, every semidirect product decomposition G = N oH
defines a split exact sequence, where ϕ is the identity embedding and ψ : G → H
is the retraction.

Examples 5.28. (1) The dihedral group D2n is isomorphic to Znoϕ Z2,
where ϕ(1)(k) = n− k.

(2) The infinite dihedral group D∞ is isomorphic to ZoϕZ2, where ϕ(1)(k) =
−k.

(3) The permutation group Sn is the semidirect product of An and Z2 =
{Id, (12)}.

(4) The group (Aff(R) , ◦) of affine maps f : R → R, f(x) = ax + b , with
a ∈ R∗ and b ∈ R is a semidirect product Roϕ R∗, where ϕ(a)(x) = ax.

Proposition 5.29. (1) Every isometry φ of Rn is of the form φ(x) =
Ax + b, where b ∈ Rn and A ∈ O(n).
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(2) The group Isom(Rn) splits as the semidirect product Rn oO(n), with the
obvious action of the orthogonal group O(n) on Rn.

Sketch of proof of (1). For every vector a ∈ Rn we denote by Ta the translation
of vector a, x 7→ x + a.

If φ(0) = b, then the isometry ψ = T−b ◦ φ fixes the origin 0. Thus, it suffices
to prove that an isometry fixing the origin is an element of O(n). Indeed:

• an isometry of Rn preserves straight lines, because these are bi-infinite
geodesics;
• an isometry is a homogeneous map, i.e. ψ(λv) = λψ(v); this is due to the

fact that (for 0 < λ 6 1) w = λv is the unique point in Rn satisfying

d(0,w) + d(w,v) = d(0,v).

• an isometry map is an additive map, i.e. ψ(a + b) = ψ(a) +ψ(b) because
an isometry preserves parallelograms.

Thus, ψ is a linear transformation of Rn, ψ(x) = Ax for some matrix A. The
orthogonality of the matrix A follows from the fact that the image of an orthonormal
basis under ψ is again an orthonormal basis. �

Exercise 5.30. 1. Prove the statement (2) of Proposition 5.29. Note that Rn
is identified with the group of translations of the n-dimensional affine space via the
map b 7→ Tb.

2. Suppose that G is a subgroup of Isom(Rn). Is it true that G is isomorphic
to the semidirect product T oQ, where T = G ∩ Rn and Q is the projection of G
to O(n)?

In sections 5.9.5 and 5.9.6 we discuss semidirect products and short exact se-
quences in more detail.

5.5. Direct sums and wreath products

Let X be a non-empty set, and let G = {Gx | x ∈ X} be a collection of groups
indexed by X. Consider the set of maps Mapf (X,G) with finite support, i.e.

Mapf (X,G) := {f : X →
⊔
x∈X

Gx | f(x) ∈ Gx , f(x) 6= 1Gx

for only finitely many x ∈ X} .

Definition 5.31. The direct sum
⊕

x∈X Gx is defined asMapf (X,G), endowed
with the pointwise multiplication of functions:

(f · g) (x) = f(x) · g(x) , ∀x ∈ X.

Clearly, if Ax are abelian groups, then
⊕

x∈X Ax is abelian.
When Gx = G is the same group for all x ∈ X, the direct sum is the set of

maps

Mapf (X,G) := {f : X → G | f(x) 6= 1G for only finitely many x ∈ X} ,

and we denote it either by
⊕

x∈X G or by G⊕X .
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If, in this latter case, the set X is itself a group H, then there is a natural
action of H on the direct sum, defined by

ϕ : H → Aut

(⊕
h∈H

G

)
, ϕ(h)f(x) = f(h−1x) , ∀x ∈ H .

Thus, we define the semidirect product

(5.2)

(⊕
h∈H

G

)
oϕ H .

Definition 5.32. The semidirect product (5.2) is called the wreath product of
G with H, and it is denoted by G oH. The wreath product G = Z2 oZ is called the
lamplighter group.

This useful construction is a source of many interesting examples in group
theory, for instance, we will see in Section 14.5 how it is used to prove failure of QI
rigidity of the class of virtually solvable groups.

5.6. Geometry of group actions

5.6.1. Group actions. Let G be a group or a semigroup and X be a set. An
action of G on X on the left is a map

µ : G×X → X, µ(g, a) = g(a),

so that
(1) µ(1, x) = x ;
(2) µ(g1g2, x) = µ(g1, µ(g2, x)) for all g1, g2 ∈ G and x ∈ X .

Remark 5.33. If G is a group, then the two properties above imply that

µ(g, µ(g−1, x)) = x

for all g ∈ G and x ∈ X .

An action of G on X on the right is a map

µ : X ×G→ X, µ(a, g) = (a)g,

so that
(1) µ(x, 1) = x ;
(2) µ(x, g1g2) = µ(µ(x, g1), g2) for all g1, g2 ∈ G and x ∈ X .

Note that the difference between an action on the left and an action on the
right is the order in which the elements of a product act.

If not specified, an action of a group G on a set X is always on the left, and it
is often denoted G y X. Every left action amounts to a homomorphism from G
to the group Bij(X) of bijections of X. An action is called effective or faithful if
this homomorphism is injective. Given an action µ : G ×X → X we will use the
notation g(x) for µ(g, x).

If X is a metric space, an isometric action is an action so that µ(g, ·) is an
isometry of X for each g ∈ G. In other words, an isometric action is a group
homomorphism

G→ Isom(X).
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A group action G y X on a set X is called free if for every x ∈ X, the
stabilizer of x in G,

Gx = {g ∈ G : g(x) = x}
is {1}.

Given an action µ : Gy X, a map f : X → Y is called G–invariant if

f (µ(g, x)) = f(x), ∀g ∈ G, x ∈ X.
Given two actions µ : G y X and ν : G y Y , a map f : X → Y is called

G–equivariant if

f (µ(g, x)) = ν(g, f(x)), ∀g ∈ G, x ∈ X.
In other words, for each g ∈ G we have a commutative diagram,

X
g - X

Y

f

? g - Y

f

?

A topological group is a group G equipped with a structure of topological space,
so that the group operations (multiplication and inversion) are continuous maps. If
G is a group without a specified topology, we will always assume that G is discrete,
i.e. it is given the discrete topology. When referring to homomorphisms or isomor-
phisms of topological groups, we will always mean continuous homomorphisms and
homeomorphic isomorphisms.

The usual algebraic concepts have local analogues for topological groups. One
says that a map φ : G2 → G1 is a local embedding of topological groups if it is
continuous on its domain, which is an (open) neighborhood U of 1 ∈ G2, φ(1) = 1
and

φ(g1g2) = φ(g1)φ(g2),

whenever all three elements g1, g2, g1g2 belong to U .
Accordingly, topological groups G1, G2 are said to be locally isomorphic if G1

locally embeds in G2 and vice-versa.
A topological group G is called locally compact, if it admits a basis of topology

at 1 ∈ G consisting of relatively compact neighborhoods. A topological group is
σ-compact if it is the union of countably many compact subsets.

Lemma 5.34. Each open subgroup H 6 G is also closed.

Proof. The complement G \H equals the union⋃
g/∈H

gH

of open subsets. Therefore, H is closed. �
A topological group G is said to be compactly generated if it there exists a com-

pact subset K ⊂ G generating G. Every compactly generated group is σ-compact.
The converse is not true in general: For locally compact σ-compact spaces (even
compactly generated groups) second countability may not hold. Nevertheless, for
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every locally compact σ-compact group G there exists a compact normal subgroup
N such that G/N is second countable [Com84, Theorem 3.7].

Theorem 5.35 (See [Str74]). Every locally compact second countable Haus-
dorff group has a proper left-invariant metric.

Theorem 5.36 (Cartan–Iwasawa–Mal’cev). Every connected locally compact
topological group contains a unique1 maximal compact subgroup.

We will us this theorem in the context of Lie groups discussed in the next
section.

If G is a topological group and X is a topological space, a continuous action of
G on X is a continuous map µ satisfying the above action axioms.

A continuous action µ : G y X is called proper if for every compact subsets
K1,K2 ⊂ X, the set

GK1,K2 = {g ∈ G : g(K1) ∩K2 6= ∅} ⊂ G
is compact. If G has discrete topology, a proper action is called properly discontin-
uous action, as GK1,K2

is finite.

Exercise 5.37. Suppose that X is locally compact, Hausdorff and G y X is
proper. Show that the quotient X/G is Hausdorff.

Recall that a topological spaceX is called Baire if it satisfies the Baire property:
Countable intersections of open dense subsets of X are dense in X. According to
Baire theorem, each complete metric space is Baire.

Lemma 5.38 (R. Arens, [Are46]). Suppose that G ×X → X is a continuous
transitive action of a σ-compact group on a Hausdorff Baire space X. Then for
each x ∈ X the orbit map G→ X, g 7→ g(x) descends to a homeomorphism
φ : G/Gx → X.

Proof. We let p : G→ G/Gx denote the quotient map. The map φ is defined
by φ(p(g)) = g(x). We leave it to the reader to verify that φ is a continuous
bijection, equivariant with respect to the G-action on G/Gx and X. Since X is
Hausdorff, for each compact subset K ⊂ G the restriction of the map φ to p(K) is
a homeomorphism to its image, which is necessarily closed. Since G is σ-compact,
there exists a countable collection Ki, i ∈ I, of compact subsets of G, whose union
equals G. Since the orbit map G → X is surjective and X is Baire, there exists
a compact subset K ⊂ G whose image has non-empty interior in X. Therefore,
the restriction of φ−1 to the interior U of φ(p(K)) is continuous. Since φ is G-
equivariant and the G-orbit of U is the entire X, we conclude that φ−1 : X → G/Gx
is continuous. �

A topological actionGy X is called cocompact if there exists a compact C ⊂ X
so that

G · C :=
⋃
g∈G

gC = X.

Exercise 5.39. If the action G y X is cocompact, then the quotient space
X/G (equipped with the quotient topology) is compact.

The following is a converse to the above exercise:

1up to conjugation
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Lemma 5.40. Suppose that X is a locally compact space and the action Gy X
is such that the quotient space X/G is compact. Then G acts cocompactly on X.

Proof. Let p : X → Y = X/G be the quotient. For every x ∈ X choose a
relatively compact (open) neighborhood Ux ⊂ X of x. Then the collection

{p(Ux)}x∈X

is an open cover of Y . Since Y is compact, this open cover has a finite subcover

{p(Uxi) : i = 1, . . . , n}

The union

C :=

n⋃
i=1

cl(Uxi)

is compact in X and projects onto Y . Hence, G · C = X. �

In the context of non-proper metric spaces, the concept of a cocompact group
action is replaced with the one of a cobounded action. An isometric action Gy X
is called cobounded if there exists D <∞ such that for some point x ∈ X,⋃

g∈G
g(B(x,D)) = X.

Equivalently, given any pair of points x, y ∈ X, there exists g ∈ G such that
dist(g(x), y) 6 2D. Clearly, if X is proper, the action G y X is cobounded if and
only if it is cocompact. We call a metric space X quasihomogeneous if the action
Isom(X) y X is cobounded.

Similarly, we have to modify the notion of a properly discontinuous action. A
continuous isometric action G y X of a topological group G on a metric space is
called metrically proper if if for every bounded subset B ⊂ X, the set

GB,B = {g ∈ G : g(B) ∩B 6= ∅}

is relatively compact in G.
Note that if X is a proper metric space then a continuous isometric G-action

on X is proper if and only if it is metrically proper.

Exercise 5.41. 1. A continuous isometric action Gy X is metrically proper
if and only if for some (equivalently, every) x ∈ X the function g 7→ d(g(x), x) has
relatively compact sublevel sets in G.

2. Suppose that G is a discrete group. Then an isometric action G y X
is metrically proper if and only if for every sequence (gn) consisting of distinct
elements of G and for some (equivalently, every) x ∈ X we have

lim
n→∞

dist(gn(x), x) =∞.

Example 5.42. Let G be an infinite discrete group equipped with the dis-
crete metric, taking only the values 0 and 1. Then the action G y G is properly
discontinuous as a topological action, but is not metrically proper.
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5.6.2. Linear actions. In this section, V will denote a finite-dimensional vec-
tor space over a field K whose algebraic closure will be denoted K̄. We let End(V )
denote the algebra of (linear) endomorphisms of V and GL(V ) the group of invert-
ible endomorphisms of V . Linear actions of groupsG on V are called representations
of G on V .

A group Γ which is isomorphic to a subgroup of GL(V ) for some V , is called a
matrix group or a linear group.

Lemma 5.43.

τ : End(V )× End(V )→ K, τ(A,B) = tr(ABT )

is a nondegenerate bilinear form on End(V ), regarded as a vector space over K.

Proof. Representing A and B by their matrix entries (aij), (bkl), we obtain:

tr(ABT ) =
∑
i,j

aijbij .

Therefore, if for some i, j, aij 6= 0, we take B such that bkl = 0 for all (k, l) 6= (i, j)
and bij = 1. Then tr(ABT ) = aij 6= 0. �

If V is a vector space and A ⊂ End(V ) is a subsemigroup, then A is said to act
irreducibly on V if V contains no proper subspaces V ′ ⊂ V such that aV ′ ⊂ V ′ for
all a ∈ A. An action is said to be absolutely irreducible iff the corresponding action
on the vector space V ⊗K K̄ is irreducible.

A proof of the following theorem can be found, for instance, in [Lan02, Chapter
XVII, §3, Corollary 3.3]:

Theorem 5.44 (Burnside’s theorem). If A ⊂ End(V ) is a subalgebra which
acts absolutely irreducibly on a finite-dimensional vector space V , then A = End(V ).
In particular, if G ⊂ End(V ) is a subsemigroup acting irreducibly, then G spans
End(V ) as a vector space.

Lemma 5.45. If a linear action of a group G on V is absolutely irreducible,
then so is the action G on W = ΛkV .

Proof. Since G spans End(V ), the action of G onW is absolutely reducible iff
the action of End(V ) is. However, all exterior product representations of End(V )
are absolutely irreducible; this is a special case of irreducibility of Weyl modules,
see e.g. [FH94, Theorem 6.3, Part 4]. �

Exercise 5.46. Suppose that K ⊂ L is a field extension and the linear action
Gy V is absolutely irreducible. Show that the action of G on V ⊗KL (regarded as
a vector space over L) is also absolutely irreducible. Give example of an irreducible
representation which is not absolutely irreducible.

5.6.3. Lie groups. References for this section are [FH94, Hel01, OV90,
War83].

A Lie algebra is a vector space g over a field F , equipped with a binary operation
[·, ·] : g2 → g, called the Lie bracket, which satisfies the following axioms:

1. The Lie bracket is bilinear:

[λx, y] = λµ[x, y], [x+ y, z] = [x, z] + [y, z]

for all λ ∈ F , x, y, z ∈ g.
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2. The Lie bracket is anti-symmetric:

[x, y] = −[y, x].

3. The Lie bracket satisfies the Jacobi identity:

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.

In this book we will consider only finite-dimensional real and complex Lie al-
gebras, i.e. we will assume that F = R or F = C and g is finite-dimensional as a
vector space.

Example 5.47. Lie algebra g which is the vector space of n × n matrices
Matn(F ) with coefficients in the field F , with the Lie bracket given by the com-
mutator

[X,Y ] = XY − Y X.
An ideal in a Lie algebra g is a vector subspace J ⊂ g such that for every

x ∈ g, y ∈ J we have:
[x, y] ∈ J.

For instance, the subspace J consisting of scalar multiplies of the identity matrix
I ∈ Matn(F ) is an ideal in g = Matn(F ). A Lie algebra g is called simple if it is
not 1-dimensional and every ideal in g is either 0 or the entire g.

If g1, . . . , gm are Lie algebras, their direct sum is the direct sum of the vector
spaces

g1 ⊕ . . .⊕ gm

with the Lie bracket, given by

[x1 + . . . xm, y1 + . . .+ ym] =

m∑
i=1

[xi, yi]

for xi, yi ∈ gi, i = 1, . . .m. A Lie algebra g is called semisimple if it is isomorphic
to the direct sum of finitely many simple Lie algebras.

A Lie group is a group G which has the structure of a smooth manifold, so
that the binary operation G × G → G and inversion g 7→ g−1, G → G are smooth
maps. Actually, every Lie group G can be made into a real analytic manifold with
real analytic group operations. We will mostly use the notation e for the neutral
element of G. We will assume that G is a real n-dimensional manifold, although we
will sometimes also consider complex Lie groups. A homomorphism of Lie groups
is a group homomorphism which is also a smooth map.

Example 5.48. GroupsGL(n,R), SL(n,R), O(n), O(p, q) are (real) Lie groups.
Every countable discrete group (a topological group with discrete topology) is a Lie
group. (Recall that we require our manifolds to be second countable. If we were to
drop this requirement, then any discrete group becomes a Lie group.)

Here O(p, q) is the group of linear isometries of the quadratic form

x2
1 + . . . x2

p − x2
p+1 − . . .− x2

p+q

of the signature (p, q). The most important, for us, case is the group O(n, 1) '
O(1, n). The group PO(n, 1) = O(n, 1)/ ± I is the group of isometries of the
hyperbolic n-space.
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Exercise 5.49. Show that the group PO(n, 1) embeds in O(n, 1) as the sub-
group stabilizing the future light cone

x2
1 + . . .+ x2

n − x2
n+1 > 0, xn+1 > 0.

The tangent space V = TeG of a Lie group G at the identity element e ∈ G
has the structure of a Lie algebra, called the Lie algebra g of the group G.

Example 5.50. 1. The Lie algebra sl(n,C) of SL(n,C) consists of trace-free
n× n complex matrices. The Lie bracket operation on sl(n,C) is given by

[A,B] = AB −BA.
2. The Lie algebra of the unitary subgroup U(n) < GL(n,C) equals the space

of skew-hermitian matrices

u(n) = {A ∈Matn(C) : A = −A∗}.
3. The Lie algebra of the orthogonal subgroup O(n) < GL(n,R) equals the

space of skew-symmetric matrices

o(n) = {A ∈Matn(R) : A = −AT }.
Exercise 5.51. u(n) ⊕ iu(n) = Matn(C), is the Lie algebra of the group

GL(n,C).

Every Lie group G has a left-invariant Riemannian metric, i.e. a Riemannian
metric invariant under the left multiplication

Lg : G→ G, Lg(x) = gx

by elements of G. Indeed, pick a positive-definite inner product 〈·, ·〉e on TeG.
The map Lg : G → G is a diffeomorphism and the action of G on itself via left
multiplication is simply-transitive. We define the inner product 〈·, ·〉g on TgG as the
image of 〈·, ·〉e under the derivative DLg : TeG→ TgG. Similarly, if G is a compact
Lie group, then it admits a bi-invariant Riemannian metric, i.e. a Riemannian
metric invariant under both left and right multiplication. Namely, if 〈·, ·〉 is a left-
invariant Riemannian metric on G, define the right-invariant metric by the formula:

〈u, v〉′ :=

ˆ
G

〈DRg(u), DRg(v)〉 dV ol(g),

where dV ol is the volume form of the Riemannian metric 〈·, ·〉 and Rg is the right
multiplication by g:

Rg : G→ G, Rg(x) = xg.

Every Lie group G acts on itself via inner automorphisms

ρ(g)(x) = Inn(g)(x) = gxg−1.

This action is smooth and the identity element e ∈ G is fixed by the entire group G.
Therefore, G acts linearly on the tangent space V = TeG at the identity e ∈ G. The
action of G on V is called the adjoint representation of the group G and denoted
by Ad. Thus, one obtains a homomorphism

Ad : G→ GL(V ).

Lemma 5.52. For every connected Lie group G the kernel of Ad : G→ GL(V )
is contained in the center of G.
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Proof. There is a local diffeomorphism

exp : V → G

called the exponential map of the group G, sending 0 ∈ V to e ∈ G. In the case
when G = GL(n,R) this map is the ordinary matrix exponential map. The map
exp satisfies the identity

g exp(v)g−1 = exp(Ad(g)v), ∀v ∈ V, g ∈ G.
Thus, if Ad(g) = Id, then g commutes with every element of G of the form
exp(v), v ∈ V . The set of such elements is open in G. Now, if we are willing
to use a real analytic structure on G, then it would immediately follow that g be-
longs to the center of G. Below is an alternative argument. Let g ∈ Ker(Ad). The
centralizer Z(g) of g in G is given by the equation

Z(g) = {h ∈ G : [h, g] = 1}.
Since the commutator is a continuous map, Z(g) is a closed subgroup of G.

Moreover, as we observed above, this subgroup has non-empty interior in G (con-
taining e). Since Z(g) acts transitively on itself by, say, left multiplication, Z(g) is
open in G. As G is connected, we conclude that Z(g) = G. Therefore the kernel of
Ad is contained in the center of G. The opposite inclusion is immediate. �

Definition 5.53. A connected noncommutative Lie group G is called simple
if G contains no closed connected proper normal subgroups.

Equivalently, a connected Lie group G is simple if its Lie algebra g is simple.

Example 5.54. 1. The group SL(2,R) is simple, but its center is isomorphic
to Z2. Thus, a simple Lie group need not be simple as an abstract group.

2. Examples of simple Lie groups are SL(n,R), O0(p, q), q > 2, q > 1, unless
p = q = 2, Sp(n,R).

Definition 5.55. A connected Lie group G is semisimple if its Lie algebra is
semisimple. For instance, the Lie group O0(2, 2) is semisimple but not simple.

Below are several deep structural theorems about Lie groups:

Theorem 5.56 (S. Lie). 1. For every finite-dimensional real Lie algebra g there
exists a unique2 simply-connected Lie group G whose Lie algebra is isomorphic to
g.

2. Two Lie groups are locally isomorphic if and only if their Lie algebras are
isomorphic.

Theorem 5.57 (E. Cartan). Every closed subgroup H of a Lie group G has
a structure of Lie group so that the inclusion H ↪→ G is an embedding of smooth
manifolds.

The next theorem is a corollary of the Peter-Weyl theorem, see e.g., [OV90,
Theorem 10, page 245]:

Theorem 5.58. Every compact Lie group is linear, i.e. it embeds in GL(V )
for some finite-dimensional real vector space V .

2up to an isomorphism
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While there are nonlinear (connected) Lie groups, e.g. the universal cover of
SL(2,R), each Lie group is locally linear.

Theorem 5.59 (I. D. Ado, [Ado36]). Every finite-dimensional Lie algebra g
over a field F of characteristic zero (e.g. over the real numbers) admits a faithful
finite-dimensional representation. In particular, every Lie group locally embeds in
GL(V ) for some finite-dimensional real vector space V .

We refer the reader to [FH94, Theorem E.4] for a proof. Note that if a Lie group
G has discrete center, then the adjoint representation of G is a local embedding of
G in GL(g), where g is the Lie algebra of G. The difficulty is in the case of groups
with non-discrete center.

5.6.4. Haar measure and lattices.

Definition 5.60. A (left) Haar measure on a locally compact Hausdorff topo-
logical group G is a countably additive, non-trivial measure µ on Borel subsets of
G satisfying:

(1) µ(gE) = µ(E) for every g ∈ G and every Borel subset E ⊂ G.
(2) µ(K) is finite for every compact K ⊂ G.
(3) Every Borel subset E ⊂ G is outer regular:

µ(E) = inf{µ(U) : E ⊂ U, U is open in G}.
(4) Every open set E ⊂ G is inner regular:

µ(E) = sup{µ(K) : K ⊂ E, K is compact in G}.
Accordingly, topological groups G1, G2 are said to be locally isomorphic if G1

locally embeds in G2 and vice-versa.
By Haar’s Theorem, see [Bou63], every locally compact Hausdorff topological

group G admits a Haar measure and this measure is unique up to scaling. Similarly,
one defines right Haar measures. In general, left and right Haar measures are not
the same, but they are for some important classes of groups:

Definition 5.61. A locally compact Hausdorff topological group G is unimod-
ular if left and right Haar measures are constant multiples of each other.

Important examples of Haar measures come from Riemannian geometry. Let G
be a Lie group. We equip G with a left-invariant Riemannian metric. The volume
form of this metric defines a left Haar measure on G.

Let Γ < G be a discrete subgroup of a locally compact Hausdorff topological
group G. A measurable fundamental set in G for the left action of γ on G is a
measurable subset of D ⊂ G such that⋃

γ∈Γ

γD = G, µ(γD ∩D) = 0, ∀γ ∈ Γ \ {e}.

Lemma 5.62. Every discrete subgroup Γ < G admits a measurable fundamental
set.

Proof. Since Γ < G is discrete, there exists an open neighborhood V of e ∈ G
such that Γ ∩ V = {e}. Since G is a topological group, there exists another open
neighborhood U of e ∈ G, such that UU−1 ⊂ V . Then for γ ∈ Γ we have

γu = u′, u ∈ U, u′ ∈ U ⇒ γ = u′u−1 ∈ V ⇒ γ = e.
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In other words, Γ-images of U are pairwise disjoint. Since G is a second countable,
there exists a countable subset

E = {gi ∈ G : i ∈ N}
such that

G =
⋃
i

Ugi.

Clearly, each set
Wn := Ugn \

⋃
i<n

ΓUgi

is measurable, and so is their union

D =

∞⋃
n=1

Wn.

Let us verify that D is a measurable fundamental set. First, note that for every
x ∈ G there exists the least n such that x ∈ Ugn. Therefore,

G =

∞⋃
n=1

(
Ugn \

⋃
i<n

Ugi

)
.

Next,

Γ ·D =

∞⋃
n=1

(
ΓUgn \

⋃
i<n

ΓUgi

)
=

Γ ·
∞⋃
n=1

(
Ugn \

⋃
i<n

Ugi

)
⊃
∞⋃
n=1

(
Ugn \

⋃
i<n

Ugi

)
= G.

Therefore, Γ ·D = G. Next, suppose that

x ∈ γD ∩D.
Then, for some n, m

x ∈Wn ∩ γWm.

If m < n, then
γWm ⊂ Γ

⋃
i<n

Ugi,

which is disjoint from Wn, a contradiction. Thus, Wn ∩ γWm = ∅ for m < n and
all γ ∈ Γ. If n < m, then

Wn ∩ γWm = γ−1 (γWn ∩Wm) = ∅.
Thus, n = m, which implies that

Ugn ∩ γUgn 6= ∅ ⇒ U ∩ γU 6= ∅ ⇒ γ = e.

Therefore, for all γ ∈ Γ \ {e}, γD ∩D = ∅. �
If Γ < G is a discrete subgroup, then the left Haar measure µ on G descends to

a Borel measure µ̄ the quotient space Q = Γ\G: If A ⊂ G is a Borel subset such that
the restriction of the projection p : G→ Q is injective on A, then µ̄(p(A)) = µ(A).
The measure µ̄ can be defined using a measurable fundamental domain D in G as:

µ̄(ΓA) := µ(A ∩D).
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Note that when G is unimodular, the measure µ̄ is invariant under the right action
of G.

Exercise 5.63. Prove that µ̄ is independent of the choice of a measurable
fundamental set D.

If G is a Lie group, then the measure µ̄ (up to a scalar multiple) can also
be described by using the volume form of the projection to Q of a left-invariant
Riemannian metric on G.

Definition 5.64. Let G be a locally compact Hausdorff topological group and
µ a left Haar measure on G. A lattice in G is a discrete subgroup Γ < G so that
the quotient Q = Γ\G has finite measure, µ̄(Q) <∞. A lattice Γ is called uniform
if the quotient Q is compact.

Exercise 5.65. If G is a Lie group acting transitively and faithfully on a
Riemannian manifold X, then Γ < G is a lattice if and only if the quotient space
X/Γ has finite volume.

Theorem 5.66. A locally compact second countable Hausdorff group G is uni-
modular, provided that it contains a lattice.

Proof. For arbitrary g ∈ G consider the push-forward ν = Rg(µ) of the (left)
Haar measure µ on G; here Rg is the right multiplication by g:

ν(E) = µ(Eg−1).

Then ν is also a left Haar measure on G. By the uniqueness of the Haar measure,
ν = cµ for some constant c > 0.

Let Γ < G be a lattice and let D ⊂ G be its measurable fundamental set. Then

0 < µ(D) = µ(Γ\G) <∞
since Γ is a lattice. For every g ∈ G, Dg is again a measurable fundamental set for
Γ and, thus, µ(D) = µ(Dg). Hence,

µ(D) = µ(Dg) = cν(D).

It follows that c = 1. Thus, µ is also a right Haar measure. �
5.6.5. Geometric actions. Suppose now that X is a metric space. We

will equip the group of isometries Isom(X) of X with the compact-open topology,
equivalent to the topology of uniform convergence on compact sets. A subgroup
G 6 Isom(X) is called discrete if it is discrete with respect to the subset topology.

Exercise 5.67. Suppose that X is proper. Show that the following are equiv-
alent for a subgroup G < Isom(X):

a. G is discrete.
b. The action Gy X is properly discontinuous.
c. For every x ∈ X and an infinite sequence of distinct elements gi ∈ G,

lim
i→∞

d(x, gi(x)) =∞.

Hint: Use Arzela–Ascoli theorem.

Definition 5.68. A geometric action of a group G on a metric space X is an
isometric properly discontinuous cobounded action Gy X.

141



For instance, if X is a homogeneous Riemannian manifold with the isometry
group G and Γ < G is a uniform lattice, then Γ acts geometrically on X. Note that
every geometric action on a proper metric space is cocompact.

Lemma 5.69. Suppose that a group G acts geometrically on a proper metric
space X. Then G\X has a metric defined by

(5.3) dist(ā, b̄) = inf{dist(p, q) ; p ∈ Ga , q ∈ Gb} = inf{dist(a, q) ; q ∈ Gb} ,
where ā = Ga and b̄ = Gb .

Moreover, this metric induces the quotient topology of G\X.

Proof. The infimum in (5.3) is attained, i.e. there exists g ∈ G such that

dist(ā, b̄) = dist(a, gb).

Indeed, take g0 ∈ G arbitrary, and let R = dist(a, gb). Then

dist(ā, b̄) = inf{dist(a, q) ; q ∈ Gb ∩B(a,R)}.
Now, for every gb ∈ B(a,R),

gg−1
0 B(a,R) ∩B(a,R) 6= ∅.

Since G acts properly discontinuously on X, this implies that the set Gb∩B(a,R)
is finite, hence the last infimum is over a finite set, and it is attained. We leave it
to the reader to verify that dist is the Hausdorff distance between the orbits G · a
and G · b. Clearly the projection X → G\X is a contraction. One can easily check
that the topology induced by the metric dist on G\X coincides with the quotient
topology. �

5.7. Zariski topology and algebraic groups

The proof of the Tits Alternative relies in part on some basic results from
theory of affine algebraic groups. We recall some terminology and results needed
in the argument. For a more thorough presentation, see [Hum75] and [OV90].

The proof of the following general lemma is straightforward, and left as an
exercise to the reader.

Lemma 5.70. For every commutative ring A the following two statements are
equivalent:

(1) every ideal in A is finitely generated;

(2) the set of ideals satisfies the ascending chain condition (ACC), that is,
every ascending chain of ideals

I1 ⊆ I2 ⊆ · · · ⊆ In ⊆ · · ·
stabilizes, i.e. there exists an integer N such that In = IN for every
n > N .

Definition 5.71. A commutative ring is called noetherian, if it satisfies one
(hence, both) statements in Lemma 5.70.

Note that a field seen as a ring is always noetherian. Other examples of noe-
therian rings come from the following theorem:

Theorem 5.72 (Hilbert’s ideal basis theorem, see [DF04]). If A is a noetherian
ring then the ring of multivariable polynomials A[X1, . . . , Xn] is also noetherian.
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From now on, we fix a field K.

Definition 5.73. An affine algebraic set in Kn is a subset Z in Kn that is the
solution set of a system of multivariable polynomial equations pj = 0 , ∀j ∈ J , with
coefficients in K:

Z = {(x1, . . . , xn) ∈ Kn ; pj(x1, . . . , xn) = 0, j ∈ J}.
We will frequently say “algebraic subset” or “affine variety” when referring to an
affine algebraic set.

For instance, algebraic subsets in the affine line (the 1-dimensional vector space
V over K) are finite subsets and the entire of V , since every non-zero polynomial
in one variable has at most finitely many zeroes.

There is a one-to-one map associating to every algebraic subset in Kn an ideal
in K[X1, . . . , Xn]:

Z 7→ IZ = {p ∈ K[X1, . . . , Xn] ; p|
Z
≡ 0} .

Note that IZ is the kernel of the homomorphism p 7→ p|Z from K[X1, . . . , Xn]
to the ring of functions on Z. Thus, the ring K[X1, . . . , Xn]/IZ may be seen as a
ring of functions on Z; this quotient ring is called the coordinate ring of Z or the
ring of polynomials on Z, and denoted K[Z].

Theorem 5.72 and Lemma 5.70 imply the following.

Lemma 5.74. (1) The set of algebraic subsets of Kn satisfies the descend-
ing chain condition (DCC): every descending chain of algebraic subsets

Z1 ⊇ Z2 ⊇ · · · ⊇ Zi ⊇ · · ·
stabilizes, i.e. for some integer N > 1, Zi = ZN for every i > N .

(2) Every algebraic set is defined by finitely many equations.

Definition 5.75. A morphism between two affine varieties Y in Kn and Z in
Km is a map of the form ϕ : Y → Z, ϕ = (ϕ1, . . . , ϕm) , such that each ϕi is in
K[Y ], i ∈ {1, 2, ...,m} .

Note that every morphism is induced by a morphism ϕ̃ : Kn → Km , ϕ̃ =
(ϕ̃1, . . . , ϕ̃m) , with ϕ̃i : Kn → K a polynomial function for every i ∈ {1, 2, . . . ,m} .

An isomorphism between two affine varieties Y and Z is an invertible map
ϕ : Y → Z such that both ϕ and ϕ−1 are morphisms. When Y = Z, an isomorphism
is called an automorphism.

Exercise 5.76. 1. If f : Y → Z is a morphism of affine varieties and W ⊂ Z
is a subvariety, then f−1(W ) is a subvariety in Y . In particular, every linear
automorphism of V = Kn sends subvarieties to subvarieties and, hence, the notion
of a subvariety is independent of the choice of a basis in V .

2. Show that the projection map f : C2 → C, f(x, y) = x, does not map
subvarieties to subvarieties.

Let V be an n-dimensional vector space over a field K. The Zariski topology
on V is the topology having as closed sets all the algebraic subsets in V . It is
clear that the intersection of algebraic subsets is again an algebraic subset. Let
Z = Z1 ∪ . . .∪Z` be a finite union of algebraic subsets, Zi defined by the ideal IZi .
Then Z is defined by the ideal

IZ = IZ1
· . . . · IZ`
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generated by the products ∏̀
i=1

pi

of elements pi ∈ IZi .
The induced topology on a subvariety Z ⊆ V is also called the Zariski topology.

Note that this topology can also be defined directly using polynomial functions in
K[Z]. According to Exercise 5.76, morphisms between affine varieties are continuous
with respect to the Zariski topologies.

The Zariski closure of a subset E ⊂ V can also be defined by means of the set
PE of all polynomials which vanish on E, i.e. it coincides with

{x ∈ V | p(x) = 0, ∀p ∈ PE} .
A subset Y ⊂ Z in an affine variety is called Zariski-dense if its Zariski closure

is the entire of Z.
Lemma 5.74, Part (1), implies that closed subsets in Zariski topology satisfy

the descending chain condition (DCC).

Definition 5.77. A topological space such that the closed sets satisfy the DCC
is called noetherian.

Lemma 5.78. Every subspace of a noetherian topological space (with the sub-
space topology) is noetherian.

Proof. Let X be a space with topology T such that (X, T ) is noetherian, and
let Y be an arbitrary subset in X. Consider a descending chain of closed subsets
in Y :

Z1 ⊇ Z2 ⊇ · · · ⊇ Zn ⊇ . . .
Every Zi is equal to Y ∩ Ci for some closed set Ci in X. We leave it to the reader
to check that Ci can be taken equal to the closure Zi of Zi in X.

The descending chain of closed subsets in X,

Z1 ⊇ Z2 ⊇ · · · ⊇ Zn ⊇ . . .
stabilizes, hence, so does the chain of the subsets Zi. �

Proposition 5.79. Every noetherian topological space X is compact.

Proof. Compactness of X is equivalent to the condition that for every family
{Zi : i ∈ I} of closed subsets inX, if

⋂
i∈I Zi = ∅, then there exists a finite subset J

of I such that
⋂
j∈J Zj = ∅ . Assume that all finite intersections of a family as above

are non-empty. Then we construct inductively a descending sequence of closed sets
that never stabilizes. The initial step consists of picking an arbitrary set Zi1 , with
i1 ∈ I. At the nth step we have a non-empty intersection Zi1 ∩ Zi2 ∩ ... ∩ Zin ;
hence, there exists Zin+1 with in+1 ∈ I such that Zi1 ∩ Zi2 ∩ ... ∩ Zin ∩ Zin+1 is a
non-empty proper closed subset of Zi1 ∩ Zi2 ∩ ... ∩ Zin . �

We now discuss a strong version of connectedness, relevant in the setting of
noetherian spaces.

Lemma 5.80. For a topological space X the following properties are equivalent:
(1) every open non-empty subset of X is dense in X;

(2) any two open non-empty subsets have non-empty intersection;

144



(3) X cannot be written as a finite union of proper closed subsets.

We leave the proof of this lemma as an exercise to the reader.

Definition 5.81. A topological space is called irreducible if it is non-empty
and one of (hence all) the properties in Lemma 5.80 is (are) satisfied. A subset of
a topological space is irreducible if, when endowed with the subset topology, it is
an irreducible space.

Exercise 5.82. (1) Prove that Kn with Zariski topology is irreducible,
provided that the field K is infinite.

(2) Prove that an algebraic variety Z is irreducible if and only if K[Z] does
not contain zero divisors.

The following properties are straightforward and their proof is left as an exercise
to the reader.

Lemma 5.83. (1) The image of an irreducible space under a continuous
map is irreducible.

(2) The cartesian product of two irreducible spaces is an irreducible space,
when endowed with the product topology.

Note that the Zariski topology on Kn+m = Kn×Km is not the product topology
(unless nm = 0 or K is finite). Hence, irreducibility of products of irreducible
varieties cannot be derived from Lemma 5.83.

Lemma 5.84. Let V1, V2 be finite-dimensional vector spaces over K and let
Zi ⊂ Vi, i = 1, 2, be irreducible subvarieties. Then the product Z := Z1×Z2 ⊂ V =
V1 × V2 is an irreducible subvariety in the vector space V .

Proof. Let Z = W1 ∪W2 be a union of two proper subvarieties. For every
z ∈ Z1 the product {z} × Z2 is isomorphic to Z2 (via the projection to the second
factor) and, hence, is irreducible. On the other hand,

{z} × Z2 = (({z} × Z2) ∩W1) ∪ (({z} × Z2) ∩W2)

is a union of two subvarieties. Thus, for every z ∈ Z1, one of these subvarieties has
to be the entire {z}×Z2. In other words, either {z}×Z2 ⊂W1 or {z}×Z2 ⊂W2.
We then partition Z1 in two subsets A1, A2:

Ai = {z ∈ Z1 : {z} × Z2 ⊂Wi}, i = 1, 2.

Since each W1,W2 is a proper subvariety, both A1, A2 are proper subsets of Z1.
We will now prove that both A1, A2 are subvarieties in Z1. We will consider the
case of A1 since the other case is obtained by relabeling. Let f1, . . . , fk denote
generators of the ideal ofW1. We will think of each fi as a function of two variables
f = f(X1, X2), where Xk stands for the tuple of coordinates in Vk, k = 1, 2. Then

A1 = {z ∈ Z2 : fi(z, z2) = 0,∀z ∈ Z1, i = 1, . . . , k}.
However, for every fixed z ∈ Z1, the function fi(z, ·) is a polynomial function fi,z
on Z2. Therefore, A1 is the solution set of the system of polynomial equations on
Z1:

{fi,z = 0 : i = 1, . . . , k, z ∈ Z1}.
It follows that A1 is a subvariety, which contradicts irreducibility of Z2. �
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Lemma 5.85. Let (X, T ) be a topological space.
(1) A subset Y of X is irreducible if and only if its closure Y in X is irre-

ducible.
(2) If Y is irreducible and Y ⊆ A ⊆ Y then A is irreducible.

(3) Every irreducible subset Y of X is contained in a maximal irreducible
subset.

(4) The maximal irreducible subsets of X are closed and they cover X.

Proof. (1) For every open subset U ⊂ X, U ∩Y 6= ∅ if and only if U ∩Y 6= ∅.
This and Lemma 5.80, (2), imply the equivalence.

(2) Follows directly from (1).

(3) The family IY of irreducible subsets containing Y has the property that
every ascending chain has a maximal element, which is the union. It can be easily
verified that the union is again irreducible, using Lemma 5.80, (2). It follows from
Zorn’s Lemma that IY contains a maximal element.

(4) Singletons are irreducible and cover X. Now, the statement follows from
(1) and (3), since . �

Theorem 5.86. A noetherian topological space X is a union of finitely many
distinct maximal irreducible subsets X1, X2, . . . , Xn, such that for every i, Xi is not
contained in

⋃
j 6=iXj. Moreover, every maximal irreducible subset in X coincides

with one of the subsets X1, X2, . . . , Xn . This decomposition of X is unique up to
a renumbering of the Xi’s.

Proof. Let F be the collection of closed subsets of X that cannot be written
as a finite union of maximal irreducible subsets. Assume that F is non-empty.
Since X is noetherian, F satisfies the DCC, hence by Zorn’s Lemma it contains a
minimal element Y . As Y is not irreducible, it can be decomposed as Y = Y1 ∪ Y2,
where Yi are closed and, by the minimality of Y , both Yi decompose as finite unions
of irreducible subsets (maximal in Yi). According to Lemma 5.85, (3), Y itself can
be written as union of finitely many maximal irreducible subsets, a contradiction.
It follows that F is empty.

If Xi ⊆
⋃
j 6=iXj then Xi =

⋃
j 6=i (Xj ∩Xi) . As Xi is irreducible it follows that

Xi ⊆ Xj for some j 6= i , hence, by maximality, Xi = Xj , contradicting the fact
that we took only distinct maximal irreducible subsets. A similar argument is used
to prove that every maximal irreducible subset of X must coincide with one of the
sets Xi.

Now assume that X can be also written as a union of distinct maximal irre-
ducible subsets Y1, Y2, . . . , Ym such that for every i, Yi is not contained in

⋃
j 6=i Yj .

For every i ∈ {1, 2, ...,m} there exists a unique ji ∈ {1, 2, . . . , n} such that Yi = Xji .
The map i 7→ ji is injective, and if some k ∈ {1, 2, . . . , n} is not in the image of this
map then it follows that

Xk ⊆
m⋃
i=1

Yi ⊆
⋃
j 6=k

Xj ,

a contradiction. �
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Definition 5.87. The subsets Xi defined in Theorem 5.86 are called the irre-
ducible components of X. In other words, irreducible components of X are maximal
irreducible subsets of X.

Note that we can equip every Zariski–open subset U of a (finite-dimensional)
vector space V with the Zariski topology, which is the subset topology with respect
to the Zariski topology on V . Then U is also Noetherian. We will be using the
Zariski topology primarily in the context of the group GL(V ), which we identify
with the Zariski open subset of V ⊗ V ∗, the space of n× n matrices with non-zero
determinant.

Definition 5.88. An algebraic subgroup of GL(V ) is a Zariski-closed subgroup
of GL(V ).

Given an algebraic subgroup G of GL(V ), the binary operation G × G →
G, (g, h) 7→ gh is a morphism. The inversion map g 7→ g−1, as well as the left-
multiplication and right-multiplication maps g 7→ ag and g 7→ ga, by a fixed element
a ∈ G, are automorphisms of the variety G.

Example 5.89. (1) The subgroup SL(V ) of GL(V ) is algebraic, defined
by the equation det(g) = 1.

(2) The group GL(n,K) can be identified with an algebraic subgroup of the
group SL(n+1,K) by mapping every matrix A ∈ GL(n,K) to the matrix(

A 0
0 1

det(A)

)
.

Therefore, in what follows, it will not matter if we consider algebraic
subgroups of GL(n,K) or of SL(n,K).

(3) The group O(V ) is an algebraic subgroup, as it is given by the system of
equations MTM = IdV .

(4) More generally, given an arbitrary quadratic form q on V , its stabilizer
O(q) is obviously algebraic. A special instance of this is the symplectic
group Sp(2k,K), preserving the form with the following matrix (given
with respect to the standard basis in V = K2n)

J =

(
0 K
−K 0

)
, where K =

 0 . . . 1

0 . . . 0
1 . . . 0

 .

Lemma 5.90. If Γ is a subgroup of an algebraic group G, then its Zariski closure
Γ in G is also a subgroup.

Proof. We let µ : G × G → G,λ : G → G denote the multiplication and
inversion maps respectively. Both maps are continuous if we equip G ×G,G with
their respective Zariski topologies. Therefore, for each subset E ⊂ G,

λ(E) ⊂ λ(E),

which implies that
λ(Γ) ⊂ Γ.

Hence, Γ is closed under the inversion. Similarly, for each g ∈ Γ,

µ(g,Γ) ⊂ Γ
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and, thus, for each h ∈ Γ,
µ(Γ, h) ⊂ Γ.

It follows that µ(Γ,Γ) ⊂ Γ. �

When K = R or K = C, the vector space V = Kn also has the standard
or classical topology, given by the suitable norm on V . We use the terminology
classical topology for the induced topology on subsets of V . Classical topology, of
course, is stronger than Zariski topology.

Theorem 5.91 (See for instance Chapter 3, §2, in [OV90]). (1) An alge-
braic subgroup of GL(n,C) is irreducible in the Zariski topology if and only
if it is connected in the classical topology.

(2) A connected (in classical topology) algebraic subgroup of GL(n,R) is irre-
ducible in the Zariski topology.

We will not need this theorem; the following proposition will suffice for our
purposes:

Proposition 5.92. Let G be an algebraic subgroup in GL(V ).

(1) Only one irreducible component of G contains the identity element. This
component is called the identity component and is denoted by G0.

(2) The subset G0 is a normal subgroup of finite index in G whose cosets are
the irreducible components of G.

Proof. (1) Let X1, ..., Xk be irreducible components of G containing the iden-
tity. According to Lemma 5.84, the product set X1 × . . .×Xk is irreducible. Since
the product map is a morphism, the subset X1 · · ·Xk ⊂ G is irreducible as well;
hence by Lemma 5.85, (3), and by Theorem 5.86 this subset is contained in some
Xj . The fact that every Xi with i ∈ {1, ..., k} is contained in X1 · · ·Xk, hence in
Xj , implies that k = 1.

(2) Since the inversion map g 7→ g−1 is an algebraic automorphism of G (but
not a group automorphism, of course) it follows that G0 is stable with respect to
the inversion. Hence for every g ∈ G0, gG0 contains the identity element, and is
an irreducible component. It follows that gG0 = G0. Likewise, for every x ∈ G,
xG0x

−1 is an irreducible component containing the identity element, hence it equals
G0. The cosets ofG0 (left or right) are images ofG0 under automorphisms, therefore
also irreducible components. Thus, there can only be finitely many of them. �

Remark 5.93. Proposition 5.92, (2), implies that for algebraic groups the irre-
ducible components are disjoint. This is not true in general for algebraic varieties,
consider, for instance, the subvariety {xy = 0} ⊂ K2.

We now relate Lie groups and algebraic groups. For F = R or C, each algebraic
subgroup G < GL(n,F) is necessarily closed in the classical topology, hence, is a
(complex, resp. real) Lie subgroup of GL(n,F) by Theorem5.57. Below is a simpler
argument which does not rely upon Cartan’s theorem.

Theorem 5.94. Each algebraic subgroup G < GL(n,F) is a Lie subgroup.
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Proof. SinceG is a subgroup, it is a (real or complex) submanifold inGL(n,F)
iff it contains a non-empty open subset which is a submanifold in GL(n,F). The
subgroup G is the zero-set of a polynomial map p : GL(n,F) → Fk. Let r denote
the maximum of ranks of the derivative dp of p on G, it is attained on an open
non-empty subset U of G. Let V denote the subset of GL(n,F) where dp has rank
r. By the constant rank theorem (Theorem 3.2), V is a smooth submanifold of
GL(n,F). Applying the constant rank theorem to the restriction p : V → Fk, we
conclude that U = G∩V is a smooth submanifold in V and, hence, in GL(n,F). �

5.8. Group actions on complexes

5.8.1. G–complexes. Let G be a (discrete) topological group and let X be
a cell complex, defined via disjoint unions of balls Un and attaching maps en, see
section 1.7.2. We say that X is a G-complex, or that we have a cellular action
G y X, if G×X → X is a topological action and for every n we have a G-action
Gy Un such that the attaching map

en : ∂Un → X(n−1)

is G-equivariant.

Definition 5.95. A cellular action G y X is said to be without inversions if
whenever g ∈ G preserves a cell s in X, it fixes this cell pointwise.

A topological actionGy X on the geometric realization of a simplicial complex
is called simplicial if it sends simplices to simplices and is affine on each simplex. As
with cellular actions, a simplicial complex equipped with a simplicial group action
is called a simplicial G-complex.

Equivalently, one describes simplicial G-complexes as follows. Let G y V (X)
be a (set-theoretic) action of G on the vertex set of a simplicial complex X, which
sends simplices to simplices. Then this action defines a simplicial action of G on
X. (Use the canonical affine extension of G y V (X) to the geometric realization
of each simplex.)

The following is immediate from the definition of X ′′, since barycentric subdi-
visions are canonical:

Lemma 5.96. Let X be an almost regular cell complex and let G y X be
an action without inversions. Then G y X induces a simplicial action without
inversions Gy X ′′.

Exercise 5.97. Given a cellular action G y X̃ on a cell complex X̃, there
exists a simplicial complex Z̃, a simplicial action without inversions G y Z̃ and a
G-equivariant homotopy-equivalence X̃ → Z̃. Moreover, if X̃ is finite-dimensional,
then Z̃ can be also taken finite-dimensional. Hint: Follow the proof of the fact that
every cell complex is homotopy-equivalent to a simplicial complex.

Lemma 5.98. Let X be a simplicial complex and G y X be a free simplicial
action. Then this action is properly discontinuous on X (in the weak topology).

Proof. Let K be a compact in X. Then K is contained in a finite union of
simplices σ1, . . . , σk in X. Let F ⊂ G be the subset consisting of elements g ∈ G so
that gK ∩K 6= ∅. Then, assuming that F is infinite, it contains distinct elements
g, h such that g(σ) = h(σ) for some σ ∈ {σ1, . . . , σn}. Then f := h−1g(σ) = σ.
Since the action G y X is linear on each simplex, f fixes a point in σ. This
contradicts the assumption that the action of G on X is free. �

149



5.8.2. Borel and Haefliger constructions. Every group G admits a clas-
sifying space E(G), which is a contractible cell complex admitting a free cellular
action G y E(G). The space E(G) is far from being unique, we will use the one
obtained by the Milnor’s Construction, see for instance [Hat02, Section 1.B]. A
benefit of this construction is that E(G) is a simplicial complex and the construc-
tion of Gy E(G) is canonical. Simplices in E(G) are ordered tuples of elements of
g: [g0, . . . , gn] is an n-simplex, with the obvious inclusions of simplices. To verify
the contractibility of E = E(G), note that for every i > k > 0 the map

πk(Ei)→ πk(Ei+1)

is trivial. Here and in what follows, Ei is the i-skeleton of E = E(G).

The group G acts on E(G) by the left multiplication

g · [g0, . . . , gn] = [gg0, . . . , ggn].

Clearly, this action is free and, moreover, each simplex has trivial stabilizer. The
action Gy E(G) has two obvious properties that we will be using:

(1) If the group G is finite, then each skeleton Ei of E(G) is a finite simplicial
complex.

(2) Every monomorphism G1 ↪→ G2, induces a canonical equivariant embed-
ding E(G1) ↪→ E(G2).

Suppose now that X̃ is a cell complex and Gy X̃ is a cellular action without
inversions. The main goal of this section is to replace this action with a free cellular
action G y X̂ on a new cell complex X̂ such that there exists a G-equivariant
homotopy-equivalence X̃ → X̂. We will describe two constructions of complexes
X̂: the Borel construction and the Haefliger construction. The second will be the
most useful to us; it first appeared in Haefliger’s paper [Hae92].

First, we consider the product of X̃ with the classifying space E(G). The
group G acts on E(G)× X̃ diagonally. The product space E(G)× X̃ equipped with
the G-action is called the Borel Construction. We will use the notation B for the
quotient

B = (E(G)× X̃)/G.

This space has a natural projection p : B → X = X̃/G coming from the coordinate
projection p̃ : E(G) × X̃ → X̃. The product E(G) × X̃ is a cell complex. The
action of G on the product is free since G acts freely on the first factor. For every
open cell σ in X, the fiber p−1(σ) ⊂ B is naturally homeomorphic to the quotient

(E(G)× σ̃) /Gσ̃,

where σ̃ is a component of the preimage of σ in X̃ and Gσ̃ is the stabilizer of σ̃ in
G (the conjugacy class of this subgroup of G is independent of the choice of σ̃).

In view of Exercise 5.97, we will assume that X̃ is a simplicial complex and
Gy X̃ is a simplicial action without inversions. The product E(G)× X̃ then is a
regular cell complex.

The second construction (due to Haefliger) is considerably more complicated.
We summarize it in the following theorem:

Theorem 5.99. There exists a regular cell complex X̂, a G-action without
inversions on X̂ and a projection q̂ : X̂ → X̃ such that:
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1. There exists a G-equivariant homotopy-equivalence ĥ : X̂ → E(G)× X̃ such
that

p̃ ◦ ĥ = q̂.

2. For every open simplex σ̃ in the barycentric subdivision X̃ ′ of X̃, q̂−1(σ̃) is
equivariantly isomorphic to the product E(Gσ̃)× σ̃, where Gσ̃ is the stabilizer of σ̃
in G.

Proof. We will construct X̂ as a suitable covering space of a certain complex
Y ; the map ĥ will be a lift of a homotopy-equivalence h : Y → B.

Set X := X̃/G; it is an almost regular cell complex where cells are simplices.
Let X ′ denote the barycentric subdivision of X. Then the vertices of X ′ are in
bijective correspondence with the faces of X. The inclusion of faces of X induces
a natural orientation of the edges of X ′, where an edge [u, v] is oriented whenever
σ ⊃ τ with σ, τ the faces with the barycenters u, v respectively. Observe that the
vertex set V (X ′) of X ′ forms a natural poset where u < v if and only if there exists
an oriented edge [u, v] in X ′. Given a face σ of X ′ we let min(σ) and max(σ) denote,
respectively, the minimal and the maximal vertices of σ. For every vertex u ∈ X ′
corresponding to a simplex σ in X, we pick a simplex σ̃ ⊂ X̃ projecting to σ. Let
Gσ < G denote the stabilizer of σ̃; it equals the stabilizer Gv of a lift of v to σ̃.
Then for each vertex v of X ′ we have a distinguished subcomplex E(Gv) ⊂ E(G).
Projecting E(Gv) to B we obtain a subcomplex

Xv = E(Gv)/Gv ⊂ p−1(v) ⊂ B = (E(G)× X̃)/G,

with π1(Xv) ' Gv. This subcomplex has a distinguished vertex xv, the projection
of the vertex of E(Gv) defined by the neutral element 1 of the group Gv.

We fix the following data in the complex B. For each vertex v of X ′ we pick a
base-point

xv ∈ Xv ⊂ p−1(v) ⊂ B.
We also pick a base-vertex v0 of X ′, set x0 := xv0 . Since E(G) × X̃ → B is a
covering map, we will identify the group G with a quotient of the fundamental
group π1(B, x0),

π1(B, x0)→ G.

We pick a maximal tree T in the 1-skeleton of the complex X ′. We construct a
(partial) section s : T → B of p : B → X so that for every vertex v of X ′, s(v) = xv
belongs to the complex Xv. In particular, for every vertex v of X ′ we obtain a path
ξv in B connecting x0 to xv: This path equals the image under s of the geodesic
path in T connecting o to v. Lastly, we extend the section s to every edge e of X ′
which is not in T . As the result, for every oriented edge ε of X ′ we obtain a path
ηε := s(ε) in B. Furthermore, the system of paths ξv and εv, determines group
isomorphisms

π1(p−1(v), xv) ' Gv < G,

as well as isomorphisms of simplicial complexes p−1(v) ∼= E(G)/Gv, sending xv to
the projection of [1] ∈ E(G).

The choice of the paths ξ· and η· yields the following elements of G, homomor-
phisms of groups and simplicial maps:
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i. For each oriented edge ε = [u, v] of X ′ we have an element gε ∈ Gv
represented by the concatenation of paths

(5.4) ξu ? ηε ? ξ
−1
v .

It is convenient to set

gε̄ = g[v,u] := g−1
[u,v] = g−1

ε .

ii. The conjugation by gε,

(5.5) ψε : g 7→ g−1
ε ggε

defines a monomorphism ψε : Gu → Gv. More specifically, given a loop
λ in Xu, based at xu, and representing g ∈ Gu, the image of g in Gv is
represented by the concatenation

s(ε)−1 ? λ ? s(ε).

iii. For each oriented edge ε = [u, v] of X ′ we have a canonical simplicial
embedding3

(5.6) Ψε : (Xu, xu)→ (Xv, xv)

which induces the monomorphism ψε : Gu → Gv.

iv. Given an oriented 2-dimensional simplex τ = [v1, v2, v3] in X ′ with edges
α = [v1, v2], β = [v2, v3], γ = [v1, v3], there is no reason to expect gγ to be
the product of gα and gβ . Thus, define the monodromy

(5.7) gτ = g−1
γ gαgβ = g[v3,v1]g[v1,v2]g[v2,v3] ∈ Gv3 .

The element gτ is represented by the concatenation of paths

ξv3 ? ηγ−1 ? ηα ? ηβ ? ξ
−1
v3 .

The reader can think of the map τ 7→ gτ , where τ runs over the two-
dimensional faces of X ′, as a nonabelian cocycle on the simplicial complex
X ′.

v. We also define monodromy maps

(5.8) Ψτ : Xv1 × [0, 1]→ Xv3 ,

such that:
• Ψτ (x, 0) = Ψγ(x), x ∈ Xv1 .
• Ψτ (xv1 , t) = xv3 , t ∈ {0, 1}.
• The loop Ψτ (xv1 , t), t ∈ [0, 1] represents the element gτ ∈ Gv3 .

We will build a complex Y by attaching products Xv × In by induction on
the dimension of the skeleta of X ′. The attaching maps will be guided by certain
maps θ of n-dimensional cubes In (n-fold products of the unit interval I = [0, 1])
to n-dimensional simplices in X.

We introduce some notation useful for constructing the maps θ and the attach-
ing maps. For each i = 1, ..., n we have the following parallel facets of In:

I−i := I × ...× I × {0}i × I × ...× I

3Recall that each group monomorphism H1 → H2 defines a canonical simplicial embedding
E(H1)→ E(H2)).
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and
I+
i := I × ...× I × {1}i × I × ...× I.

Here 0i and 1i means that 0 (resp. 1) appears in the i-th place. We let top(In)
denote the top-facet of In, namely, I+

n .
Furthermore, for σ = [v0, ..., vn] and i = 1, ..., n, we let ∂iσ = [v0, ..., v̂i, ..., vn]

denote the facet of σ obtained by skipping the vertex vi.
We define maps

θσ = θn,σ : In → σ = [v0, ..., vn]

such that for i = 1, ..., n

θn,σ : I−i → [v0, ..., vi−1, vi+1, ..., vn],

and
θn,σ : top(In)→ {vn}.

We define these maps by induction on n. Namely, we start with the map

{0} = I0 → {v0}.
Then, given a map

θk,τ : Ik → τ = [v0, ..., vk],

we extend it to a map

θk+1,ρ = Ik+1 → ρ = [v0, ..., vk+1]

by sending the face Ik ×{1} to vk+1 and then “coning off the map θk,τ , i.e. so that

θk+1,ρ|Ik×{0} = θk,τ

and θk+1,ρ is linear on the vertical segments r× [0, 1], r ∈ Ik. From now on, we will
suppress the subscript n for the maps θn,σ but will sometimes keep the subscript σ
to indicate that θσ maps In to the simplex σ.

We now build a complex Y and a projection q : Y → X.

For each vertex v of X ′ we have a pointed simplicial complex (Xv, xv) isomor-
phic to (E(Gv)/Gv, [1]). Define

Y0 :=
∐

v∈V (X′)

Xv, q : Y → X ′, q(Xv) = {v}, v ∈ V (X ′).

We then proceed inductively. Assume that the spaces Yk, k 6 n − 1, and the
projections

qk : Yk → X,

are constructed, as well as the maps

fσ = f[v0,...,vk] : Xv0 × Ik → Yk, σ = [v0, ..., vk],

so that we have commutative diagrams

Xv0 × Ik
fσ - Yk

Ik
?

θσ - σ

qk

?
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We will construct a space Yn and a projection qn : Yn → X ′. In order to
construct Yn, for every n-dimensional face σ = [v0, ..., vn] of X ′ we will need an
attaching map

∂fσ : Yv0 × ∂In → Yn−1,

whose image is contained in q−1
n−1(θσ(∂In)). Then Yn will be obtained as the quo-

tient (by an equivalence relation ∼) of the disjoint union

Yn−1 t
∐
σ

Xmin(σ) × In ,

where the disjoint union is taken over all n-dimensional faces σ of X ′ and min(σ)
is the minimal vertex of σ as defined earlier. The equivalence relation is given by

y ∼ ∂fσ(y), y ∈ Xmin(σ) × ∂In.
This will yield also maps

fσ : Xmin(σ) × In → Yn

extending the maps ∂fσ.
For each n and each n-simplex σ = [v0, ..., vn] in X ′, the map ∂fσ will be

defined on
Xv0 × (∂In − top(In))

by the same inductive formula independent of n. However, the definition of the
map ∂fσ on top(In) will depend on n.

Definition of the attaching maps on Xv0 × (∂In − top(In)).

For each facet I−i , i = 1, ..., n, we set

(5.9) ∂fσ(z, t1, ..., 0, ..., tn) = f∂iσ(z, t1, ..., ti−1, ti+1, ..., tn),

0 6 tk 6 1, k = 1, ..., i− 1, i+ 1, ..., n, z ∈ Yv0 .
In order to define the attaching map on the facet I+

i , i = 1, ..., n − 1, we first
note that, by the induction assumption, since f[v0,...,vi] is a lift of the map

θ[v0,...,vi] : Ii → [v0, ..., vi],

we have that
f[v0,...,vi] : Xv0 × top(Ii)→ Xvi .

Furthermore, we also have an inductively defined map

f[vi,...,vn] : Xvi × In−i → Yn−i ⊂ Yn−1.

Therefore, we define the attaching map on Xv0×I+
i = (Xv0×top(Ii))×In−i, i < n,

as the composition

Xv0 × I+
i

f[v0,...,vi] × Id
- Xvi × In−i

Yn−i

f[vi,...,vn]

?-

(5.10)
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We will introduce the attaching map on Xv0 × top(In) later; for now, let us
check that the attaching maps introduced so far are well defined. For instance,
consider the intersection of two facets

I−−ij = I−i ∩ I−j ,
where i < j < n. We have

f∂iσ(z, t1, ..., t̂i, ..., 0j , ..., tn) = f∂iσ(z, t1, ..., t̂i, ..., t̂j , ..., tn) =

f∂jσ(z, t1, ..., t̂i, ..., t̂j , ..., tn) = f∂jσ(z, t1, ..., 0i, ..., t̂j , ..., tn).

Therefore, ∂fσ is well defined on I−−ij .
Consider also the intersection of two facets

I++
ij = I+

i ∩ I+
j , i < j.

We will compare two attaching maps on this face, which appear as restrictions of
the attaching maps coming from the facets I+

i and I+
j . These restrictions are given

by the formulae

(5.11) f[vi,...,vn](f[v0,...,vi](z, t1, ..., 1i), ti+1..., 1j , ..., tn),

and

(5.12) f[vj ,...,vn](f[v0,...,vj ](z, t1, ..., 1i, ..., 1j), tj+1..., tn),

respectively.
The first map, described in (5.11), is the composition of

f[v0,...,vi] : Xv0 × top(Ii)→ Xvi

with the map f[vi,...,vn]. Due to the inductive nature of the definition of the latter,
it equals the composition of

f[vi,...,vj ] : Xvi × top(Ij−i)→ Xvj

with the map f[vj ,...,vn] : Xvj × In−j → Yn−1.
The second map, described in (5.12), is the composition of the maps

f[v0,...,vj ] : Xv0 × top(Ij)→ Xvj , ti = 1,

and f[vj ,...,vn] : Xvj × In−j → Yn−1. The former map is again inductively defined
as the composition

f[v0,...,vi] : Xv0 × top(Ii)→ Xvi

with the map
f[vi,...,vj ] : Xvi × top(Ij−i)→ Xvj .

From this description, it is immediate that the two restriction maps, defined by
(5.11) and (5.11), are the same.

The proofs for the faces I+
i ∩ I−j = I+−

ij and I−i ∩ I+
j = I−+

ij (i < j) are similar
and left to the reader.

Our next task is to define the attaching map on Xv0×top(In). This map will be
obtained by extending the already defined map on Xv0×∂(top(In)). The definition
depends on n, the case n = 3 it is the most complicated and we discuss this case
last.

We will need the following technical lemma:
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Lemma 5.100. Let V,W be cell complexes with W aspherical and let m be an
integer > 2. Let

∂h : V × Sm−1 →W

be a cellular map such that for each v ∈ V the map ∂h : {v} × Sm−1 → W is
null-homotopic. Then h extends to a continuous map V × Dm →W .

Proof. It suffices to consider the case when V is a simplicial complex. We
construct the extension by induction on skeleta of V . By the null-homotopy as-
sumption, the map

∂h|V 0×Sm−1

extends to a map
h : V 0 × Dm →W.

Consider i > 1 and suppose that the extension h : V i−1 × Dm → W is defined.
For each i-dimensional simplex c in V , the product c × Dm is a ball of dimension
i+m and the map h is already defined on the boundary sphere of this ball. Since
this sphere has dimension > m > 2 and W is assumed to be aspherical, the map h
extends to the ball c× Bm. �

We now proceed with the construction of the attaching map on Xv0 × top(In).

1. For n = 1 we use the map Ψ[v0,v1] : Xv0 → Xv1 for

∂f[v0,v1]|Xv0×top([0,1])
= ∂f[v0,v1]|Xv0×{1} .

2. For n = 2 we use the monodromy map4

Ψ[v0,v1,v2] : Xv0 × I → Xv2 .

3. For n > 4 we let Σ denote the boundary of the top-face top(In); Σ is, of
course, a topological sphere of dimension n− 2 > 2. Notice that for each x ∈ Xv0

the restriction map
∂f[v0,...,vn] : {x} × Σ→ Xvn

is null-homotopic since Xvn is K(Gvn , 1). Therefore, according to Lemma 5.100,
there exists a continuous extension of the map Xv0 × Σ→ Xvn to a map

∂f : Xv0 × top(In)→ Xvn .

4. The proof for n = 3 is similar to the one for n > 4, but we need to show
that the maps

∂f[v0,...,v3] : {x} × Σ→ Xv3

are null-homotopic. This is not automatic since in this case Σ ∼= S1 and Xv3 is not
(in general) simply-connected. As Xv0 is connected, it suffices to show that the
map

∂f[v0,...,v3] : {xv0} × Σ→ Xv3

is null-homotopic. In order to simplify the notation, we let ∂f denote ∂f[v0,...,v3],
defined on the closure of Xv0 × (cl(I3 − top(I3)). The boundary of top(I3) consists
of the segments

I−+
23 , I++

23 , I++
13 , I−+

13 ,

which we orient in the direction of the increase of their natural parameters, t1 (for
the first two segments) and t2 (for the other two segments). The null-homotopy
will follow from:

4given by equation (5.8)
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Lemma 5.101. The loops based at xv3 ∈ Xv3 ,

λ1 = ∂f(I−+
23 ) ? ∂f(I++

13 ), λ2 = ∂f(I−+
13 ) ? ∂f(I++

23 )

are homotopic in Xv3 relative to the base-point.

Proof. By construction (see equations (5.9) and (5.10)),

∂f(I−+
23 ) = Ψ[v0,v1,v3](xv0 , t), 0 6 t 6 1,

∂f(I++
13 ) = Ψ[v1,v2,v3](xv1 , t), 0 6 t 6 1,

∂f(I−+
13 ) = Ψ[v0,v2,v3](xv0 , t), 0 6 t 6 1,

∂f(I++
23 ) = Ψ[v2,v3](Ψ[v0,v1,v2](xv0 , t)), 0 6 t 6 1.

Hence, the based loop λ1 represents the element

g[v0,v1,v3]g[v1,v2,v3] ∈ Gv3 ,
while the second loop, λ2, represents the element

g[v0,v2,v3]ψ[v2,v3](g[v0,v1,v2]) = g[v0,v2,v3]g
−1
[v2,v3]g[v0,v1,v2]g[v2,v3].

The first product, λ1, equals

g[v3,v0]g[v0,v1]g[v1,v3]g[v3,v1]g[v1,v2]g[v2,v3] = g[v3,v0]g[v0,v1]g[v1,v2]g[v2,v3],

and the second product λ2 equals

g[v3,v0]g[v0,v2]g[v2,v3]g
−1
[v2,v3]g[v2,v0]g[v0,v1]g[v1,v2]g[v2,v3] = g[v3,v0]g[v0,v1]g[v1,v2]g[v2,v3].

(See equations (5.7) and (5.4).) Lemma follows. �

Thus, we obtain the required attaching map ∂f[v0,v1,v2,v3]. This concludes the
construction of the complex Yn. We define the projection qn : Yn → X by using
the maps

Yσ × In → In
θσ−→ σ ⊂ Xn.

We let Y denote the direct limit of the complexes Yn:

Y0 ⊂ Y1 ⊂ . . . ⊂ Yn ⊂ . . .
The maps qn then define a map q : Y → X.

Proposition 5.102. There exists a homotopy-equivalence h : Y → B such that
p ◦ h is homotopic to q, p ◦ h ' q.

Proof. We will construct h by induction on the the dimension of the skeleta
of X ′. Recall that for each vertex v of X ′, p−1(v) is naturally isomorphic (as a
simplicial complex) to the quotient E(G)/Gv, inducing the isomorphism

π1(p−1(v), xv)→ Gv.

The inclusions Gv ↪→ G induce Gv-equivariant simplicial embeddings

E(Gv)→ E(G)

which, therefore, project to homotopy-equivalences hv : Xv → p−1(v). This yields
a map

h0 : Y0 → p−1(V (X ′))

such that p ◦ h0 ' q0.
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For n = 1 we define a map h1 : Y1 → B by sending, for every oriented edge
ε = [u, v] of X ′, the product Xu × [0, 1] to p−1(e) so that

h1|Xu×{u} = h0|Xu×{u}
and the map

h1|Xu×{v}
comes from the composition of natural simplicial maps

Xu = E(Gu)/Gu
Ψε−→ Xv = E(Gv)/Gv → E(G)/Gv.

The extension to the product Xu × (0, 1) is the projection of the straight-line ho-
motopy in E(G)× [0, 1].

Suppose that n > 1 and a map hn : Yn → B satisfying p◦hn ' qn is constructed.
Together with this map hn we have a collection of maps

hσ : Xv0 × In → Xvn × σ ⊂ p−1(σ)

commuting with the maps fσ : Xv0 × In → Yn,

hn ◦ fσ = hσ.

Here σ = [v0, ..., vn] are n-dimensional simplices in X.

We now construct an extension hn+1 of the map hn to Yn+1. Consider an
(n+ 1)-dimensional simplex σ = [v0, ..., vn+1] in X ′. We observe that the maps Ψε

(associated with the oriented edges of X ′; see (5.6)) yield natural embeddings

Xv0 → Xvi → Xvn+1
, 0 6 i 6 n.

Therefore, the maps given by the induction hypothesis,

h∂iσ : Xmin(∂iσ) × In → p−1(σ),

yield maps
∂hσ : Xv0 × ∂In+1 → Xvn+1

× ∂σ.
Unless n = 1, since Xvn+1 is aspherical, Lemma 5.100 yields an extension of ∂hσ to

(5.13) hσ : Xv0 × In+1 → Xvn+1 × σ,
which projects to the map θσ : In+1 → σ. When n = 1, one needs to verify that
for each x ∈ Xv0 the loop

∂hσ|{x}×∂I2 → Xv2 × ∂σ
is null-homotopic. This follows from the equation

g−1
τ g−1

γ gαgβ = 1,

see (5.7).
Since Yn+1 is obtained by attaching product spaces Xv0×In+1 to Yn, the maps

hσ defined above, yield the required map

hn+1 : Yn+1 → B.

The homotopies p◦hn ' q extend to a homotopy p◦hn+1 ' q due to contractibility
of simplices, cf. (5.13).

We next construct a homotopy-inverse h̄ : B → Y . The construction is again
by induction on the dimension of the skeleta (X ′)i of X ′. For each vertex v of X ′
we define Mv, the partial star of v in X ′, which consists of all the simplices in X ′
having v as their maximal vertex. For instance, if v was a vertex of X, then Mv
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is the ordinary star of v in X ′. In general, if v corresponds to a face c of X, then
vertices of Mv correspond to the faces of X containing c. For each vertex v ∈ X ′
we define the (partial) star St(Xv, Y ) of Xv in Y as the union⋃

σ∈Mv

fσ(Xmin(σ) × Idim(σ)) ⊂ Y ,

where the union is taken over all simplices σ in Mv.
The maps

Xv0 → Xv1 → . . .→ Xvn , v0 = min(σ), v = vn = max(σ),

defined as compositions of edge-maps5 Ψε, ε = [vi, vi+1], i = 0, 1, ..., n − 1, yield a
deformation-retraction

St(Xw, Y )→ Xw.

In particular, each St(Xw, Y ) is homotopy-equivalent to Xw.
Observe furthermore, that for each vertex w of X ′, the inclusion map

Xw → p−1(w) ∼= E(G)/Gw

is a homotopy-equivalence whose homotopy-inverse

h̄w : p−1(w)→ Xw

is a retraction to Xw. We then construct a homotopy-inverse map h̄ : B → Y
by induction on the dimension of the skeleta of X ′, starting with the maps h̄w,
w ∈ V (X ′). Assuming that h̄n−1 is defined on p−1((X ′)n−1), we extend this map
to p−1((X ′)n), one n-dimensional simplex at a time, using Lemma 5.100 for the
maps

h̄n−1 : p−1(∂σ)→ St(Xv, Y ), v = max(σ).

We leave it to the reader to verify that h̄ is a homotopy-inverse of h: This is again
proven using Lemma 5.100. �

We can now define the space X̂. In view of the homotopy-equivalence Y → B,
there exists a covering map

X̂ → Y

corresponding to the homomorphism of fundamental groups

π1(Y )
'−→ π1(B)→ G,

where the latter is the homomorphism associated with the G-covering map

E(G)× X̃ → B.

The homotopy-equivalence h : Y → B lifts to aG-equivariant homotopy-equivalence
ĥ : X̂ → X̃. This concludes the proof of Theorem 5.99. �

We note that the complex Y has a natural filtration

F0(Y ) ⊂ F1(Y ) ⊂ . . . ,
where Fj(Y ) is obtained by attaching, for every simplex σ in X ′, not the entire Xv,
for v = min(σ), but only Ej(Gv)/Gv × In, where n = dim(σ) and Ej(Gv) is the
j-skeleton of E(Gv). If each group Gv, v ∈ V (X ′), is finite, then each Ej(Gv) is
also finite. In addition to this filtration, we also have the filtration

Y0 ⊂ Y1 ⊂ . . .
5see (5.6)
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coming from the inductive construction of the complex Y .

One application of these observation is the following:

Lemma 5.103. Suppose that G y X̃ is a properly discontinuous cocompact
action. Then the Haefliger model X̂ can be chosen so that the action G y X̂ is
cocompact on each skeleton.

Proof. Suppose that the cell complex X̃ is n–dimensional, n < ∞. The
simplicial complex Z̃ in Exercise 5.97 can be chosen to have dimension n as well.
Thus, compactness of X̃i/G implies compactness of Z̃i/G and, hence, compactness
of the complexes Fj(Yi) defined above. In particular, every skeleton of Y is finite.

�

5.8.3. Groups of finite type. Consider a free group cellular action Gy X.
In the case when X is a simplicial complex or, more generally, an almost regular
complex, Lemmas 9.5 and 9.5 imply that G acts properly discontinuously on X.

Exercise 5.104. Show that a free cellular group action on a cell complex is
always properly discontinuous.

IfG is a group admitting a cellular free and cocompact action on a graph Γ, then
G is finitely generated, as, by the covering theory, G ∼= π1(Γ/G)/p∗(π1(Γ)), where
p : Γ→ Γ/G is the covering map. Groups of finite type Fn are higher-dimensional
generalizations of this example.

Definition 5.105. A group G is said to have type Fn, 1 6 n <∞, if it admits
a cellular free and cocompact faction on an n − 1-connected n-dimensional cell
complex X̃. A group G has type F∞ if it admits a cellular. free cocompact action
on a contractible cell complex X̃, which is cocompact on each skeleton. A group G
has type F if there exists a finite K(G, 1) complex Y , i.e. G acts cellularly, freely
and cocompactly on a contractible finite-dimensional complex X.

In other words, G has type Fn (n <∞) if there exists a finite n− 1-connected
n-dimensional complex Y with π1(Y ) ' G. Similarly, G has type F∞ if and only
if there exist an aspherical complex Y with π1(Y ) ' G such that every skeleton of
Y is finite.

Example 5.106. Every finite group G has type F∞.

Proof. Use the action of G on its classifying space E(G), see Section 5.8.2. �
Clearly,

F ⊂ F∞ ⊂ . . .Fn ⊂ Fn−1 ⊂ . . . ⊂ F1.

We refer the reader to [Geo08, Proposition 7.2.2] for the proof of the following
theorem:

Theorem 5.107. A group G has type F∞ if and only if it has type Fn for every
n.

Example 5.108 (See [Bie76b] and [BB97]). Let F2 be free group on two
generators. Consider the group G = Fn2 which is the n-fold direct product of F2.
We equip G with the generating set

a1, b1, . . . , an, bn,

160



where ai, bi are the free generators of the i-th direct factor of G. Define the homo-
morphism φ : G→ Z which sends all generators ai, bi of G to the generator 1 ∈ Z.
Let K := Ker(φ). Then K is of type Fn−1 but not of type Fn.

In view of Lemma 5.103, we obtain:

Corollary 5.109. A group G has type Fn if and only if it admits a properly
discontinuous cocompact cellular action on an n − 1-connected n-dimensional cell
complex X̃.

Proof. One direction is obvious. Suppose, therefore, that we have an action
Gy X̃ as in the statement of the corollary. If the action were free, it would follow
immediately that G has type Fn (cf. Definition 5.105). Consider now the general
case. Since the action of G is properly discontinuous, the stabilizer of each cell is
finite. We then apply the Haefliger construction (as in Lemma 5.103) to the action
Gy X̃ and obtain a free properly discontinuous action Gy X̂ cocompact on each
n-dimensional skeleton X̂n, since for every finite group Gv each skeleton of E(Gv) is
a finite complex. Recall that the inclusion X̂n ↪→ X̂ induces monomorphisms of all
homotopy groups πj , j 6 n− 1. Since X̃ is n− 1–connected, the same holds for X̂
and, hence, for X̂n. Thus, G admits a free cocompact action on an n−1–connected
complex X̂n. �

5.9. Cohomology

The purpose of this section is to introduce cohomology of groups and to give
explicit formulae for cocycles and coboundaries in small degrees. We refer the reader
to [Bro82b, Chapter III, Section 1] for the more thorough discussion. We will
also connect group cohomology to two group-theoretic constructions: Semidirect
products and coextensions.

5.9.1. Group rings and modules. Suppose that R is a commutative ring
with unit element 1. The R-ring RG of a group G is the set of formal sums∑
g∈Gmg g, where mg are elements of R which are equal to zero for all but finitely

many values of g. The most important examples for us will be the integer group
ring ZG and the rational group ring QG. So far, RG is just a set, but it becomes
a ring once endowed with the two operations:

• addition: ∑
g∈G

mg g +
∑
g∈G

ng g =
∑
g∈G

(mg + ng) g

• multiplication defined by the convolution of maps to Z, that is

∑
a∈G

ma a+
∑
b∈G

nb b =
∑
g∈G

∑
ab=g

manb

 g .

According to a Theorem of G. Higman [Hig40], every integer group ring is
an integral domain. Both R and G embed as subsets of RG by identifying every
m ∈ Z withm1G and every g ∈ G with 1g. Every group homomorphism ϕ : G→ H
induces a homomorphism between group rings, which by abuse of notation we shall
denote also by ϕ. In particular, the trivial homomorphism o : G → {1} induces a
retraction o : ZG→ R, called the augmentation. If the homomorphism ϕ : G→ H
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is an isomorphism, then so is the homomorphism between group rings. This implies
that an action of a group G on another group H (by automorphisms) extends to
an action of G on the group ring ZH (by automorphisms).

Let L be a ring andM be an abelian group. We say thatM is a (left) L-module
if we are given a map

(`,m) 7→ ` ·m,L×M →M,

which is additive in both variables and so that

(5.14) (`1 ? `2) ·m = `1 · (`2 ·m),

where ? denotes the multiplication operation in L.
Similarly, M is a right L-module if we are given an additive (in both variables)

map
(m, `) 7→ m · `,M × L→M,

so that

(5.15) m · (`1 ? `2) = (m · `1) · `2.
Lastly, M is an L-bimodule if M has structure of both left and right L-module.

In the case when R is a field F (say, R = Q), a left RG-module is an F -vector
space endowed with a linear G-action. In the case R = Z, we will refer to (left)
ZG-modules simply as G-modules.

5.9.2. Group cohomology. Let G be a group and let M,N be left ZG-
modules; then HomG(M,N) denotes the Z-submodule of G-invariant elements in
the Z-module Hom(M,N), where G acts on homomorphisms (of abelian groups)
u : M → N by the formula:

(gu)(m) = g · u(g−1m).

Suppose that C∗ is a chain complex of abelian groups endowed with an action of
G and A is a G-module, then HomG(C∗, A) ⊂ Hom(C∗, A) is the chain subcomplex
formed by the submodules HomG(Ck, A) in Hom(Ck, A). The standard chain
complex C∗ = C∗(G) of G with coefficients in A is defined as follows:

Ck(G) = Z ⊗ ∏k
i=0G, is the ZG-module freely generated by (k + 1)-tuples

(g0, . . . , gk) of elements of G with the G-action given by

g · (g0, . . . , gk) = (gg0, . . . , ggk).

The reader should think of each tuple as spanning a k-simplex. The boundary
operator on this chain complex is the natural one:

∂k(g0, . . . , gk) =

k∑
i=0

(−1)i(g0, . . . , ĝi, . . . gk),

where ĝi means that we omit this entry in the k+1-tuple. The dual cochain complex
C∗ is defined by:

Ck = Hom(Ck, A), δk(f)((g0, . . . , gk+1)) = f(∂k+1(g0, . . . , gk+1)), f ∈ Ck.
Thus, C∗ and C∗ are just the simplicial chain and cochain complexes of the simpli-
cial complex defining the Milnor’s classifying space EG of the group G (see Section
5.8.2), with which the reader is probably familiar with from a basic algebraic topol-
ogy course.
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Suppose for a moment that A is a trivial G-module. Then, for BG = (EG)/G,
the simplicial cochain complex C∗(BG,A) is naturally isomorphic to the subcom-
plex of G-invariant cochains in C∗(G,A), i.e. the subcomplex

(C∗(G,A))G = HomG(C∗, A).

If A is a non-trivial G-module, then HomG(C∗, A) is still isomorphic to a certain
natural cochain complex based on the simplicial complex C∗(BG) (a cochain com-
plex with twisted coefficients, or coefficients in a certain sheaf), but the definition
is more involved and we will omit it.

Definition 5.110. Define the subspaces of i-cocycles and i-coboundaries in
HomG(Ci, A) as

Zi(G,A) := Ker(δi), Bi(G,A) := Im(δi−1),

respectively. The cohomology groups of G with coefficients in the G-module A are
defined as

H∗(G,A) := H∗(HomG(C∗, A)).

In other words,
Hi(G,A) = Zi(G,A)/Bi(G,A).

In particular, if A is a trivial G-module, then H∗(G,A) = H∗(BG,A).

Definition 5.111. The (integer) cohomological dimension of a group G, is
defined as

cd(G) = sup{q ∈ Z : ∃A, a ZG-module, such that Hq(G,A) 6= 0}.
Note that the definition of cohomological dimension we gave is, in fact, a the-

orem rather than the standard definition. We refer the reader to [Bro82b] for the
usual definition of cohomological dimension in terms of projective resolutions.

Example 5.112. 1. Suppose that G admits a K(G, 1) CW complex X. Then
cd(G) 6 dim(X).

2. If G is a non-trivial finite group, then cd(G) =∞.

Remark 5.113. 1. Analogously to the integer cohomological dimension, one
defines the rational cohomological dimension cdQ(G) as the supremum of degrees q
such that Hq(G,A) 6= 0 for some QG-module A, i.e. a vector space over Q on which
G acts linearly.6 One advantage cdQ has over the integer cohomological dimension
is that (unlike the latter) the former is an invariant under virtual isomorphisms
of groups (see [Bro82b]) and, for finitely generated groups, is invariant under
quasiisometries, see Theorem 9.64.

2. Similarly to the cohomological dimension of G one defines its homological
dimension over a ring R, as the supremum of degrees q such that Hq(G,A) 6= 0 for
some RG-module A.

3. One defines the geometric dimension of a group G as the least number k
such there exists a k-dimensional cell complex X which is K(G, 1). Thus, geometric
dimension of G is always ≥ cd(G).

6Even more generally, given an arbitrary commutative ring R one defines the appropriate
group cohomology using the group ring RG instead of ZG, and the cohomological dimension
cdR(G), see [Bro82b].
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So far, all definitions looked very natural. Our next step is to reduce the
number of variables in the definition of cochains by one using the fact that cochains
in HomG(Ck, A) are G-invariant. The drawback of this reduction, as we will see,
will be lack of naturality, but the advantage will be new formulae for cohomology
groups which are useful in some applications.

By G-invariance, for f ∈ HomG(Ck, A) we have:

f(g0, . . . , gk) = g0 · f(1, g−1
0 g1, . . . , g

−1
0 gk).

In other words, it suffices to restrict cochains to the set of (k+ 1)-tuples where the
first entry is 1 ∈ G. Every such tuple has the form

(1, g1, g1g2, . . . , g1 · · · gk)

(we will see below why). The latter is commonly denoted

[g1|g2| . . . |gk].

Note that, computing the value of the coboundary,

δk−1f(1, g1, g1g2, . . . , g1 · · · gk) = δk−1f([g1|g2| . . . |gk])

we get

δk−1f(1, g1, g1g2, . . . , g1 · · · gk) =

f(g1, . . . , g1 · · · gk)− f(1, g1g2, . . . , g1 · · · gk) + f(1, g1, g1g2g3, . . . , g1 · · · gk)− . . . =

g1 · f(1, g2, . . . , g2 · · · gk)− f([g1g2|g3| . . . |gk]) + f([g1|g2g3|g4| . . . |gk])− . . . =

g1 · f([g2| . . . |gk])− f([g1g2|g3| . . . |gk]) + f([g1|g2g3|g4| . . . |gk])− . . .
Thus,

δk−1f([g1|g2| . . . |gk]) = g1 · f([g2| . . . |gk])− f([g1g2|g3| . . . |gk])+

f([g1|g2g3|g4| . . . |gk])− . . .
Then, we let C̄k (k ≥ 1) denote the abelian group of functions f sending k-tuples
[g1| . . . |gk] of elements of G to elements of A; we equip these groups with the above
coboundary homomorphisms δk. For k = 0, we have to use the empty symbol [ ],
f([ ]) = a ∈ A, so that such functions f are identified with elements of A. Thus,
C̄0 = A and the above formula for δ0 reads as:

δ0 : a 7→ ca, ca([g]) = g · a− a.
The resulting chain complex (C̄∗, δ∗) is called the inhomogeneous bar complex of G
with coefficients in A. We now compute the coboundary maps δk for this complex
for small values of k:

(1) δ0 : a 7→ fa, fa([g]) = g · a− a.
(2) δ1(f)([g1, g2]) = g1 · f([g2])− f([g1g2]) + f([g1]).
(3) δ2(f)([g1|g2|g3]) = g1 · f([g2|g3])− f([g1g2|g3]) + f([g1|g2g3])− f([g1|g2]).
Therefore, spaces of coboundaries and cocycles for (C̄∗, δ∗) in small degrees are

(we now drop the bar notation for simplicity):
(1) B1(G,A) = {fa : G→ A,∀a ∈ A|fa(g) = g · a− a}.
(2) Z1(G,A) = {f : G→ A|f(g1g2) = f(g1) + g1 · f(g2)}.
(3) B2(G,A) = {h : G × G → A|∃f : G → A, h(g1, g2) = f(g1) − f(g1g2) +

g1 · f(g2)}.
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(4) Z2(G,A) = {f : G × G → A|g1 · f(g2, g3) − f(g1, g2) = f(g1g2, g3) −
f(g1, g2g3)}.

Let us look at the definition of Z1(G,A) more closely. In addition to the left
action of G on A, we define a trivial right action of G on A: a · g = a. Then a
function f : G→ A is a 1-cocycle if and only if

f(g1g2) = f(g1) · g2 + g1 · f(g2).

The reader will immediately recognize here the Leibnitz formula for the derivative of
the product. Hence, 1-cocycles f ∈ Z1(G,A) are called derivations of G with values
in A. The 1-coboundaries are called principal derivations or inner derivations. If A
is trivial as a left G-module, then, of course, all principal derivations are zero and
derivations are just homomorphisms G→ A.

Nonabelian derivations. The notions of derivation and principal derivation
can be extended to the case when the target group is nonabelian; we will use the
notation N for the target group with the binary operation ? and g ·n for the action
of G on N by automorphisms, i.e.

g · n = ϕ(g)(n), where ϕ : G→ Aut(N) is a homomorphism.

Definition 5.114. A function d : G→ N is called a derivation if

d(g1g2) = d(g1) ? g1 · d(g2), ∀g1, g2 ∈ G.
A derivation is called principal if it is of the form d = dn, where

dn(g) = n−1 ? (g · n).

The space of derivations is denoted Der(G,N) and the subspace of principal deriva-
tions is denoted Prin(G,N) or, simply, P (G,N).

Exercise 5.115. Verify that every principal derivation is indeed a derivation.

Exercise 5.116. Verify that every derivation d satisfies
• d(1) = 1;

• d(g−1) = g−1 · [d(g)]
−1.

We will use derivations in the context of free solvable groups in section 13.6.
In section 5.9.5 we will discuss derivations in the context of semidirect products,
while in section 5.9.6 we explain how second cohomology group H2(G,A) can be
used to describe central coextensions.

Nonabelian cohomology. We would like to define the 1-st cohomology
H1(G,N), where the group N is nonabelian and we have an action of G on N .
The problem is that neither Der(G,N) nor Prin(G,N) is a group, so taking quo-
tient Der(G,N)/Prin(G,N) makes no sense. Nevertheless, we can think of the
formula

f 7→ f + da, a ∈ A,
in the abelian case (defining action of Prin(G,A) on Der(G,A)) as the left action
of the group A on Der(G,A):

a(f) = f ′, f ′(g) = −a+ f(g) + (g · a).

The latter generalizes in the nonabelian case, as the group N acts to the left on
Der(G,N) by

n(f) = f ′, f ′(g) = n−1 ? f(g) ? (g · n).
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Then, one defines H1(G,N) as the quotient

N\Der(G,N).

Example 5.117. 1. Suppose that G-action on N is trivial. Then Der(G,N) =
Hom(G,N) and N acts on homomorphisms f : G → N by postcomposition with
inner automorphisms. Thus, H1(G,N) in this case is

N\Hom(G,N),

the set of conjugacy classes of homomorphisms G→ N .
2. Suppose that G ∼= Z = 〈1〉 and the action ϕ of Z on N is arbitrary. We

have η := ϕ(1) ∈ Aut(N). Then H1(G,N) is the set of twisted conjugacy classes
of elements of N : Two elements m1,m2 ∈ N are said to be in the same η-twisted
conjugacy class if there exists n ∈ N so that

m2 = n−1 ? m1 ? η(n).

Indeed, every derivation d ∈ Der(Z, N) is determined by the image m = d(1) ∈ N .
Then two derivations di so that mi = di(1) (i = 1, 2) are in the same N -orbit if
m1,m2 are in the same η-twisted conjugacy class.

5.9.3. Bounded cohomology of groups. An isometric Banach ZG-module
V is a Banach space equipped with an isometric action of the group G. Using
C∗(G), which is the bar-complex of G, one defines the bounded cochain complex

C∗b (G,V ) = HomG,b(C∗, V ),

where Ckb (G,V ) consists of G-equivariant bounded maps Gk+1 → V , with the usual
coboundary operator. Accordingly, one defines the bounded cohomology groups of
G with coefficients in V :

H∗b (G,V ) := H∗(C
∗
b (G,V )).

Alternatively, one can use the subcomplex of bounded functions C̄∗b (G,V ) in the
inhomogeneous bar-complex of the group G and obtain

Hk
b (G,V ) ∼= Zkb (G,V )/Bkb (G,V ),

where the spaces of cocycles and coboundaries on the right hand-side refer to the
bounded elements of the group of homogeneous cocycles, respectively to the images
by δk−1 of bounded cochains.

The same definitions go through if instead of the entire V one uses a ZG-
submodule A ⊂ V ; then one defines the bounded cohomology groups Hk

b (G,A) via
maps Gk+1 → A.

We now consider the special case, when V (and, hence, A) is a trivial G-module.
(The most important cases are, of course, V = R and A = Z.) Then for a classifying
space Y = BG of G one defines the subcomplex C∗b (Y,A) of the cochain complex
C∗(Y,A). The homology of this subcomplex is the bounded cohomology H∗b (Y,A)
of Y with coefficients in A.

Exercise 5.118. Verify that H∗b (Y,A) ∼= H∗b (G,A).

Note that the above isomorphism holds even if Y is not a K(G, 1) but merely
has G as its fundamental group, see [Bro81b] and [Gro82].
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It is instructive to identify elements of Z̄2
b (G,A), where A is a subgroup of R,

which appear as ordinary coboundaries: For f ∈ C1(G,A), i.e. f : G→ A,

δ1(f)([g1, g2]) = f(g2)− f(g1g2) + f(g1)

is a bounded 2-cocycle if and only if there exists a constant D so that for all
g1, g2 ∈ G,
(5.16) |f(g1) + f(g2)− f(g1g2)| 6 D.
In other words, such f is “almost a homomorphism f : G→ A”, with an error 6 D
in the definition of a homomorphism.

Definition 5.119. A map f : G → R is called a quasimorphism if it satisfies
the inequality (5.16) for all g1, g2 ∈ G and a fixed constant D.

Quasi-morphisms appear frequently in Geometric Group Theory; they were
first used by R. Brooks in [Bro81b], who proved that, while for the free group Fn
of rank n ≥ 2, H2(Fn,R) = 0, nevertheless, the vector space H2

b (Fn,R) is infinite-
dimensional. Namely, he constructed an infinite-dimensional space of equivalence
classes of quasimorphisms Fn → R, where

f1 ∼ f2 ⇐⇒ ‖f1 − f2‖ <∞.
Taking coboundaries of these quasimorphisms shows that H2

b (Fn,R) has infinite
dimension.

Many interesting groups do not admit non-trivial homomorphisms of R but
admit unbounded quasimorphisms. For instance, a hyperbolic Coxeter group G
does not admit non-trivial homomorphisms to R. However, if G is a nonelemen-
tary hyperbolic group, it has infinite-dimensional space of equivalence classes of
quasimorphisms, see [EF97a] for details. We refer the reader to Monod’s paper
[Mon06] for a survey of applications of bounded cohomology of groups, as well as
Calegari’s book [Cal09] for the in-depth discussion of quasimorphisms defined by
the commutator norm.

We will encounter elements of the group H2
b (G,Z) in Section 11.19 when dis-

cussing central coextensions of hyperbolic groups, as we will be proving subjectivity
of the homomorphism H2

b (G,Z)→ H2(G,Z).

Analogously to the bounded cohomology, one defines `p-cohomology and `p-
homology groups, we refer the reader to [AG99, BP03, Pan95] for the detailed
discussion.

5.9.4. Ring derivations. Our next goal is to extend the notion of derivation
in the context of (noncommutative) rings. Typical rings that the reader should
have in mind are integer group rings.

Definition 5.120. Let M be an L-bimodule. A derivation (with respect to
this bimodule structure) is a map d : L→M such that:

(1) d(`1 + `2) = d(`1) + d(`2),
(2) d(`1 ? `2) = d(`1) · `2 + `1 · d(`2).

The space of derivations is an abelian group, which will be denoted Der(L,M).

Below is the key example of a bimodule that we will be using in the context
of derivations. Let G,H be groups, ϕ : G → Bij(H) is an action of G on H by
set-theoretic automorphisms. We let L := ZG,M := ZH be the integer group
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rings, where we regard the ringM as an abelian group and ignore its multiplicative
structure.

Every action ϕ : Gy H determines the left L-module structure on M by:

(
∑
i

aigi) · (
∑
j

bjhj) :=
∑
i,j

aibjgi · hj , ai ∈ Z, bj ∈ Z,

where g ·h = ϕ(g)(h) for g ∈ G, h ∈ H. We define the structure of a right L-module
on M by:

(m, `) 7→ mo(`) = o(`)m, o(`) ∈ Z,
where o : L→ Z is the augmentation of ZG = L.

Derivations with respect for the above group ring bimodules will be called group
ring derivations.

Exercise 5.121. Verify the following properties of group ring derivations:
(P1) d(1G) = 0, whence d(m) = 0 for every m ∈ Z .

(P2) d(g−1) = −g−1 · d(g) .

(P3) d(g1 · · · gm) =
∑m
i=1(g1 · · · gi−1) · d(gi)o(gi+1 · · · gm) .

(P4) Every derivation d ∈ Der(ZG,ZH) is uniquely determined by its values
d(x) on the generators x of G.

Fox Calculus. We now consider the special case when G = H = FX , is the
free group on the generating set X. In this context, the theory of derivations was
developed by R. H. Fox in [Fox53].

Lemma 5.122. Every map d : X →M = ZG extends to a group ring derivation
d ∈ Der(ZG,M).

Proof. We set
d(x−1) = −x−1 · d(x), ∀x ∈ X

and d(1) = 0. We then extend d inductively to the free group G by

d(yu) = d(y) + y · d(u),

where y = x ∈ X or y = x−1 and yu is a reduced word in the alphabet X ∪X−1.
Lastly, we extend d by additivity to the rest of the ring L = ZG. In order to verify
that d is a derivation, we need to check only that

d(uv) = d(u) + u · d(v),

where u, v ∈ FX . The verification is a straightforward induction on the length of
the reduced word u and is left to the reader. �

Definition 5.123. To each generator xi ∈ X we associate a derivation ∂i,
called the Fox derivative, defined by ∂ixj = δij ∈ {0, 1}, which is regarded as the
subset of Z·1G ⊂ ZG. The maps ∂i then extend to derivations ∂i ∈ Der(ZFX ,ZFX)
as in Lemma 5.122. In particular,

∂i(x
−1
i ) = −x−1

i .

Importance of the derivations ∂i comes from:
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Proposition 5.124. Suppose that G = Fr is the free group of rank r < ∞.
Then every derivation d ∈ Der(ZG,ZG) can be written as a sum

d =

r∑
i=1

ki∂i , where ki = d(xi) ∈ Z .

Furthermore, Der(ZG,ZG) is a free abelian group with the basis ∂i, i = 1, . . . , r.

Proof. The first assertion immediately follows from Exercise 5.121 (part (P4)),
and from the fact that both sides of the equation evaluated on xj equal kj . Thus,
the derivations ∂i, i = 1, . . . , k, generate Der(ZG,ZG). Independence of these gen-
erators follows from the fact that ∂ixj = δij . �

5.9.5. Derivations and split extensions. Components of homomor-
phisms to semidirect products.

Definition 5.125. Let G and L be two groups and let N,H be subgroups in
G.

(1) Assume that G = N × H. Every group homomorphism F : L → G
splits as a product of two homomorphisms F = (f1, f2), f1 : L → N and
f2 : L→ H, called the components of F .

(2) Assume now that G is a semidirect product N o H. Then every homo-
morphism F : L → G determines (and is determined by) a pair (d, f),
where
• f : L → H is a homomorphism (the composition of F and the re-

traction G→ H);
• a map d = dF : L → N , called derivation associated with F . The

derivation d is determined by the formula

F (`) = d(`)f(`).

Exercise 5.126. Show that d is indeed a derivation in the sense of Section
5.9.2.

Exercise 5.127. Verify that for every derivation d and a homomorphism f :
L→ H there exists a homomorphism F : L→ G with the components d, f .

Extensions and coextensions.

Definition 5.128. Given a short exact sequence

{1} −→ N −→G−→H −→ {1},
we call the group G an extension of N by H or a coextension of H by N .7

Given two classes of groups A and B, the groups that can be obtained as
extensions of N by H with N ∈ A and H ∈ B, are called A-by-B groups (e.g.
abelian-by-finite, nilpotent-by-free etc.).

7Our terminology is a bit nonstandard, as both constructions are called extensions in the
literature. We settled on the coextension terminology following the paper [MN82] where it was
used for semigroups.
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Two extensions defined by the short exact sequences

{1} −→ Ni
ϕi−→ Gi

ψi−→ Hi −→ {1}
(i = 1, 2) are equivalent if there exist isomorphisms

f1 : N1 → N2, f2 : G1 → G2, f3 : H1 → H2

that determine a commutative diagram:

1 - N1
- G1

- H1
- 1

1 - N2

f1

?
- G2

f2

?
- H2

f3

?
- 1

We now use the notion of an isomorphism of exact sequences to reinterpret the
notion of a split extension.

Proposition 5.129. Consider a short exact sequence

(5.17) 1→ N
ι→ G

π→ Q→ 1 .

The following are equivalent:
(1) the sequence splits;

(2) there exists a subgroup H in G such that the projection π restricted to H
becomes an isomorphism.

(3) the extension G is equivalent to an extension corresponding to a semidirect
product N oQ;

(4) there exists a subgroup H in G such that G = N oH.

Proof. It is clear that (2) ⇒ (1).
(1) ⇒ (2): Let σ : Q → σ(H) ⊂ G be a section. The equality π ◦ σ = IdQ

implies that π restricted to H is both surjective and injective.
The implication (3) ⇒ (3) is obvious.
(3) ⇒ (2): Assume that there exists H such that π|H is an isomorphism.

The fact that it is surjective implies that G = NH. The fact that it is injective
implies that H ∩N = {1}.

(2) ⇒ (3): Since π restricted to H is surjective, it follows that for every
g ∈ G there exists h ∈ H such that π(g) = π(h), hence gh−1 ∈ Kerπ = Im ι.

The intersection ι(N) ∩H is the preimage of 1 by π restricted to H, hence it
must be {1}.

(4) ⇒ (2): The existence of the decomposition for every g ∈ G implies that
π restricted to H is surjective.

The uniqueness of the decomposition implies that H ∩ Im ι = {1}, whence π
restricted to H is injective. �

Remark 5.130. Every sequence (5.17) where the group Q is free splits; see
Lemma 7.24.
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Examples 5.131. (1) For n > 1, the short exact sequence

1 −→ (2Z)n −→ Zn −→ Zn2 −→ 1

does not split.

(2) Let Fn be a free group of rank n > 2 (see Definition 7.20) and let F ′n be its
commutator subgroup (see Definition 5.20). Note that the abelianization
of Fn as defined in Proposition 5.22, (3), is Zn. The short exact sequence

1 −→ F ′n −→ Fn −→ Zn −→ 1

does not split.

From now on, we restrict to the case of exact sequences

(5.18) 1→ A
ι→ G

π→ Q→ 1,

where A is an abelian group. Recall that the set of derivations Der(Q,A) has a
natural structure of an abelian group.

Remarks 5.132. (1) The short exact sequence (5.18) uniquely defines an
action of Q on A. Indeed, G acts on A by conjugation and, since the kernel
of this action contains A, it defines an action of Q on A. In what follows
we shall denote this action by (q, a) 7→ q ·a , and by ϕ the homomorphism
Q→ Aut(A) defined by this action.

(2) If the short exact sequence (5.18) splits, the group G is isomorphic to
Aoϕ Q .

Classification of splittings.
Below we discuss classification of all splittings of short exact sequences (5.18)

which do split. We use the additive notation for the binary operation on A. We
begin with few observations. From now on, we fix a section σ0 and, hence, a
semidirect product decomposition G = A o Q. Note that every splitting of a
short exact sequence (5.18), is determined by a section σ : Q → G. Furthermore,
every section σ : Q → G is determined by its components (dσ, π) with respect
to the semidirect product decomposition given by σ0 (see Remark 5.125). Since
π is fixed, a section σ is uniquely determined by its derivation dσ. Conversely,
every derivation d ∈ Der(Q,A) determines a section σ, so that d = dσ. Thus, the
set of sections of (5.18) is in bijective correspondence with the abelian group of
derivations Der(Q,A).

Our next goal is to discuss the equivalence relation between different sections
(and derivations). We say that an automorphism α ∈ Aut(G) is a shearing (with
respect to the semidirect product decomposition G = AoQ) if α(A) = A,α|A = Id
and α projects to the identity on Q. Examples of shearing automorphisms are
principal shearing automorphisms, which are given by conjugations by elements
a ∈ A. It is clear that shearing automorphisms act on splittings of the short exact
sequence (5.18).

Exercise 5.133. The group of shearing automorphisms of G is isomorphic
to the abelian group Der(Q,A): Every derivation d ∈ Der(Q,A) determines a
shearing automorphism α = αd of G by the formula

α(a ? q) = (a+ d(q)) ? q,

which gives the bijective correspondence.
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In view of this exercise, the classification of splittings modulo shearing auto-
morphisms yields a very boring answer: All sections are equivalent under the group
of shearing transformations. A finer classification of splittings is given by the fol-
lowing definition. Two splittings σ1, σ2 are said to be A-conjugate if they differ by
a principal shearing automorphism: There exists a ∈ A such that

σ2(q) = aσ1(q)a−1,∀q ∈ Q.
If d1, d2 are the derivations corresponding to the sections σ1, σ2, then

(d2(q), q) = (a, 1)(d1(q), q)(−a, 1)⇔ d2(q) = d1(q)− [q · a− a] .

In other words, d1, d2 differ by the principal derivation corresponding to a ∈ A.
Thus, we proved the following

Proposition 5.134. A-conjugacy classes of splittings of the short exact se-
quence (5.18) are in bijective correspondence with the quotient

Der(Q,A)/Prin(Q,A),

where Prin(Q,A) is the subgroup of principal derivations.

Note that Der(Q,A) ∼= Z1(Q,A), Prin(Q,A) = B1(Q,A) and the quotient
Der(Q,A)/Prin(Q,A) is H1(Q,A), the first cohomology group of Q with coeffi-
cients in the ZQ–module A.

Below is another application of H1(Q,A). Let L be a group and let

F : L→ G = AoQ

be a homomorphism. The group G, of course, acts on the homomorphisms F by
postcomposition with inner automorphisms. Two homomorphisms are said to be
conjugate if they belong to the same orbit of this G-action.

Lemma 5.135. 1. A homomorphism F : L → G is conjugate to a homomor-
phism with the image in Q if and only if the derivation dF of F is principal.

2. Furthermore, suppose that Fi : L→ G are homomorphisms with components
(di, π), i = 1, 2. Then F1 and F2 are A-conjugate if and only if

[d1] = [d2] ∈ H1(L,A).

Proof. Let g = qa ∈ G, a ∈ A, q ∈ Q. If (qa)F (`)(qa)−1 ∈ Q, then
aF (`)a−1 ∈ Q. Thus, for (1) it suffices to consider A-conjugation of homomor-
phisms F : L → G. Hence, (2) ⇒ (1). To prove (2) we note that the composition
of F with an inner automorphism defined by a ∈ A has the derivation equal to
dF − da, where da is the principal derivation determined by a. �

5.9.6. Central coextensions and second cohomology. We restrict our-
selves to the case of central coextensions (a similar result holds for general ex-
tensions with abelian kernels, see e.g. [Bro82b]). In this case, A is trivial as a
G-module and, hence, H∗(G,A) ∼= Hk(K(G, 1), A). This cohomology group can
be also computed as Hk(Y,A), where G = π1(Y ) and Y is a k + 1-connected cell
complex.

Let G be a group and A an abelian group. A central coextension of G by A is
a short exact sequence

1→ A
ι−→ G̃

r−→ G→ 1
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where ι(A) is contained in the center of G̃. Choose a set-theoretic section

s : G→ G̃, s(1) = 1, r ◦ s = Id .

Then, the group G̃ is be identified (as a set) with the direct product A×G. With
this identification, the group operation on G̃ has the form

(a, g) · (b, h) = (a+ b+ f(g, h), gh),

where f(1, 1) = 0 ∈ A. Here the function f : G×G→ A measures the failure of s
to be a homomorphism:

f(g, h) = s(g)s(h) (s(gh))
−1
.

Not every function f : G×G→ A corresponds to a central extension:

Exercise 5.136. A function f gives rise to a central coextension if and only if
it satisfies the cocycle identity:

f(g, h) + f(gh, k) = f(h, k) + f(g, hk).

In other words, the set of such functions is the abelian group of cocycles
Z2(G,A), see Section 5.9.2. We will refer to f simply as a cocycle.

Two central coextensions are said to be equivalent if there exist an isomorphism
τ making the following diagram commutative:

1 - A - G̃1
- G - 1

1 - A

id

?
- G̃2

τ

?
- G

id

?
- 1

Exercise 5.137. A coextension is trivial, meaning equivalent to the product
A×G, if and only if the central coextension splits.

We will use the notation E(G,A) to denote the set of equivalence classes of
coextensions. In the language of cocycles, r1 ∼ r2 if and only if

f1 − f2 = δc,

where c : G→ A, and
δc(g, h) = c(g) + c(h)− c(gh)

is the coboundary, δc ∈ B2(G,A). Recall that

H2(G,A) = Z2(G,A)/B2(G,A)

is the 2-nd cohomology group of G with coefficients in A.
The set E(G,A) has natural structure of an abelian group, where the sum of

two coextensions
A→ Gi

ri−→ G

is defined by

G3 = {(g1, g2) ∈ G1 ×G2|r1(g1) = r2(g2)} r−→ G,

r(g1, g2) = r1(g1) = r2(g2).
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The kernel of this coextension is the subgroup A embedded diagonally in G1 ×G2.
In the language of cocycles f : G×G→ A, the sum of coextensions corresponds to
the sum of cocycles and the trivial element is represented by the cocycle f = 0.

To summarize:

Theorem 5.138 (See Chapter IV in [Bro82b].). There exists an isomorphism
of abelian groups

H2(K(G, 1), A) ∼= H2(G,A)→ E(G,A).

The conclusion, thus, is that a group G with non-trivial 2-nd cohomology group
H2(G,A) admits non-trivial central coextensions with the kernel A. How does one
construct groups with non-trivial H2(G,A)? Suppose that G admits a finite 2-
dimensional K(G, 1) complex Y , such that χ(G) := χ(Y ) > 2. Then for A ∼= Z, we
have

χ(G) = 1− b1(Y ) + b2(Y ) > 2⇒ b2(Y ) > 0.

The universal coefficients theorem shows that, for such groups G, if A is an abelian
group which admits an epimorphism to Z, then H2(G,A) 6= 0.

Pull-backs of central coextensions. We fix an abelian group A and consider
behavior of the groups E(G,A) under group homomorphisms f : G1 → G2.

Lemma 5.139. Every homomorphism f : G1 → G2 induces a homomorphism

f∗ : E(G2, A)→ E(G1, A).

Moreover, f lifts to a homomorphism of the corresponding central extensions G̃1 →
G̃2.

Proof. Given a central coextension e2:

0→ A→ G̃2
p2→ G2 → 1,

we define a group G̃1 as the fiber product:

G̃1 := {(g1, g̃2) ∈ G1 × G̃2 : f(g1) = p2(g̃2)}.
The reader will verify that G̃1 is a subgroup of the direct product G1 × G̃2. The
subgroup A < 1×G̃2 is contained in the center of the product group. The subgroup
G̃1 < G1× G̃2 admits two projections: The projection to the first factor, G1, which
we denote p1 and the projection to the second factor G̃2, which we denote f̃ . Let
us identify the kernel of the homomorphism p1:

p1(g1, g̃2) = 1 ⇐⇒ p2(g̃2) = 1 ⇐⇒ g̃2 ∈ A.
Therefore, the kernel of p1 is naturally isomorphic to the group A. Hence, we obtain
a central coextension e1 = f∗(e2):

(5.19) 0→ A→ G̃1 → G1 → 1

and a homomorphism f̃ : G̃1 → G̃2, such that the following digram is commutative:

G̃1
f̃ - G̃2

G1

p1

? f̃ - G1

p2

?

.
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Thus, f indeed determines a natural map f∗ : E(G2, A) → E(G1, A). We leave it
to the reader to verify that f∗ is a homomorphism. �

Exercise 5.140. 1. If f is surjective, so is f̃ .
2. If s2 is a set-theoretic section of p2, then

s1(g1) = (g1, s2f(g1))

is a set-theoretic section of p1.
3. Use Part 2 to verify commutativity of the diagram:

H2(G2, A)
H2(f)- H2(G2, A)

E(G2, A)
? f∗ - E(G2, A)

?

.

Here the vertical arrows are the isomorphisms given by Theorem 5.138 and H2(f)
is the homomorphism of second cohomology groups induced by f : G1 → G2. On
the level of cocycles, the homomorphism H2(f) is given by

ω2 ∈ Z2(G2, A) 7→ ω1 ∈ Z2(G1, A),

ω1(x, y) = ω2(f(x), f(y)).

Let us also identify the kernel of the homomorphism f̃ . Suppose that s1, s2 are
the sections as in Part 2 of Exercise 5.140. Assume that the section s2 is normalized:
s2(1) = 1. Then for each k ∈ K = Ker(f), s1(k) = (k, 1), i.e. the restriction of s1

to K is a homomorphism (even though, s1 : G1 → G̃1 is not, in general). Since f̃
is the restriction of the projection to the second factor, we conclude that

K̃ = Ker(f̃) = s1(K).

In particular, kernels of f and f̃ are isomorphic.
Suppose for a moment, that the central coextension (5.19) splits, i.e. there

exists a homomorphism s : G1 → G̃1 right-inverse to p1. Then the homomorphisms
s|
K

and s1|K differ by a homomorphism ϕ : K → A:

s1(k) = s(k)ϕ(k),

where we identify A with the subgroup 1 × A < G̃1. Since the subgroup A is
contained in the center of G̃1, we obtain:

ϕ(gkg−1) = ϕ(k)

for all k ∈ K, g ∈ G1. In other words, the action of G1 by conjugation on K fixes
the homomorphism ϕ.
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CHAPTER 6

Median spaces and spaces with measured walls

Median spaces discussed in this chapter compose a large class of metric spaces
containing, among others, metric trees, L1-spaces and 1-skeleta of CAT (0) cube
complexes equipped with the standard metric. Spaces with walls (more precisely,
spaces with a measured wall structure) provide key examples of median spaces. In
this section we establish basic properties of median spaces and spaces with walls
which will be used later on, in chapter 19, in order to establish geometric criteria
for Properties (T) and a-T-menability of groups in terms of their actions on median
spaces and spaces with walls.

6.1. Median spaces

Definition 6.1 (intervals and geodesic sequences). Let (X,pdist) be a pseudo-
metric space. A point b is between a and c if pdist(a, b)+pdist(b, c) = pdist(a, c). We
denote by I(a, c) the set of points that are between a and c, and we call I(a, c) the
interval between a and c. A (finite, discrete) path in (X,pdist) is a finite sequence
of points (a1, a2, ..., an). A path is called a geodesic sequence if and only if

pdist(a1, an) = pdist(a1, a2) + pdist(a2, a3) + · · ·+ pdist(an−1, an) .

Thus, (a, b, c) is a geodesic sequence if and only if b ∈ I(a, c).

Definition 6.2 (median point). Let a, b, c be three points of a pseudo-metric
space (X,dist). We denote the intersection I(a, b) ∩ I(b, c) ∩ I(a, c) by M(a, b, c),
and we call any point in M(a, b, c) a median point for a, b, c.

We note that
I(a, b) = {x ∈ X,x ∈M(a, x, b)}.

Definition 6.3 (median spaces). A median pseudo-metric space is a pseudo-
metric space in which for any three points x, y, z the setM(x, y, z) is non-empty and
of diameter zero (any two median points are at pseudo-distance 0). In particular
a metric space is median if any three points x, y, z have one and only one median
point, which we will denote by m(x, y, z).

Note that a pseudo-metric space is median if and only if its metric quotient is
median.

A subset Y ⊂ X in a median space is a median subspace if for any three points
x, y, z in Y , we have M(x, y, z) ⊂ Y . Note that Y is then median for the induced
pseudo-metric. The intersection of median subspaces is a median subspace, thus
any subset Y ⊂ X is contained in a smallest median subspace, which we call the
median hull of Y .

Convention 6.4. Throughout the book, we call median metric spaces simply
median spaces.
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Definition 6.5. We say that a metric space (X,dist) is submedian if it admits
an isometric embedding into a median space.

A median space together with the ternary operation (x, y, z) 7→ m(x, y, z) is a
particular instance of a median algebra. For literature on median algebras, we refer
the reader to [Sho54a], [Sho54b], [Nie78], [Isb80], [BH83], [vdV93], [Bas01].
Geometrical approaches of median spaces can be found in [Rol16] and [Nic08].

In what follows we use some classical results in the theory of median algebras,
leaving it as an exercise to the reader to reprove them in the metric context.

6.1.1. A review of median algebras. The notion of median algebra ap-
peared as a common generalization of trees and distributive lattices, cf. Exam-
ple 6.11. We recall here some basic definitions and properties related to me-
dian algebras. For proofs and further details we refer the reader to the books
[vdV93], [Ver93], the surveys [BH83], [Isb80], and the papers [BK47], [Sho54a],
[Sho54b] and [Rol16].

Definition 6.6 (median algebra, the first definition). A median algebra is a
set X endowed with a ternary operation (a, b, c) 7→ m(a, b, c) such that:

(1) m(a, a, b) = a;
(2) m(a, b, c) = m(b, a, c) = m(b, c, a);
(3) m(m(a, b, c), d, e) = m(a,m(b, d, e),m(c, d, e)).

The property (3) can be replaced by:

(3′) m(a,m(a, c, d),m(b, c, d)) = m(a, c, d).

The element m(a, b, c) is the median of the points a, b, c. In a median algebra
(X,m), given any two points a, b the interval with endpoints a, b is the set

I(a, b) = {x ; x = m(a, b, x)}.
This defines a map I : X × X → P(X). We say that points x ∈ I(a, b) are

between a and b.
A homomorphism of median algebras is a map f : (X,mX)→ (Y,mY ) such that

mY (f(x), f(y), f(z)) = f(mX(x, y, z)). Equivalently, f is a homomorphism if and
only if it preserves the betweenness relation. If moreover f is injective (bijective)
then f is called embedding or monomorphism (respectively isomorphism) of median
algebras.

The following are straightforward properties of median algebras, see e.g. [Sho54a]
and [Rol16, §2].

Lemma 6.7. Let (X,m) be a median algebra. For x, y, z ∈ X we have that
(1) I(x, x) = {x};
(2) I(x, y) ∩ I(x, z) = I(x,m(x, y, z));
(3) I(x, y) ∩ I(x, z) ∩ I(y, z) = {m(x, y, z)};
(4) if a ∈ I(x, y) then for any t, I(x, t) ∩ I(y, t) ⊆ I(a, t) (equivalently

m(x, y, t) ∈ I(a, t) );
(5) if x ∈ I(a, b) and y ∈ I(x, b) then x ∈ I(a, y).

A sequence of points (a1, a2, ..., an) is geodesic in the median algebra (X,m) if
ai ∈ I(a1, ai+1) for all i = 2, . . . , n− 1. This is equivalent, by Lemma 6.7, part (5),
to the condition that ai+1 ∈ I(ai, an) for all i = 1, 2, ..., n− 2.
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Lemma 6.8. If (x, t, y) is a geodesic sequence, then:
(1) I(x, t) ∪ I(t, y) ⊆ I(x, y);
(2) I(x, t) ∩ I(t, y) = {t}.
According to [Sho54a], [Sho54b] there is an alternative definition of median

algebras, using intervals:

Definition 6.9 (median algebra, the second definition). A median algebra is
a set X endowed with a map I : X ×X → P(X) such that:

(1) I(x, x) = {x};
(2) if y ∈ I(x, z) then I(x, y) ⊂ I(x, z);
(3) for every x, y, z in X the intersection I(x, y) ∩ I(x, z) ∩ I(y, z) has cardi-

nality 1.

Exercise 6.10. Let (X,dist) be a median space. Then the metric inter-
vals I(x, y) satisfy the properties in Definition 6.9, and thus the metric median
(x, y, z) 7→ m(x, y, z) defines a structure of median algebra on X.

Example 6.11. For any set X, the power set P(X) is a median algebra when
endowed with the Boolean median operation

(6.1) m(A,B,C) = (A ∩B) ∪ (A ∩C) ∪ (B ∩C) = (A ∪B) ∩ (A ∪C) ∩ (B ∪C) .

The median algebra (P(X),m) is called a Boolean median algebra.

Exercise 6.12. Show that in this example

(6.2) I(A,B) = {C ; A ∩B ⊂ C ⊂ A ∪B} .
6.1.2. Convexity.

Definition 6.13. A convex subset A in a median algebra is a subset such that
for all a, b ∈ A, I(a, b) ⊂ A.

A subset h in a median space (X,m) is called a convex half-space if both h
itself and the complementary set hc = X \h are convex. The pair {h, hc} is called a
convex wall. We denote by Dc(X) the set of convex half-spaces in X and byWc(X)
the set of convex walls in X. When there is no possibility of confusion we simply
use the notations Dc and Wc.

Exercise 6.14. A subset A in a median algebra (X,m) is convex if and only
if for every x ∈ X, and a, b in A, the element m(a, x, b) is in A.

A convex wall {h, hc} is said to separate subsets A,B ⊂ X if A ⊂ h and B ⊂ hc
or vice versa.

The above algebraic notion of convexity coincides with the metric notion of
convexity introduced in Definition 6.23, in the case of the median algebra associated
with a median metric space (see Exercise 6.10).

The following theorem shows abundance of convex walls in median algebras:

Theorem 6.15. Let X be a median algebra, and let A,B be convex non-empty
disjoint subsets of X. Then there exists a convex wall separating A and B.

A proof of Theorem 6.15 when A is a singleton can be found in [Nie78]; in its
most general form it follows from [dV84, Theorem 2.5]. Other proofs can be found
in [Bas01, §5.2] and in [Rol16, §2].
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Corollary 6.16. Given any two distinct points x, y in a median space (X,dist)
there exists a convex wall w = {h, hc} with x ∈ h, y ∈ hc.

Definition 6.17. Given a median algebra X, we define the map

σ : X → P(Dc) , σ(x) = σx = {h ∈ Dc ; x ∈ h}.

Exercise 6.18. The map σ is a monomorphism of median algebras, where
P(Dc) is endowed with the median algebra structure described in Example 6.11.
Hint: Use Theorem 6.15.

This shows that Boolean algebras, in a sense, are “universal” median algebras.

6.1.3. Examples of median metric spaces.

Examples 6.19. (1) In the real line R, the metric intervals are precisely
the closed order intervals, i.e. I(x, y) = [x, y]. The median function sends
the triple (a, b, c) to the “middle” element of the set {a, b, c}, i.e.

mR(a, b, c) = a+ b+ c− [max (a, b, c) + min (a, b, c)].

(2) More generally, in Rn with the `1 norm, the interval I(x,y) between two
points x,y ∈ Rn is the product of intervals

[x1, y1]× · · · × [xn, yn].

The median point is given by

m(x,y, z) = (mR(x1, y1, z1), . . . ,mR(xn, yn, zn)).

(3) The `1-product of two pseudo-metric spaces (X1,pdist1) and (X2,pdist2)
is the set X1 ×X2, endowed with the pseudo-metric

pdist((x1, x2), (y1, y2)) = pdist1(x1, y1) + pdist2(x2, y2).

Intervals in the product are the Cartesian products of intervals, i.e.

IX1×X2
((x1, x2), (y1, y2)) = IX1

(x1, y1)× IX2
(x2, y2) .

The space (X1 × X2,pdist) is median if and only if (X1,pdist1) and
(X2,pdist2) are median (the components of a median point in X1 × X2

are median points of the components).
(4) (trees) Every R-tree is a median space, with intervals equal to closed

geodesic segments.
(5) (motivating example: CAT(0) cube complexes) The 0-skeleton of a CAT (0)

cube complex with the standard metric is a (discrete) median space. In
fact, according to [Che00, Theorem 6.1] the converse is also true: the set
of vertices of a simplicial graph is median if and only if the graph is the
1-skeleton of a CAT (0) cube complex.

(6) If (W,S) is a Coxeter system and distS is the word distance on W with
respect to S then

(
W, dist

1/2
S

)
is submedian, [BJS88].

(7) Metric versions of Boolean median algebras. These examples are explained
in Lemma 6.21

(8) (L1 spaces) Every space L1(X,µ) is median.
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Given a measured space (X,B, µ) we let L1(X,µ) denote the vector space of
real-valued functions f : X → R with finite integral

‖f‖1 :=

ˆ
X

|f(x)|dµ(x).

Thus, L1(X,µ) is a pseudo-metric space with the pseudo-distance function given
by dist(f, g) = ‖f − g‖1. The quotient metric space of L1(X,µ) is L1(X,µ).

Lemma 6.20. For every measured space (X,B, µ), the metric space L1(X,µ) is
median.

Proof. It is enough to see that the vector space L1(X,µ) is a median pseudo-
metric space. A function p ∈ L1(X,µ) belongs to I(f, g) if and only if the set of
points x such that p(x) is not between f(x) and g(x) has measure 0. This is due
to two observations:

• given u, v ∈ L1(X,µ), ||u+v||1 = ||u||1 + ||v||1 if and only if uv > 0 almost
everywhere;
• hence, given f, g, p ∈ L1(X,µ), ||f − g||1 = ||f − p||1 + ||p − g||1 if and

only if p(x) is in the interval with endpoints f(x), g(x) for almost every
x ∈ X.

Define on L1(X,µ) the ternary operation (f, g, h) 7→ m(f, g, h) by

m(f, g, h)(x) = mR(f(x), g(x), h(x)).

The function

m = m(f, g, h) = f + g + h−max(f, g, h)−min(f, g, h)

is measurable because the sum, the maximum and the minimum of measurable
functions is measurable. Since m is (a.e.) pointwise between f and g, m ∈ I(f, g).
Similarly, we have m ∈ I(g, h) and m ∈ I(f, h), and thus m(f, g, h) is a median
for the functions f, g, h. It follows that M(f, g, h) is the set of functions that
are almost everywhere equal to m(f, g, h), and hence L1(X,µ) is a median pseudo-
metric space. We conclude that L1(X,µ) is median because it is the metric quotient
of L1(X,µ). �

A measure-theoretic version of the Example 6.11 yields a metric version of
Boolean algebras, which, moreover, appear as subspaces of L1–spaces. Let (X,B, µ)
denote a measured space. For each subset A ⊂ X, we define

BA = {B ⊆ X |A M B ∈ B , µ(A M B) < +∞}.
Notice that we do not require the sets in BA to be measurable, only their symmetric
difference with A should be. Denote as usual by χC the characteristic function of
C ⊂ X. The map χA : BA → L1(X,µ) defined by B 7→ χAMB is injective. The
range of χA consists of the set S1(X,µ) of all characteristic functions of measurable
subsets with finite measure. Indeed the preimage of χB′ (with B′ ∈ B, µ(B′) < +∞)
is the subset B := A M B′. Observe that the L1-pseudo-distance between two
functions χB′ and χC′ in S1(X,µ) equals µ(B′ M C ′). Since we have

(A M B) M (A M C) = B M C,
it follows that for any two elementsB1, B2 ∈ BA the symmetric differenceB1 M B2 is
measurable with finite measure, and the pull-back of the L1–pseudo-distance via the
bijection BA → S1(X,µ) is the pseudo-metric pdistB defined by pdistB(B1, B2) =
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µ(B1 M B2). The interval I(B1, B2) is composed of subsets C ∈ BA such that there
exists C ′ satisfying µ(C ′ M C) = 0 (hence C ′ ∈ BA) and B1 ∩B2 ⊂ C ′ ⊂ B1 ∪B2.

Lemma 6.21. (BA,pdistB) is a median pseudo-metric space, equivalently, the
space S1(X,µ) is a median subspace of L1(X,µ), cf. Lemma 6.20.

Proof. The claim follows from the explicit formula:

m(B1, B2, B3) = (B1∪B2)∩(B1∪B3)∩(B2∪B3) = (B1∩B2)∪(B1∩B3)∪(B2∩B3) .

We leave details to the reader. �
Later on (Corollary 6.59) we will prove that every median space embeds iso-

metrically as a median subspace of some space L1(X,µ) (compare with the similar
result in the context of median algebras appearing in Exercise 6.18).

Remark 6.22. It is impossible, in general, to define for a given submedian
space Y its “median completion,” that is, a median space Ỹ containing an isometric
copy of Y , and such that any isometric embedding of Y into a median space X
extends to an isometric embedding Ỹ → X. This can be seen in the following
example.

Let E = R7 endowed with the `1 norm, and let {ei ; i = 1, 2, ..., 7} be the
canonical basis in E. Given t ∈ [0, 1] let Yt be the set composed of the four points
A,B,C,D in E defined by A = t

2 (e1 +e2 +e3) + (1− t)e4, B = t
2 (−e1−e2 +e3) +

(1− t)e5, C = t
2 (e1 − e2 − e3) + (1− t)e6, D = t

2 (−e1 + e2 − e3) + (1− t)e7.
Any two distinct points in Yt are at the `1-distance 2. Thus, all the subsets

Yt ⊂ E equipped with the `1-distance are pairwise isometric. The median hull of
Yt in E is composed of Yt itself and of the eight vertices of a cube of edge length t,
namely,

t

2
(±e1 ± e2 ± e3).

Thus, for two distinct values t 6= t′ the median hulls of Yt and of Yt′ are not
isometric.

Furthermore, the median hull of Y0 is a 5-point set (Y0∪{0}), while the median
hull of Yt, t 6= 0 consists of 12 points. Consequently, in general, the median hulls of
two isometric submedian spaces may not even be isomorphic as median algebras.

6.1.4. Convexity and gate property in median spaces.

Definition 6.23. Let (X,pdist) be a pseudo-metric space. A subset Y ⊂ X
is said to be convex if for all a, b ∈ Y , the set I(a, b) is contained in Y . A subset
Y ⊂ X is quasi-convex if there exists R <∞ such that for all a, b ∈ Y the set I(a, b)
is contained in NR(Y ). The convex hull of a subset Y ⊂ X is the intersection of
all convex subsets containing Y .

Note that any convex subspace of a median space is median but not vice versa,
as for instance any subset E of cardinality two is a median subspace, while E might
not be convex. The median hull of a subset is contained in the convex hull, and
the example above shows the inclusion may be strict.

We now introduce a notion related to convexity in median spaces, which is
commonly used in the theory of Tits buildings (see for example [Sch85]) and in
graph theory ([Mul80], [vdV93]).
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Definition 6.24 (gate). Let (X,dist) be a metric space, let Y be a subset of
X, and x a point in X.

We say that a point p ∈ X is between x and Y if p is between x and every
y ∈ Y . When a point p ∈ Y is between x and Y , we say that p is a gate between x
and Y . Note that there is always at most one gate p between x and Y , and that
dist(x, p) = dist(x, Y ).

We say that a subset Y ⊂ X is gate-convex if for every point x ∈ X there exists
a gate (in Y ) between x and Y . We then denote by πY (x) this gate, and call the
map πY the projection map onto Y .

Exercise 6.25. πY restricts to the identity map on Y .

Lemma 6.26 (gate-convex subsets). (1) The projection map πY onto a
gate-convex subset Y ⊂ X is 1-Lipschitz.

(2) Any gate-convex subset is closed and convex.
(3) In a complete median space, any closed convex subset is gate-convex.

In other words, for closed subsets of a complete median space, convexity is
equivalent to gate-convexity.

Proof. (1) Let x, x′ be two points in a metric space X, and let p, p′ be the
respective gates between x, x′ and a gate-convex subset Y . Since (x, p, p′) and
(x′, p′, p) are geodesic sequences, we have that

dist(x, p) + dist(p, p′) ≤ dist(x, x′) + dist(x′, p′)

dist(x′, p′) + dist(p′, p) ≤ dist(x′, x) + dist(x, p)

By summing up the two inequalities, we conclude that dist(p, p′) 6 dist(x, x′).

(2) Assume that Y is gate-convex and that (x, y, z) is a geodesic sequence
with x, z ∈ Y . Let p be the gate between y and Y , so that (y, p, x) and (y, p, z)
are geodesic sequences. Hence (x, p, y, p, z) is a geodesic sequence, which forces
y = p ∈ Y .

Any point x in the closure of Y satisfies dist(x, Y ) = 0. Thus, if p is the gate
between x and Y we have dist(x, p) = 0, hence x ∈ Y . We conclude that Y is
closed.

(3) Let Y be a closed convex subset of a complete median space X. For
x ∈ X choose a sequence (yk)k≥0 of points in Y such that dist(yk, x) tends to
dist(x, Y ). First observe that (yk)k≥0 is a Cauchy sequence. Indeed, denote by
εk = dist(yk, x) − dist(Y, x), which clearly is a sequence of positive numbers con-
verging to zero. Let mk,` be the median point of (x, yk, y`). Then

dist(x, yk) + dist(x, y`) = 2dist(x,mk,`) + dist(yk, y`)

and so by convexity of Y we have

dist(x, yk) + dist(x, y`) ≥ 2dist(x, Y ) + dist(yk, y`).

It follows that dist(yk, y`) 6 εk+ε`. SinceX is complete, the sequence (yk)k≥0 has a
limit p in X. Since Y is closed, the point p is in Y . Note that dist(x, p) = dist(x, Y ).
It remains to check that p is between x and Y .

Let y be some point in Y , and letm be the median point of x, p, y. By convexity
of Y we have m ∈ Y , so that dist(x,m) ≥ dist(x, Y ). We also have dist(x, p) =
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dist(x,m)+dist(m, p). Since dist(x, p) = dist(x, Y ) we get dist(m, p) = 0 as desired.
�

We now prove that in a median space metric intervals are gate-convex.

Lemma 6.27. In a median metric space X any interval I(a, b) is gate-convex,
and the gate between an arbitrary point x and I(a, b) is m(x, a, b).

Proof. Consider an arbitrary point x ∈ X; let p be the median pointm(x, a, b)
let and y be an arbitrary point in I(a, b). We will show that (x, p, y) is a geodesic
sequence.

We consider the median points a′ = m(x, a, y), b′ = m(x, b, y) and p′ =
m(x, a′, b′). Note that p′ ∈ I(x, a′) ⊂ I(x, a) and similarly p′ ∈ I(x, b). Since
(a, y, b), (a, a′, y) and (y, b′, b) are geodesic sequences, the sequence (a, a′, y, b′, b) is
geodesic as well. Thus I(a′, b′) ⊂ I(a, b), hence p′ ∈ I(a, b).

We proved that p′ ∈ I(x, a) ∩ I(x, b) ∩ I(a, b), which by the uniqueness of the
median point, implies p′ = p. It follows that p ∈ I(x, a′) ⊂ I(x, y). �

We can now deduce that the median map is 1-Lipschitz, in each variable and
on X ×X ×X endowed with the `1-metric.

Corollary 6.28. Let X be a median space.
(1) For any two fixed points a, b ∈ X the interval I(a, b) is closed and convex,

and the map x 7→ m(x, a, b) is 1-Lipschitz.
(2) The median map m : X ×X ×X → X is 1-Lipschitz (here X ×X ×X is

endowed with the `1-product metric as defined in Example 6.19, (1)).

Proof. Combine Lemma 6.27 and Lemma 6.26, and use the fact that, given
six points a, b, c, a′, b′, c′ ∈ X, the distance between the median points m(a, b, c)
and m(a′, b′, c′) is at most

dist(m(a, b, c),m(a′, b, c))+dist(m(a′, b, c),m(a′, b′, c))+dist(m(a′, b′, c),m(a′, b′, c′)) .

�

6.1.5. Rectangles and parallel pairs. In a median space X, the following
notion of rectangle will allow us to treat median spaces as continuous versions of
the 1-skeleta of CAT (0) cube complexes.

Definition 6.29. A quadrilateral in a metric space (X,dist) is a closed path
(a, b, c, d, a), which we denote by [a, b, c, d]. A quadrilateral [a, b, c, d] is a rectangle
if the four sequences (a, b, c), (b, c, d), (c, d, a) and (d, a, b) are geodesic.

Remark 6.30. Suppose that X is a median metric space. Then:
(1) By the triangle inequality, in a rectangle [a, b, c, d] inX the following equal-

ities hold: dist(a, b) = dist(c, d), dist(a, d) = dist(b, c) and dist(a, c) =
dist(b, d).

(2) (rectangles in intervals) If x, y ∈ I(a, b) ⊂ X then [x,m(x, y, a), y,m(x, y, b)]
is a rectangle.

(3) (subdivision of rectangles) Let [a, b, c, d] ⊂ X be a rectangle. Let e ∈
I(a, d) and f = m(e, b, c). Then [a, b, f, e] and [c, d, e, f ] are rectangles.

Definition 6.31. (parallelism on pairs) Two pairs (a, b) and (d, c) in X are
parallel if [a, b, c, d] is a rectangle.
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The following property of median spaces is analogous to transitivity of paral-
lelism for geodesics in CAT (0) spaces:

Proposition 6.32. In a median space X the parallelism of pairs is an equiva-
lence relation.

Proof. Suppose now that pairs (a, d) and (b, c) are parallel and the pairs
(b, c) and (f, e) are parallel; in other words, we have two rectangles [a, b, c, d] and
[b, c, e, f ]. We will show that (a, d) is parallel to (f, e), i.e. the quadrilateral
[a, d, e, f ] is also a rectangle.

We will prove that f ∈ I(a, e); the rest of the proof of the rectangle properties
is left as an exercise to the reader, as they are obtained by relabelling the points.
Define the point

m = m(a, c, f) = I(a, c) ∩ I(c, f) ∩ I(f, a).

Regarding m as the gate between a and the interval I(c, f), containing e, Lemma
6.27 implies thatm ∈ I(a, e), i.e. the triple (a,m, e) is geodesic. Similarly, regarding
m as the gate between f and the interval I(a, c) containing b, Lemma 6.27 implies
that m ∈ I(b, f), i.e. the triple (b,m, f) is geodesic.

Since the triples (b,m, f) and (b, f, e) are both geodesic, the quadruple (b,m, f, e)
is geodesic and, hence, (m, f, e) is geodesic. Since (a,m, e) is geodesic and (m, f, e)
is geodesic, we conclude that the quadruple (a,m, f, e) is geodesic. Hence, the triple
(a, f, e) is geodesic, i.e. f ∈ I(a, e) as required. �

We now explain how to any 4-tuple of points one can associate a rectangle.

Lemma 6.33. Let [x, a, y, b] be any quadrilateral in a median space. Then there
exists a unique rectangle [x′, a′, y′, b′] satisfying the following properties:

(1) the following sequences are geodesic:

(x, x′, a′, a), (a, a′, y′, y), (y, y′, b′, b), (b, b′, x′, x) ;

(2) (a, a′, b′, b) is a geodesic sequence;
(3) (x, x′, y′) and (y, y′, x′) are geodesic sequences.

Proof. Existence. Let x′ = m(x, a, b) and y′ = m(y, a, b), and let a′ = m(a, x′, y′)
and b′ = m(b, x′, y′) (see Figure 6.1). Then [x′, a′, y′, b′] is a rectangle by Remark
6.30, part (3). Properties (1) and (2) follow immediately from the construction,
property (3) follows from Lemma 6.27 applied to x and y′ ∈ I(a, b), respectively to
y and x′ ∈ I(a, b).

Uniqueness. Let [x′, a′, y′, b′] be a rectangle satisfying the three required properties.
Properties (1), (2) and the fact that [x′, a′, y′, b′] is a rectangle imply that x′ =
m(x, a, b) and y′ = m(y, a, b). Again property (2) and the fact that [x′, a′, y′, b′] is
a rectangle imply that a′ = m(a, x′, y′) and b′ = m(b, x′, y′). �
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Figure 6.1. Central rectangle.

Definition 6.34. We call the rectangle [x′, a′, y′, b′] described in Lemma 6.33
the central rectangle associated with the quadrilateral [x, a, y, b].

Remark 6.35. Property (3) cannot be improved to “(x, x′, y′, y) is a geodesic
sequence”, as shown by the example of a unit cube in R3 , with a, b two opposite
vertices of the lower horizontal face, and x, y the two opposite vertices of the upper
horizontal face that are not above b or d (see Figure 6.2).

Note also that in general the central rectangle associated with [x, a, y, b] is
distinct from the central rectangle associated with [a, x, b, y] (again see Figure 6.2).

a = a′ x′

b = b′
y′

y

x

Figure 6.2. Example of a central rectangle.
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Property (3) in Lemma 6.33 can be slightly improved as follows.

Lemma 6.36. Let x, y, p, q be four points such that (x, p, q) and (p, q, y) are
geodesic sequences. Then there exists a geodesic sequence (x, x′, y′, y) such that
(x′, y′) and (p, q) are parallel.

Proof. Applying Lemma 6.33 to the quadrilateral [p, q, y, x], we note that the
resulting central rectangle [p′, q′, y′, x′] satisfies p′ = p, q′ = q.

�

6.1.6. Approximate geodesics and medians; completions of median
spaces. In this section we prove that the median property is preserved under met-
ric completion. We will need an auxiliary result stating that in a median space,
approximate geodesics are close to geodesics, and approximate medians are close
to medians. We begin by defining approximate geodesics and medians.

Definition 6.37. Let (X,dist) be a metric space and let δ be a non-negative
real number. We say that z is between x and y up to the error δ provided that

dist(x, z) + dist(z, y) 6 dist(x, y) + δ .

We say that (a1, a2, ..., an) is a δ-geodesic sequence if

dist(a1, a2) + dist(a2, a3) + · · ·+ dist(an−1, an) 6 dist(a1, an) + δ .

Notation 6.38. Let x, y be two points of X. We denote by Iδ(a, b) the set of
points that are between a and b up to the error δ.

Let x, y, z be three points of X. We denote by Mδ(a, b, c) the intersection

I2δ(a, b) ∩ I2δ(b, c) ∩ I2δ(a, c) .
In accordance with the previous notation, whenever δ = 0, the subscript δ is

dropped.

Lemma 6.39. Given δ, δ′ > 0 , for every c ∈ Iδ(a, b) the set Iδ′(a, c) is contained
in Iδ+δ′(a, b).

Definition 6.40. Let x, y, z be three points in a metric space. If Mδ(x, y, z)
is non-empty then any point in it is called a δ-median point for x, y, z.

Lemma 6.41. Let (X,dist) be a median space, and a, b, c three arbitrary points
in X.

(i) The set I2δ(a, b) coincides with N δ (I(a, b)).

(ii) The following sequence of inclusions holds:

(6.3) B(m(a, b, c), δ) ⊆Mδ(a, b, c) ⊆ B(m(a, b, c), 3δ) .

Proof. Statement (i) immediately follows from Lemma 6.27.
The first inclusion in (6.3) is obvious. We prove the second inclusion. Consider

the median points p1 = m(p, a, b), p2 = m(p, b, c), p3 = m(p, a, c), q = m(p1, b, c), r =
m(q, a, c).

First we show that r = m(a, b, c). Indeed r ∈ I(a, c) by definition. We also
have r ∈ I(q, c), and since q ∈ I(c, b) it follows that r ∈ I(b, c). Finally we have
r ∈ I(a, q). Now q ∈ I(p1, b) and p1 ∈ I(a, b), so q ∈ I(a, b). It follows that
r ∈ I(a, b).
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It remains to estimate the distance between p and r. According to (i) and
Lemma 6.27 the point p is within distance at most δ from p1, p2 and p3 respectively.

By Corollary 6.28 we have dist(p2, q) 6 dist(p, p1) ≤ δ. Hence dist(p, q) ≤ 2δ.
Applying Corollary 6.28 again we get dist(p3, r) 6 dist(p, q) 6 2δ, consequently
dist(p, r) 6 3δ. �

The following result is also proved in [Ver93, Corollary II.3.5]. For the sake of
completeness we give another proof here.

Proposition 6.42. The metric completion of a median space is a median space.

Proof. Let (X,dist) be a median space, and let X → X̂ be the metric com-
pletion. For simplicity we denote the distance on X̂ also by dist.

The median map m : X ×X ×X → X ⊂ X̂ is 1-Lipschitz by Corollary 6.28.
Thus it extends to a 1-Lipschitz map X̂ × X̂ × X̂ → X̂, also denoted by m.

Clearly for any three points a, b, c in X̂, the point m(a, b, c) is median for
a, b, c. We now prove that m(a, b, c) is the unique median point for a, b, c. Let
p be another median point for a, b, c. The points a, b, c are limits of sequences
(an), (bn), (cn) of points in X. Let mn be the median point of an, bn, cn. Set
δn = dist(a, an) + dist(b, bn) + dist(c, cn).

We show that p is a δn-median point for an, bn, cn. Indeed we have that
dist(an, p) + dist(p, bn) is at most

dist(an, a)+dist(a, p)+dist(p, b)+dist(b, bn) = dist(an, a)+dist(a, b)+dist(b, bn) 6

2dist(a, an) + dist(an, bn) + 2dist(b, bn) 6 dist(an, bn) + 2δn.

The other inequalities are proved similarly.
The point p is also the limit of a sequence of points pn in X, such that

dist(p, pn) ≤ δn. It follows that pn is a 2δn-median point for an, bn, cn. By
Lemma 6.41 we then have that dist(pn,mn) 6 6δn. Since δn → 0 we get p =
m(a, b, c).

�

6.2. Spaces with measured walls

In this section we discussmeasured wall structures on sets. Every such structure
induces a pseudo-metric on the underlying set. The resulting class of metric spaces
turns out to coincide with the class of submedian metric spaces (i.e. spaces which
can be embedded isometrically in a median space). Examples of such submedian
spaces that are not median include real hyperbolic spaces and complex hyperbolic
spaces equipped with the square root of the Riemannian distance function.

6.2.1. Definition and basic properties. Following [HP98], a wall on a
set X is a partition X = h t hc (where h is possibly empty or the entire X). A
collection D of subsets of X is called a collection of half-spaces if for every h ∈ D
the complementary subset hc is also in D. Given a collection of half-spaces on X,
defines a collection of walls on X, which is the collection WD of pairs w = {h, hc}
with h ∈ D. For a wall w = {h, hc} we call h and hc the two half-spaces bounding
w.

We say that a wall w = {h, hc} separates two disjoint subsets A,B in X if
A ⊂ h and B ⊂ hc or vice-versa. We denote by W(A|B) the set of walls separating
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A and B. In particular, W(A|∅) is the set of walls w = {h, hc} such that A ⊂ h or
A ⊂ hc; hence W(∅|∅) =W.

When A = {x1, . . . , xn} and B = {y1, . . . , ym} we write

W(A|B) =W(x1, . . . , xn|y1, . . . , ym) .

In particular, we use the notation W(x|y) instead of W({x}|{y}). We call any
set of walls of the form W(x|y) a wall-interval. By convention, W(A|A) = ∅ for
every non-empty set A.

Definition 6.43 (space with measured walls [CMV04]). A space with mea-
sured walls is a 4-uple (X,W,B, µ), where W is a collection of walls on X, B is a
σ-algebra of subsets in W and µ is a measure on B, such that for every two points
x, y ∈ X the set of separating walls W(x|y) is in B and it has finite measure. We
denote by pdistµ the pseudo-metric on X defined by pdistµ(x, y) = µ (W(x|y)),
and we call it the wall pseudo-metric.

Lemma 6.44. The collection R of disjoint unions
⊔n
i=1W(Fi|Gi), where n ∈

N ∪ {∞}, and Fi, Gi are finite non-empty sets for every i = 1, 2, ..., n, is a ring
with respect to the boolean operations on the sets (complementation, intersection
and union).

Proof. First observe that given finite sets F, F ′, G,G′:
• W(F |G) ∩W(F ′|G′) =W(F ∪ F ′|G ∪G′) tW(F ∪G′|G ∪ F ′);
• W(F |G)c =

⊔
StT=F∪G,{S,T}6={F,G}W(S|T ) .

From the above it follows that R is closed with respect to the operation \ , and
as it is also closed with respect to the intersection, and the union. �

Theorem 1.11 and Lemma 6.44 imply the following.

Proposition 6.45 (minimal data required for a structure of measured walls).
Let X be a set and letW be a collection of walls on it. A structure of measured walls
can be defined on (X,W) if and only if on the ring R composed of disjoint unions⊔n
i=1W(Fi|Gi), where n ∈ N∪{∞}, and Fi, Gi, i = 1, 2, ..., n, are finite non-empty

sets, there exists a premeasure µ such that for every x, y ∈ X, µ (W(x|y)) is finite.

Let (X,W,B, µ) and (X ′,W ′,B′, µ′) be two spaces with measured walls, and
let φ : X → X ′ be a map.

Definition 6.46. The map φ is a homomorphism between spaces with measured
walls provided that:

• for any w′ = {h′, h′c} ∈ W ′ we have {φ−1(h′), φ−1(h′c)} ∈ W — this
latter wall we denote by φ∗(w′);
• the map φ∗ :W ′ →W is surjective and for every B ∈ B, (φ∗)−1(B) ∈ B′

and µ′
(
(φ∗)−1(B)

)
= µ(B).

Exercise 6.47. Every homomorphism φ as above preserves pseudo-distances.

Consider the set D of half-spaces determined byW, and the natural projection
map p : D → W, h 7→ {h, hc}. The preimages of the sets in B define a σ-algebra
on D, which we denote by BD; hence on D we obtain a pull-back measure that we
also denote by µ. This allows us to work either with D or with W. Notice that the
σ-algebra BD does not separate points in D, as sets in BD are unions of fibers of p.
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Definition 6.48. [CN05], [Nic04]] A section s for p is called admissible if its
image contains together with a half-space h all the half-spaces h′ containing h.

In the sequel we identify an admissible section s with its image σ = s(W); with
this identification, an admissible section becomes a collection of half-spaces, σ, such
that:

• for every wall w = {h, hc} either h or hc is in σ, but never both;
• if h ⊂ h′ and h ∈ σ then h′ ∈ σ.

For any x ∈ X we denote by sx the section of p associating to each wall the
half-space bounding it and containing x. Obviously this is an admissible section.
We denote by σx its image, that is the set of half-spaces h ∈ D such that x ∈ h.
Observe that σx is not necessarily in BD. Note also that p(σx M σy) =W(x|y).

Among standard examples of spaces with measured walls are the real hyperbolic
spaces HnR. Here the half-spaces are closed or open geometric half-spaces, bounded
by hyperbolic hyperplanes, isometric copies of Hn−1

R , so that each wall consists of
one closed half-space and its (open) complement, as in Section 3 of [CMV04].
Recall that the full group of orientation-preserving isometries of HnR is SO0(n, 1).
The associated set of wallsWHnR is naturally identified with the homogeneous space
SO0(n, 1)/SO0(n − 1, 1). The group SO0(n − 1, 1) is unimodular, therefore there
exists an SO0(n, 1)–invariant borelian measure µHnR on the set of walls [Nac65,
Chapter 3, Corollary 4]. The set of walls separating two points is relatively compact
and has finite measure. Thus

(HnR,WHnR ,B, µHnR )

is a space with measured walls. By Crofton’s formula [Rob98, Proposition 2.1] the
wall pseudo-metric on HnR is a constant multiple of the usual hyperbolic distance
function.

Another example is given by the vertex set V (T ) of a simplicial tree T . Every
edge e of T defines a partition of V (T ) as follows. Let m denote the midpoint of
e. Then T −{m} consists of two components C± and we let V (T ) = e+ t e−, with
e± consisting of vertices contained in C±. Thus, the set of edges of T defines a
collection of walls W. We equip W with the counting measure. The reader will
verify that this measure defines a structure of measured walls on V (T ).

More generally, suppose that T is a real tree which contains a dense subset
M ⊂ T of points such that for every m ∈ M the complement T − {m} consists
of exactly two components, m+,m−. This again determines a wall structure D on
T defined via the collection of half-spaces h = m+, hc = m− ∪ {m}. For every
geodesic arc α ⊂ T we let Wα denote the set of walls defined by points in M ∩ α.
The metric on α determines a measure on Wα with the total mass of Wα equal to

sup
p,q∈M∩α

d(p, q).

We define the σ-algebra B in 2D generated by the subsetsWα, with α’s the geodesic
arcs in T . We leave it to the reader to verify that the measures on Wα’s extend to
a measure on B, defining a measured walls structure on T . We refer the reader to
[CMV04] for details.

The structure of measured walls behaves well with respect to pull-back.
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Lemma 6.49 (pull-back of a space with measured walls). Let (X,W,B, µ) be
a space with measured walls, let S be a set and f : S → X a map. There exists a
pull-back structure of space with measured walls (S,WS ,BS , µS) turning f into a
homomorphism. Moreover:

(i) if S is endowed with a pseudo-metric pdist and f is an isometry between
(S, pdist) and (X,pdistµ), then the wall pseudo-metric pdistµS coincides
with the original pseudo-metric pdist;

(ii) if a group G acts on S by bijective transformations and on X by automor-
phisms of the space with measured walls, and if f is G-equivariant, then
G acts on (S,WS ,BS , µS) by automorphisms of the space with measured
walls.

Proof. Define the set of walls WS on S as the set of walls {f−1(h), f−1(hc)},
where {h, hc} is a wall in X. This yields a surjective map f∗ : W → WS . We
then consider the push-forward structure of measured space on WS . This defines a
structure of a space with measured walls on S such that f is a homomorphism of
spaces with measured walls.

(i) It is easily seen that for every x, y ∈ S, (f∗)−1(WS(x|y)) = W(f(x), f(y)),
hence pdistµS (x, y) = pdistµ(f(x), f(y)) = pdist(x, y).

(ii) If f is G-equivariant then the structure of a space with measured walls
(S,WS ,BS , µS) is G-invariant. �

One of the main reasons for the interest in actions of groups on spaces with
measured walls is given by the following result.

Proposition 6.50 ([CMV04], [dCTV08]). Let G be a group acting by auto-
morphisms on a space with measured walls (X,W,B, µ). Let p > 0 and let πp be
the representation of G on Lp(D, µD) defined by πp(g)f = f ◦ g−1.

Then for every x ∈ X, the map b : G→ Lp(D, µD) defined by b(g) = χσgx−χσx
is a 1-cocycle in Z1(G, πp). In other words, we have an action of G on Lp(D, µD)
by affine isometries defined by:

g · f = πp(g)f + b(g) .

Proof. We check the cocycle property for b. Indeed

b(gh) = χσghx − χσx = χσghx − χσgx + χσgx − χσx = π(g)b(h) + b(g).

�

See Remark 2.97 for the definition of metric (and therefore the meaning of “an
affine isometry”) on an Lp–space with p ∈ (0, 1).

6.2.2. Relationship between median spaces and spaces with mea-
sured walls.

Theorem 6.51. (1) Any space X with measured walls embeds isometri-
cally in a canonically associated median spaceM(X). Moreover, any ho-
momorphism between two spaces with measured walls induces an isometry
between the associated median spaces.
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(2) Any median space (X,dist) has a canonical structure of a space with mea-
sured walls such that the wall metric coincides with the original metric.
Moreover, any isometry between median spaces induces an isomorphism
between the structures of measured walls.

(3) Any median space (X,dist) embeds isometrically in L1(W, µ), for some
measured space (W, µ).

We will prove this theorem in sections 6.2.3 and 6.2.4.

The fact that each median space embeds into an L1–space was known previ-
ously, although the embedding was not explicitly constructed, but obtained via a
result of Assouad that a metric space embeds isometrically into an L1–space if and
only if every finite subspace of it embeds (see section 10.9 of this book as well as
[AD82], [Ass84], [Ass81], [Ver93]). That all finite median spaces can be em-
bedded into `1–spaces seems to be well known in graph theory; all proofs usually
refer to finite median graphs only, but can be adapted to work for finite median
spaces (see for instance [Mul80]). There exist even algorithms which isometrically
embed a given median graph into an `1–space; the same method yields algorithms
in sub-quadratic time recognizing median graphs [HIK99]. The statement that all
finite median spaces can be embedded into `1 was explicitly stated and proved for
the first time in [Ver93, Theorem V.2.3].

It is moreover known that complete median normed spaces are linearly isometric
to L1–spaces [Ver93, Theorem III.4.13].

We recall that there is no hope of defining a median space containing a space
with measured walls and having the universality property with respect to embed-
dings into median spaces (see Remark 6.22). Nevertheless, the medianizationM(X)
of a space with measured walls X appearing in Theorem 6.51, Part (1), is canoni-
cally defined and is, in some sense, minimal. This is emphasized for instance by the
fact that, under some extra assumptions, a space with measured walls X is at finite
Hausdorff distance fromM(X), see [CD17]. In particular, it is the case when X is
the n-dimensional real hyperbolic space with the standard structure of space with
measured walls.

6.2.3. Embedding a space with measured walls in a median space.
Let (X,W,B, µ) be a space with measured walls, and let x0 be a base point in X.

Recall from Example 6.19, (7), that BDσx0 denotes the collection of subsets
A ⊂ D such that A M σx0

∈ B and µ(A M σx0
) < +∞ , and that endowed with

the pseudo-metric pdistµ(A,B) = µ(A M B) this collection becomes a median
pseudo-metric space. The map

(6.4) χx0 : BDσx0 → S
1(D, µ), χx0(A) = χAMσx0

is an isometric embedding of BDσx0 into the median subspace S1(D, µ) ⊂ L1(D, µ),
where S1(D, µ) = {χB ; B measurable and µ(B) < +∞}.

The formula A M σx1
= (A M σx0

) M (σx0
M σx1

) and the fact that σx0
M σx1

is
measurable with finite measure shows that the median pseudo-metric spaces BDσx0
and BDσx1 are identical: we simply denote this space by BDX . In particular, σx ∈ BDX
for each x ∈ X.

For x, y ∈ X we have pdistµ(x, y) = µ(σx M σy), thus x 7→ σx is an isometric
embedding of X into (BDX ,pdistµ). Composing with the isometry χx0 : BDX →
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S1(D, µ) , we get the following well-known result stating that a wall pseudo-distance
is of type 1, in the terminology of [BDCK66, Troisième partie, §2]:

Lemma 6.52. Let (X,W,B, µ) be a space with measured walls, and x0 ∈ X a
basepoint. Then the map x 7→ χW(x|x0) is an isometry from X to L1(W, µ). Thus,
if the wall pseudo-distance is a distance then (X,distµ) is isometric to a subset of
L1(W, µ).

We could probably define the median space associated to a space with measured
walls (X,W,B, µ) to be the (closure of the) median hull of the isometric image of X
inside L1(W, µ). We give here an alternative construction which is more intrinsic.

Notation 6.53. We denote by M(X) the set of admissible sections, and by
M(X) the intersection M(X) ∩ BDX . Every section σx belongs to M(X), thus
X isometrically embeds in M(X). We denote by ι : X → M(X) this isometric
embedding.

Proposition 6.54. Let (X,W,B, µ) be a space with measured walls. Then:
(i) The spaceM(X) defined as above is a median subspace of BDX .
(ii) Any homomorphism φ : X → X ′ between X and another space with mea-

sured walls (X ′,W ′,B′, µ′) induces an isometryM(X)→M(X ′).
(iii) In particular, the group of automorphisms of (X,W,B, µ) acts by isome-

tries onM(X).

Proof. (i) Given an arbitrary triple (σ1, σ2, σ3) ∈ M(X)3, let us denote by
m(σ1, σ2, σ3) the set of half-spaces h such that there exist at least two distinct
indices i, j ∈ {1, 2, 3} with h ∈ σi, h ∈ σj . In other words

m(σ1, σ2, σ3) = (σ1 ∩ σ2) ∪ (σ1 ∩ σ3) ∪ (σ2 ∩ σ3)

(see also Example 6.11).
Clearly m = m(σ1, σ2, σ3) belongs to M(X). Fix a point x0 in X and take

χ0 = χx0 , the function defined in (6.4). We want to show that

χ0(m) = m(χ0(σ1), χ0(σ2), χ0(σ3)).

This will prove that m ∈ BDX and that m is a median point of σ1, σ2, σ3.
For our set-theoretical calculation it is convenient to treat characteristic func-

tions as maps from D to Z/2Z. We may then use the addition (mod. 2) and
pointwise multiplication on these functions. We get

χA∩B = χAχB , χAMB = χA + χB , χA∪B = χA + χB + χAχB .

It follows easily that for any three subsets A,B,C we have

χ(A∩B)∪(A∩C)∪(B∩C) = χAχB + χAχC + χBχC .

Thus
χ[(A∩B)∪(A∩C)∪(B∩C)]MD = χAχB + χAχC + χBχC + χD.

On the other hand

χ((AMD)∩(BMD))∪((AMD)∩(CMD))∪((BMD)∩(CMD)) =

(χA + χD)(χB + χD) + (χA + χD)(χC + χD) + (χB + χD)(χC + χD) =

χAχB + χAχC + χBχC + 2χAχD + 2χBχD + 2χCχD + 3χD =

χAχB + χAχC + χBχC + χD.
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We have thus checked that [(A ∩B) ∪ (A ∩ C) ∪ (B ∩ C)] M D coincides with

[(A M D) ∩ (B M D)] ∪ [(A M D) ∩ (C M D)] ∪ [(B M D) ∩ (C M D)].

Applying this to A = σ1, B = σ2, C = σ3, D = σx0 yields the desired result.

(ii) Consider a homomorphism of spaces with measured walls φ : X → X ′. It
is easily seen that the surjective map φ∗ : W ′ → W induces a surjective map φ∗ :
D′ → D such that for every B ∈ BD, (φ∗)−1(B) ∈ BD′ and µ′

(
(φ∗)−1(B)

)
= µ(B).

Let σ denote any admissible section. Set

φ∗(σ) = (φ∗)−1
(σ) = {h′ ∈ D′ ; φ−1(h′) ∈ σ}.

Since φ is a homomorphism, φ∗(σ) is an admissible section of (X ′,W ′,B′, µ′). Note
that φ∗(σx) = σφ(x) and that φ∗(σ M σ′) = φ∗(σ) M φ∗(σ′). This implies that φ∗
defines a map fromM(X) toM(X ′). Moreover

pdistM(X′)(φ∗(σ), φ∗(σ
′)) = µ′(φ∗(σ) M φ∗(σ′)) = µ′(φ∗(σ M σ′)) =

µ′((φ∗)−1
(σ M σ′)) = µ(σ M σ′) = pdistM(X)(σ, σ

′).

Thus φ∗ is an isometry.
The statement (iii) is an immediate consequence of (ii). �
The results in Proposition 6.54 justify the following terminology.

Definition 6.55. We callM(X) the median space associated to (X,W,B, µ).

Remark 6.56. The spaceM(X) can be replaced byM0(X), the metric com-
pletion of the median closure of X in M(X). The two spaces are, in general,
different, but they become equal when the spaceM0(X) is locally convex [Fio17].

The spaceM0(X) has the advantage of being a complete geodesic metric me-
dian space when X is connected. This follows from the fact that M0(X) is con-
nected, and a result of Bowditch [Bow16], stating that a complete median space
that is connected is geodesic. The connectedness ofM0(X) is due to the fact that
the median map is 1–Lipschitz, and as the median completion of X inM(X) equals
the increasing union of (connected) sets obtained by iterative applications of the
median map to X, it is itself connected. The spaceM0(X) is the metric completion
of this latter median completion, hence it is itself connected.

The first part of Theorem 6.51 is now proved. The second part will be a
corollary of Theorem 6.57 proven in the next section. In order to prove it we will
need some preliminary results on the geometry of median spaces allowing to define
measured walls in a consistent manner.

6.2.4. Median spaces have measured walls. The aim of this section is to
prove the following.

Theorem 6.57. Let (X,dist) be a median space. Let W be the set of convex
walls, and let B be the σ-algebra generated by the following subset of P(W):

U = {W(x|y) ; x, y points of X} .
Then there exists a measure µ on B such that:

(1) µ(W(x|y)) = dist(x, y); consequently, the quadruple (X,W,B, µ) is a
space with measured walls;

(2) any isometry of (X,dist) is an automorphism of the space with measured
walls (X,W,B, µ).
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Remark 6.58. In general, a measure µ on the σ-algebra B is not uniquely
defined by the condition (1) in Theorem 6.57. It follows from the Caratheodory’s
Theorem (theorem 1.11), the measure is uniquely determined if there exists, say,
a sequence of points (xn) in X such that W =

⋃
n,mW(xn|xm). This happens

for instance if there exists a countable subset in X whose convex hull is the entire
X. Uniqueness is also guaranteed when for some topology on W the measure µ is
borelian and W is locally compact second countable.

Combining Theorem 6.57 above and Lemma 6.52 we get the following:

Corollary 6.59. Let (X,dist) be a median space. Then X isometrically em-
beds in L1(W, µ), where (W, µ) is as in Theorem 6.57. More precisely, given any
x0 ∈ X, the space X is isometric to{

χW(x|x0) ; x ∈ X
}

regarded as a subset of L1(W, µ) endowed with the induced metric.

Corollary 6.60. A metric space (X,dist) is submedian in the sense of Def-
inition 6.5 if and only if it admits a structure of a space with measured walls
(X,W,B, µ) such that dist = distµ. Moreover, all walls in W may be assumed
to be convex.

Proof. The direct part follows from Theorem 6.57 and Lemma 6.49. The
converse part follows from Lemma 6.52. �

Remark 6.61. Corollary 6.60 for finite metric spaces was already known. More
precisely, according to [Ass80] and [AD82] a finite metric space (X,dist) is iso-
metrically `1-embeddable if and only if

dist =
∑
S⊆X

λSδS ,

where λS are non-negative real numbers, and δS(x, y) = 1 if x 6= y and S ∩ {x, y}
has cardinality one, δS(x, y) = 0 otherwise.

The strategy of the proof of Theorem 6.57 is to use Proposition 6.45. We
first show that for any pair of finite non-empty sets F,G in X, W(F |G) is equal
to W(a|b) for some pair of points a, b. In order to do this we need the following
intermediate results.

Lemma 6.62. Let (x, y, z) be a geodesic sequence in (X,dist). Then we have
the following decomposition as a disjoint union:

W(x|z) =W(x|y) tW(y|z).
Proof. First notice that by convexity of half-spaces, the intersectionW(x|y)∩

W(y|z) is empty. Then the inclusion W(x|z) ⊆ W(x|y) ∪W(y|z) is clear because
if a half-space h contains x but does not contain z, then either h contains y (in
which case the wall {h, hc} separates y from z) or hc contains y (in which case the
wall {h, hc} separates x from y). The inclusion W(x|y) ∪W(y|z) ⊆ W(x|z) holds
because if h contains x and y 6∈ h, again, by convexity, we cannot have z ∈ h and
hence {h, hc} separates x from z. �

As an immediate consequence we get the following:
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Corollary 6.63. For any geodesic sequence (x1, x2, ..., xn) we have the fol-
lowing decomposition:

W(x1|xn) =W(x1|x2) t · · · tW(xn−1|xn).

Corollary 6.64. If (x, y) and (x′, y′) are parallel pairs then

W(x|y) =W(x′|y′) =W(x, x′|y, y′) .
and

W(x|y′) =W(x′|y) =W(x|y) tW(x|x′) .
Lemma 6.65. Given three points x, y, z with the median point m, we have

W(x|y, z) =W(x|m).

Proof. According to Lemma 6.62 we have that W(x|y) =W(x|m) tW(m|y)
and that W(x|z) =W(x|m) tW(m|z). It follows that

W(x|y, z) =W(x|y) ∩W(x|z) =W(x|m) t (W(m|y) ∩W(m|z)).
But by convexity of the walls W(m|y) ∩W(m|z) = ∅, and we are done. �

We will use intensively the following two operations:

Definition 6.66 (projection and straightening). Let (x, y), (a, b) be two pairs
of points of a median space X.

The projection of (x, y) with the target (a, b) is the pair (x′, y′) defined by
x′ = m(x, a, b), y′ = m(y, a, b).

If furthermore x, y ∈ I(a, b), we also consider the straightening of the path
(a, x, y, b), which by definition is the path (a, p, q, b), where the pair (p, q) is defined
by p = m(a, x, y), q = m(b, x, y).

Observe that given two pairs of points (x, y), (a, b), the central rectangle [x′, a′, y′, b′]
associated with [x, a, y, b] (as in Definition 6.34) is obtained by first projecting
(x, y) with the target (a, b) — this yields the pair (x′, y′), and then straightening
(a, x′, y,′ , b) — which yields the pair (a′, b′). We now describe some properties of
both procedures.

Lemma 6.67. Let (x, y), (a, b) be two pairs of points.
(1) Let (x′, y′) be the projection of (x, y) with target (a, b). Then

W(x′|y′) =W(x|y) ∩W(a|b) .
(2) Assume x, y ∈ I(a, b), and let (p, q) be the projection of (a, b) with the tar-

get (x, y). Then [p, x, q, y] is a rectangle, W(p|q) =W(x|y), and (a, p, q, b)
is a geodesic sequence (thus (a, x, y, b) really has been straightened to a ge-
odesic).

(3) Let [x′, a′, y′, b′] be the central rectangle associated with [x, a, y, b]. Then

W(x′|y′) =W(x|y) ∩W(a|b),W(x′|y′) =W(a′|b′) .
Proof. Since the central rectangle is in fact obtained by composing the pro-

jecting and straightening operations, it is enough to prove the part 3 of the lemma.
The equality W(x′|y′) =W(a′|b′) follows from Corollary 6.64.
By Lemma 6.65 we have W(x|x′) = W(x|a, b). In particular, W(x|x′) ∩

W(a|b) = ∅. Similarly,
W(y|y′) ∩W(a|b) = ∅.
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Consider now a half-space h such that x ∈ h, y 6∈ h and {h, hc} ∈ W(a|b). Since
W(x|x′) ∩W(a|b) = ∅,

we deduce that x′ ∈ h. Similarly we have y′ ∈ hc. We have thus proved that
W(x|y) ∩W(a|b) ⊂ W(x′|y′).

On the other hand, since W(x′|y′) = W(a′|b′) and (a, a′, b′, b) is a geodesic, it
follows that W(x′|y′) ⊂ W(a|b).

According to Lemma 6.36, (x′, y′) is parallel to a pair (x′′, y′′) such that the
sequence (x, x′′, y′′, y) is geodesic. This and Corollary 6.64 imply that W(x′|y′) ⊂
W(x|y). �

Proposition 6.68. Let F and G be two finite non-empty subsets in X. There
exist two points p, q ∈ X such that

W(F |G) =W(p|q) .
Proof. We use an inductive argument over n = cardF + cardG. For n = 2

the result is obvious, while for n = 3 it is Lemma 6.65.
Assume that the statement holds for n and let F,G be such that cardF +

cardG = n + 1 > 3. Without loss of generality we may assume that cardF > 2.
Then F = F1 t{x}, and W(F |G) =W(F1|G)∩W(x|G). The inductive hypothesis
implies that W(F1|G) = W(a|b) and W(x|G) = W(c|d), for some points a, b, c, d.
Hence W(F |G) =W(a|b) ∩W(c|d). We conclude by applying Lemma 6.67. �

At this stage we have proven that the ring R defined in Proposition 6.45 coin-
cides with the set of disjoint unions

⊔n
i=1W(xi|yi). It remains to show that there

is a premeasure µ : R → R+ on the ring R such that µ(W(x|y)) = dist(x, y). We
first define µ as an additive function.

Lemma 6.69. If W(x|y) =W(a|b) then dist(x, y) = dist(a, b).

Proof. First let (x′, y′) be the projection of (x, y) with target (a, b). Then by
Lemma 6.67(1) we have W(x′|y′) =W(x|y)∩W(a|b) =W(a|b). By Corollary 6.28
the median map is 1-Lipschitz, thus d(x′, y′) 6 d(x, y).

We now straighten (a, x′, y′, b) to (a, p, q, b) (thus (p, q) is the projection of (a, b)
with target (x′, y′)). Then by Lemma 6.67(2) we haveW(p|q) =W(x′|y′) =W(a|b),
and (a, p, q, b) is a geodesic sequence. By Corollary 6.63 we deduce W(a|p) =
W(q|b) = ∅, and thus a = p, q = b. It follows that d(a, b) = d(p, q), and thus by
Corollary 6.64 we have d(a, b) = d(x′, y′) 6 d(x, y). We conclude by symmetry. �

Proposition 6.70. Assume that for two points a, b the set of walls W(a|b)
decomposes as W(a|b) =

⊔n
j=1W(xj |yj). Then there exists a geodesic sequence

(a1 = a, a2, . . . , a2n = b) and a partition {1, 2, . . . , 2n − 1} = I1 t I2 t · · · t In such
that:

(1) for each j ∈ {1, . . . , n} the set Ij has 2j−1 elements and we have a decom-
position of W(xj |yj) =

⊔
i∈IjW(ai|ai+1)

(2) for each j ∈ {1, . . . , n} we have dist(xj , yj) =
∑
i∈Ij dist(ai, ai+1)

In particular, dist(a, b) =
∑
j dist(xj , yj).

We easily deduce the following:

Corollary 6.71. There is a unique additive function µ : R → R+ such that
µ(W(x|y)) = dist(x, y).
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To prove the Proposition we need the following auxiliary result:

Lemma 6.72. In a median space (X,dist), consider two geodesic sequences
with common endpoints (a, p, q, b) and (a, p′, q′, b), such that W(p|q)∩W(p′|q′) = ∅.
Let (s, t) be the projection of (p′, q′) with target (a, p). Similarly, let (u, v) be the
projection of (p′, q′) with target (q, b). Then dist(p′, q′) = dist(s, t) + dist(u, v).

Proof. Consider two more points: m = m(t, p′, q′), n = m(u, p′, q′) (see Figure
6.3). Let us check that [s, t,m, p′] is a rectangle. By the construction (t,m, p′) is
a geodesic sequence. Since s, t are projection of p′, q′ onto the interval I(a, p)
we deduce that (q′,m, t, s), (p′, s, t) are geodesic sequences. Since (x, p′, q′, y) is a
geodesic sequence we see that (x, s, p′,m, q′, y) is geodesic.

We thus have dist(p′,m) = dist(s, t), and also W(p′|m) = W(s|t) (by Corol-
lary 6.64). Hence W(p′|m) =W(a|p)∩W(p′|q′) (by Lemma 6.67(1)). Similarly we
get dist(n, q′) = dist(u, v), and W(n|q′) =W(q|b) ∩W(p′|q′).

We claim that W(m|q′) = W(q|b) ∩ W(p′|q′). Indeed applying Lemma 6.62
several times we get

W(p′|m) tW(m|q′) =W(p′|q′) ⊂ W(a|b) =W(a|p) tW(p|q) tW(q|b)
and the claim follows, since, by the assumption, W(p|q) ∩ W(p′|q′) = ∅ and we
already have W(p′|m) =W(a|p) ∩W(p′|q′).

We conclude thatW(m|q′) =W(n|q′). This implies the dist(m, q′) = dist(n, q′) =
dist(u, v), cf. Lemma 6.69. Since (p′,m, q′) is a geodesic sequence we get dist(p′, q′) =
dist(p′,m) + dist(m, q′) = dist(s, t) + dist(u, v). �

a
b

p q

p′ q′

s

t
u

m

v

n

Figure 6.3. The construction in Lemma 6.72.

Proof of Proposition 6.70. We argue by induction on n. The case n = 1
follows from Lemma 6.69.

Now let us assume that n > 1 and that the lemma is holds for partitions
of any wall-interval into n − 1 wall-subintervals. Notice first that, according to
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Lemma 6.67, Part (1), and Lemma 6.69, after replacing (xi, yi) by its projection
with target (a, b), we can assume that the xi’s and yi’s belong to the interval I(a, b).

We straighten (a, x1, y1, b) to (a, p1, q1, b). Then by Lemma 6.67, Part (2), the
sequence (a, p1, q1, b) is geodesic, and we have W(x1|y1) =W(p1|q1).

By Lemma 6.62 we have W(a|b) = W(a|p1) t W(p1|q1) t W(q1|b). It follows
that W(a|p1) tW(q1|b) = tni=2W(xi|yi).

We now straighten each path (a, xi, yi, b) to (a, pi, qi, b) (when i > 1). Again we
haveW(xi|yi) =W(pi|qi) and moreover dist(xi, yi) = dist(pi, qi) (since [xi, pi, yi, qi]
is a rectangle). Now let us project the points pi and qi onto I(x, p1) and I(q1, y).
We set si := m(pi, x, p1), ti = m(qi, x, p1), ui := m(pi, q1, y) and vi := m(qi, q1, y).

Applying again Lemma 6.67, Part (1), we see that W(pi|qi) ∩ W(a|p1) =
W(si|ti) andW(pi|qi)∩W(q1|b) =W(ui|vi). ThusW(pi|qi) =W(si|ti)tW(ui|vi),
and we get two decompositions:

W(a|p1) = tni=2W(si|ti)
and

W(q1|b) = tni=2W(ui|vi).
We conclude the proof by applying the induction hypothesis to the two de-

compositions above, since Lemma 6.72 ensures that dist(pi, qi) = dist(si, ti) +
dist(ui, vi). �

The following proposition shows that the premeasure µ satisfies the property
(M ′′1 ).

Proposition 6.73. Let (X,dist) be a median space, endowed with convex walls.
If (In)n∈N is a non-increasing sequence of finite disjoint unions of wall-intervals
such that ∩nIn = ∅, then Ik = ∅ for k large enough.

Proof. In what follows we identify a half-space with its characteristic function.
First note that the set of half-spaces bounding a convex wall (i.e. the set of convex
subsets whose complement is convex as well) is a closed subset of {0, 1}X . Then the
set D(x|y) of half-spaces containing x but not y is a closed subset of the compact
subset of {0, 1}X consisting in functions f : X → {0, 1} such that f(x) = 1, f(y) =
0. Therefore, D(x|y) is compact.

It is enough to argue when I0 = W(x|y). Since (In)n∈N is non-increasing for
each n we have In ⊂ W(x|y). We then define Hn as the set of half-spaces h such
that {h, hc} ∈ In, and x ∈ h. It follows that (Hn)n∈N is non-increasing, and has
empty intersection. By projecting onto I(x, y) we have

In =
∐
i

W(xi|yi)

for some points xi, yi ∈ I(x, y) (Lemma 6.67(1)). We know that W(xi|yi) =
W(pi|qi) for pi = m(x, xi, yi), qi = m(y, xi, yi), and furthermore (x, pi, qi, y) is a
geodesic sequence. Thus

Hn =
∐
i

W(pi|qi)

and Hn is compact. It follows that there exists k such that Hk = ∅, which implies
that Ik = ∅. �

We now have all the ingredients to finish the proof of Theorem 6.57.
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Proof of Theorem 6.57. That the premeasure µ is well-defined on R is the
content of Proposition 6.70. It obviously satisfies properties (M0) and (M ′1), while
(M ′′1 ) is proved in Proposition 6.73.

By the Carathédory’s Theorem, Theorem 1.11, µ∗ restricted to A∗ is a measure
extending µ, hence its restriction to B is also a measure extending µ.

Obviously any isometry of (X,dist) defines a bijective transformation on W
preserving R and the premeasure µ, hence the outer measure µ∗ and A∗, hence it
defines an automorphism of the measured space (W,B, µ). �
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CHAPTER 7

Finitely generated and finitely presented groups

7.1. Finitely generated groups

A group which has a finite generating set is called finitely generated.

Definition 7.1. The rank of a finitely generated group G, denoted rank (G),
is the minimal number o generators of G.

Remark 7.2. In French, the terminology for finitely generated groups is groupe
de type fini. On the other hand, in English, being a group of finite type is a much
stronger requirement than finite generation (typically, this means that the group
has type F∞).

Exercise 7.3. Show that every finitely generated group is countable.

Examples 7.4. (1) The group (Z,+) is finitely generated by both {1}
and {−1}. Also, any set {p, q} of coprime integers generates Z.

(2) The group (Q,+) is not finitely generated.

Exercise 7.5. Prove that the transposition (12) and the cycle (12 . . . n) gen-
erate the permutation group Sn.

Remarks 7.6. (1) Every quotient Ḡ of a finitely generated group G is
finitely generated; we can take as generators of Ḡ the images of the gen-
erators of G.

(2) If N is a normal subgroup of G, and both N and G/N are finitely gen-
erated, then G is finitely generated. Indeed, take a finite generating set
{n1, . . . , nk} for N , and a finite generating set {g1N, . . . , gmN} for G/N .
Then

{gi, nj : 1 6 i 6 m, 1 6 j 6 k}
is a finite generating set for G.

We will see in examples below that if N is a normal subgroup in a group G and
G is finitely generated, it does not necessarily follow that N is finitely generated
(not even if G is a semidirect product of N and G/N).

Example 7.7. Let G be the wreath product Z o Z ∼= N n Z, where N is
the (countably) infinite direct sum of copies of Z. Then G is 2-generated (take a
generator of the quotient group Z and a generator of one of the direct summands
of N). On the other hand, the subgroup N is not finitely generated.

Example 7.8. Let H be the group of permutations of Z generated by the
transposition t = (01) and the translation map s(i) = i+ 1. Let Hi be the group of
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permutations of Z supported on [−i, i] = {−i,−i+ 1, . . . , 0, 1, . . . , i− 1, i}, and let
Hω be the group of finitely supported permutations of Z (i.e. the group of bijections
f : Z→ Z such that f is the identity outside a finite subset of Z),

Hω =

∞⋃
i=0

Hi .

Then Hω is a normal subgroup in H and H/Hω ' Z, while Hω is not finitely
generated.

Indeed from the relation skts−k = (k k+1) , k ∈ Z , it immediately follows that
Hω is a subgroup in H. It is, likewise, easy to see that skHis

−k ⊂ Hi+k, whence
skHωs

−k ⊂ Hω for every k ∈ Z .
If g1, . . . , gk is a finite set generating Hω, then there exists an i ∈ N so that all

gj ’s are in Hi, hence Hω = Hi. On the other hand, clearly, Hi is a proper subgroup
of Hω.

Exercise 7.9. 1. Let F be a non-abelian free group (see Definition 7.20). Let
ϕ : F → Z be any non-trivial homomorphism. Prove that the kernel of ϕ is not
finitely generated.

2. Let F be a free group of finite rank with free generators x1, . . . , xn; set
G := F × F . Then G has the generating set

{(xi, 1), (1, xj) : 1 6 i, j 6 n}.
Define homomorphism φ : G→ Z sending every generator of G to 1 ∈ Z. Show that
the kernel K of φ is finitely generated. Hint: Use the elements (xi, x

−1
j ), (xix

−1
j , 1),

(1, xix
−1
j ), 1 6 i, j 6 n, of the subgroup K.

We will see later that a finite index subgroup of a finitely generated group is
always finitely generated (Lemma 7.86 or Theorem 8.37). The next lemma shows
that extensions of finitely generated groups are again finitely generated:

Lemma 7.10. Suppose that we have a short exact sequence of groups

1→ G1
i→ G2

π→ G3 → 1

such that the groups G1, G3 are finitely generated. Then G2 is also finitely gener-
ated.

Proof. Let S1, S3 be finite generating sets of G1, G3. For each s̄ ∈ S3 pick
s ∈ π−1S3. We claim that

S2 := i(S1) ∪ {s|s̄ ∈ S3}
is a generating set of G2. Indeed, each g ∈ G2 projects to π(g), which is a product

s̄±1
1 · · · s̄±1

k , si ∈ S3.

Therefore, by normality of i(G1) in G2, the element g itself has the form

h · s±1
1 · · · s±1

k , h ∈ i(G1).

Since h is a product of the elements s ∈ S1 (and their inverses), the claim follows.
�

A similar proof applies to wreath products. Recall that the wreath product A oC
of groups A and C is the semidirect product

(⊕CA) o C
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where C acts on the direct sum by precompositions: f(x) 7→ f(xc−1). Thus,
elements of wreath products A o C are pairs (f, c), where f : C → A is a function
with finite support and c ∈ C. The product structure on this set is given by the
formula

(f1(x), c1) · (f2(x), c2)) = (f1(xc−1
2 )f2(x), c1c2).

Here and below we use multiplicative notation when dealing with wreath products.
For each q ∈ A we define the function δa : C → A is the function which sends 1 ∈ C
to a ∈ A and sends all other elements of C to 1 ∈ A.

Lemma 7.11. If ai, i ∈ I, cj , j ∈ J are generators of A and C, respectively, the
elements (1, cj), j ∈ J and (δai , 1), i ∈ I, generate GA := A o C. In particular, if A
and C are finitely generated, so is A o C.

Proof. It is enough to show that each (f, 1) ∈ GA is a product of the elements
(1, cj), (δai , 1). Since the maps δa generate

⊕CA,
it suffices to prove this claim for each δa. If

a = ai1 . . . aik ,

then, clearly,
(δa, 1) = (δai1 , 1) . . . (δaik , 1).

Lemma follows. �
Below we describe a finite generating set for the group GL(n,Z). In the proof

we use the elementary matrices Ni,j = In + Ei,j (i 6= j); here In is the identity
n× n matrix and the matrix Ei,j has a unique non-zero entry 1 in the intersection
of the i–th row and the j–th column.

Proposition 7.12. The group GL(n,Z) is generated by

s1 =



0 . . . . . . 0 1

1
. . .

... 0

0
. . . . . .

...
...

...
. . . . . . . . .

...
...

...
. . . . . . 0

...
0 . . . . . . 0 1 0


, s2 =


0 1 0 . . . 0 0
1 0 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0
0 0 0 . . . 0 1

 ,

s3 =


1 1 0 . . . 0 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0
0 0 0 . . . 0 1

 , s4 =


−1 0 0 . . . 0 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0
0 0 0 . . . 0 1

 .

Proof. Step 1. The permutation group Sn acts (effectively) on Zn by per-
muting the basis vectors; we, thus, obtain a monomorphism ϕ : Sn → GL(n,Z),
so that ϕ(12 . . . n) = s1, ϕ(12) = s2. Consider now the corresponding action of
Sn on n × n matrices. Multiplication of a matrix by s1 on the left permutes rows
cyclically, multiplication to the right does the same with columns. Multiplication
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by s2 on the left swaps the first two rows, multiplication to the right does the same
with columns. Therefore, by multiplying an elementary matrix A by appropriate
products of s1, s

−1
1 and s2 on the left and on the right, we obtain the matrix s3. In

view of Exercise 7.5, the permutation (12 . . . n) and the transposition (12) gener-
ate the permutation group Sn. Thus, every elementary matrix Nij is a product of
s1, s

−1
1 , s2 and s3.
Let dj denote the diagonal matrix with the diagonal entries (1, . . . , 1,−1, 1, . . . 1),

where −1 occurs in j-th place. Thus, d1 = s4. The same argument as above, shows
that for every dj and s = (1j) ∈ Sn, sdjs = d1. Thus, all diagonal matrices dj
belong to the subgroup generated by s1, s2 and s4.

Step 2. Now, let g be an arbitrary element in GL(n,Z). Let a1, . . . , an be the
entries of the first column of g. We will prove that there exists an element p in
〈s1, s2, s3, s4〉 ⊂ GL(n,Z), such that pg has the entries 1, 0, . . . , 0 in its first column.
We argue by induction on k = C1(g) = |a1|+ · · ·+ |an|. Note that k > 1. If k = 1,
then (a1, . . . , an) is a permutation of (±1, 0, . . . , 0); hence, it suffices to take p in
〈s1 , s2, s4〉 permuting the rows so as to obtain 1, 0, . . . , 0 in the first column.

Assume that the statement is true for all integers 1 6 i < k; we will prove
it for k. After to permuting rows and multiplying by d1 = s4 and d2, we may
assume that a1 > a2 > 0. Then N1,2d2g has the following entries in the first
column: a1−a2,−a2, a3, . . . an. Therefore, C1 (N1,2d2g) < C1(g) . By the induction
assumption, there exists an element p of 〈s1, s2, s3, s4〉 such that pN1,2d2g has the
entries of its first column equal to 1, 0, . . . , 0. This proves the claim.

Step 3. We leave it to the reader to check that for every pair of matrices
A,B ∈ GL(n− 1,R) and row vectors L = (l1, . . . , ln−1) and M = (m1, . . . ,mn−1)(

1 L
0 A

)
·
(

1 M
0 B

)
=

(
1 M + LB
0 AB

)
.

Therefore, the set of matrices{(
1 L
0 A

)
; A ∈ GL(n− 1,Z) , L ∈ Zn−1

}
is a subgroup of GL(n,Z) isomorphic to Zn−1 oGL(n− 1,Z) .

Using this, an induction on n and Step 2, one shows that there exists an element
p in 〈s1, s2, s3, s4〉 such that pg is upper triangular and with entries on the diago-
nal equal to 1. It, therefore, suffices to prove that every integer upper triangular
matrix as above is in 〈s1, s2, s3, s4〉. This can be done for instance by repeating the
argument in Step 2 with multiplications on the right. �

The wreath product (see Definition 5.32) is a useful construction of a finitely
generated group from two finitely generated groups:

Exercise 7.13. Let G and H be groups, and S and X be their respective
generating sets. Prove that G oH is generated by

{(fs, 1H) | s ∈ S} ∪ {(f1, x) | x ∈ X} ,
where fs : H → G is defined by

fs(1H) = s , fs(h) = 1G , ∀h 6= 1H .

In particular, if G and H are finitely generated then so is G oH .
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Exercise 7.14. Let G be a finitely generated group and let S be an infinite
set of generators of G. Show that there exists a finite subset F of S so that G is
generated by F .

Exercise 7.15. An element g of the group G is a non-generator if for every
generating set S of G, the complement S \ {g} is still a generating set of G.

(a) Prove that the set of non-generators forms a subgroup ofG. This subgroup
is called the Frattini subgroup.

(b) Compute the Frattini subgroup of (Z,+).
(c) Compute the Frattini subgroup of (Zn,+). (Hint: You may use the fact

that Aut(Zn) is GL(n,Z), and that the GL(n,Z)–orbit of e1 is the set of
vectors (k1, . . . , kn) in Zn such that gcd(k1, . . . , kn) = 1.)

Definition 7.16. A group G is said to have bounded generation property (or
is boundedly generated) if there exists a finite subset {t1, . . . , tm} ⊂ G such that
every g ∈ G can be written as

g = tk11 t
k2
2 · · · tkmm ,

where k1, k2, . . . , km are integers.

Clearly, all finitely generated abelian groups have the bounded generation prop-
erty, and so are all finite groups. On the other hand, the nonabelian free groups,
which we will introduce in the next section, obviously, do not have the bounded
generation property. For other examples of boundedly generated groups see Propo-
sition 13.73. We also note that Alexey Muranov [Mur05] constructed examples of
infinite boundedly generated simple groups.

7.2. Free groups

Let X be a set. Its elements are called letters or symbols. We define the set
of inverse letters (or inverse symbols) X−1 = {a−1 | a ∈ X}. We will think of
X ∪X−1 as an alphabet.

A word in X ∪X−1 is a finite (possibly empty) string of letters in X ∪X−1,
i.e. an expression of the form

aε1i1a
ε2
i2
· · · aεkik ,

where ai ∈ X, εi = ±1; here x1 = x for every x ∈ X. We will use the notation 1 for
the empty word (the one which has no letters).

Convention 7.17. Sometimes, by abusing the terminology, we will refer to
words in X ∪X−1 as words in X.

Denote by X∗ the set of words in the alphabet X ∪ X−1, where the empty
word, denoted by 1, is included. For instance,

a1a2a
−1
1 a2a2a1 ∈ X∗.

The length of a word w is the number of letters in this word. The length of the
empty word is 0.

A word w ∈ X∗ is reduced if it contains no pair of consecutive letters of the
form aa−1 or a−1a. The reduction of a word w ∈ X∗ is the deletion of all pairs of
consecutive letters of the form aa−1 or a−1a.
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For instance, the words
1, a2a1, a1a2a

−1
1

are reduced, while
a2a1a

−1
1 a3

is not reduced.
More generally, a word w is cyclically reduced if it is reduced and, in addition,

the first and the last letters of w are not inverses of each other. Equivalently,
conjugating w by an element of X ∪X−1:

w′ = awa−1, a ∈ X ∪X−1

results in a word w′ whose reduction has length � the length of w.
We define an equivalence relation on X∗ by w ∼ w′ if w can be obtained from

w′ by a finite sequence of reductions and their inverses, i.e. the relation ∼ on X∗
is generated by

uaia
−1
i v ∼ uv, ua−1

i aiv ∼ uv
where u, v ∈ X∗.

Proposition 7.18. Any word w ∈ X∗ is equivalent to a unique reduced word.

Proof. Existence. We prove the statement by induction on the length of a
word. For words of length 0 and 1 the statement is clearly true. Assume that it is
true for words of length n and consider a word of length n+ 1, w = a1 · · · anan+1,
where ai ∈ X ∪X−1. According to the induction hypothesis, there exists a reduced
word u = b1 · · · bk with bj ∈ X ∪X−1 such that a2 · · · an+1 ∼ u. Then w ∼ a1u. If
a1 6= b−1

1 then a1u is reduced. If a1 = b−1
1 then a1u ∼ b2 · · · bk and the latter word

is reduced.
Uniqueness. Let F (X) be the set of reduced words in X ∪X−1. For every

a ∈ X ∪X−1 we define a map La : F (X)→ F (X) by

La(b1 · · · bk) =

{
ab1 · · · bk if a 6= b−1

1 ,
b2 · · · bk if a = b−1

1 .

For every word w = a1 · · · an define Lw = La1 ◦ · · · ◦ Lan . For the empty word
1 define L1 = id. It is easy to check that La ◦ La−1 = id for every a ∈ X ∪X−1,
and to deduce from it that v ∼ w implies Lv = Lw.

We prove by induction on the length that if w is reduced then w = Lw(1). The
statement clearly holds for w of length 0 and 1. Assume that it is true for reduced
words of length n and let w be a reduced word of length n+1. Then w = au, where
a ∈ X ∪X−1 and u is a reduced word that does not begin with a−1, i.e. such that
La(u) = au. Then Lw(1) = La ◦ Lu(1) = La(u) = au = w.

In order to prove uniqueness it suffices to prove that if v ∼ w and v, w are
reduced then v = w. Since v ∼ w it follows that Lv = Lw, hence Lv(1) = Lw(1),
that is v = w. �

Exercise 7.19. Give a geometric proof of this proposition using identification
of w ∈ X∗ with the set of edge-paths pw in a regular tree T of valence 2|X|,
which start at a fixed vertex v0. The reduced path p∗ in T corresponding to the
reduction w∗ of w is the unique geodesic in T connecting v0 to the terminal point
of p. Uniqueness of w∗ then translates to the fact that a tree contains no circuits.

Let F (X) be the set of reduced words in X ∪ X−1. Proposition 7.18 implies
that X∗/ ∼ can be identified with F (X).
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Definition 7.20. The free group over X is the set F (X) endowed with the
product ∗ defined by: w ∗ w′ is the unique reduced word equivalent to the word
ww′. The unit is the empty word.

The cardinality of X is called the rank of the free group F (X).

We note that, at the moment, we have two, a priori distinct, notions of rank
for (finitely generated) free groups: One is the least number of generators and the
second is the cardinality of the set X. We will see, however, that the two numbers
are the same.

The set F = F (X) with the product defined in Definition 7.20 is indeed a
group. The inverse of a reduced word

w = aε1i1a
ε2
i2
· · · aεkik

is given by
w−1 = a−εkik

a
−εk−1

ik−1
· · · a−ε1i1

.

It is clear that the product ww−1 projects to the empty word 1 in F .

Exercise 7.21. A free group of rank at least 2 is not abelian. Thus, free
non-abelian means ‘free of rank at least 2.’

The free semigroup F s(X) with the generating set X is defined in the fashion
similar to F (X), except that we only allow the words in the alphabet X (and not
in X−1), in particular the reduction is not needed.

Proposition 7.22 (Universal property of free groups). A map ϕ : X → G
from the set X to a group G can be extended to a homomorphism Φ : F (X) → G
and this extension is unique.

Proof. Existence. The map ϕ can be extended to a map on X∪X−1 (which
we denote also ϕ) by ϕ(a−1) = ϕ(a)−1.

For every reduced word w = a1 · · · an in F = F (X) define

Φ(a1 · · · an) = ϕ(a1) · · ·ϕ(an).

Set Φ(1F ) := 1G, the identity element of G. We leave it to the reader to check that
Φ is a homomorphism.

Uniqueness. Let Ψ : F (X) → G be a homomorphism such that Ψ(x) = ϕ(x)
for every x ∈ X. Then for every reduced word w = a1 · · · an in F (X),

Ψ(w) = Ψ(a1) · · ·Ψ(an) = ϕ(a1) · · ·ϕ(an) = Φ(w).

�

Corollary 7.23. Every group is the quotient of a free group.

Proof. Apply Proposition 7.22 to the group G and a generating set X of G
(e.g., X = G). �

Lemma 7.24. Every short exact sequence 1→ N → G
r→ F (X)→ 1 splits. In

particular, G contains a subgroup isomorphic to F (X).
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Proof. Indeed, for each x ∈ X consider choose an element tx ∈ G projecting to
x; the map x 7→ tx extends to a group homomorphism s : F (X)→ G. Composition
r ◦ s is the identity homomorphism F (X) → F (X) (since it is the identity on
the generating set X). Therefore, the homomorphism s is a splitting of the exact
sequence. Since r ◦ s = Id, s is a monomorphism. �

Corollary 7.25. Every short exact sequence 1→ N → G→ Z→ 1 splits.

7.3. Presentations of groups

Let G be a group and S a generating set of G. According to Proposition 7.22,
the inclusion map i : S → G extends uniquely to an epimorphism πS : F (S)→ G.
The elements of Ker(πS) are called relators (or relations) of the group G with the
generating set S.

N.B. In the above, by an abuse of language we used the symbol s to designate
two different objects: s is a letter in F (S), as well as an element in the group G.

If R = {ri | i ∈ I} ⊂ F (S) is such that Ker(πS) is normally generated by R
(i.e. 〈〈R〉〉 = Ker(πS)) then we say that the ordered pair (S,R), usually denoted
〈S|R〉, is a presentation of G. The elements r ∈ R are called defining relators (or
defining relations) of the presentation 〈S|R〉.

A group G is said to be finitely presented if it admits a finite presentation, i.e.
a presentation with finitely many generators and relators.

By abuse of language we also say that the generators s ∈ S and the relations
r = 1, r ∈ R, constitute a presentation of the group G. Sometimes we will write
presentations in the form

〈si, i ∈ I|rj = 1, j ∈ J〉
where

S = {xi}i∈I , R = {rj}j∈J .
If both S and R are finite, then the pair S,R is called a finite presentation of G.

A group G is called finitely presented if it admits a finite presentation. Sometimes
it is difficult, and even algorithmically impossible, to find a finite presentation of a
finitely presented group, see [BW11].

Conversely, given an alphabet S and a set R of (reduced) words in the alphabet
S, we can form the quotient

G := F (S)/ 〈〈R〉〉 .
Then 〈S|R〉 is a presentation of G. By abusing notation, we will often write

G = 〈S|R〉 ,
if G is a group with the presentation 〈S|R〉. If w is a word in the generating set S,
we will use [w] to denote its projection to the group G. An alternative notation for
the equality

[v] = [w]

is
v ≡G w.

Note that the significance of a presentation of a group is the following:
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• every element in G can be written as a finite product x1 · · ·xn with

xi ∈ S ∪ S−1 = {s±1 : s ∈ S}
i.e. as a word in the alphabet S ∪ S−1;

• a word w = x1 · · ·xn in the alphabet S ∪ S−1 is equal to the identity in
G, w ≡G 1, if and only if in F (S) the word w is the product of finitely
many conjugates of the words ri ∈ R, i.e.

w =

m∏
i=1

ruii

for some m ∈ N, ui ∈ F (S) and ri ∈ R.
Below are few examples of group presentations:

Examples 7.26. (1) 〈a1, . . . , an | [ai, aj ], 1 6 i, j 6 n〉 is a finite presen-
tation of Zn ;

(2)
〈
x, y | xn, y2, yxyx

〉
is a presentation of the finite dihedral group D2n ;

(3)
〈
x, y | x2, y3, [x, y]

〉
is a presentation of the cyclic group Z6 .

Let 〈S|R〉 be a presentation of a group G. Let H be a group and ψ : X → H
be a map which “preserves the relators”, i.e. ψ(r) = 1 for every r ∈ R. Then:

Lemma 7.27. The map ψ extends to a group homomorphism ψ : G→ H.

Proof. By the universal property of free groups, the map ψ extends to a
homomorphism ψ̃ : F (X) → H. We need to show that 〈〈R〉〉 is contained in
Ker(ψ̃). However, 〈〈R〉〉 consists of products of elements of the form grg−1, where
g ∈ F, r ∈ R. Since ψ̃(grg−1) = 1, the claim follows. �

Exercise 7.28. The group
⊕

x∈X Z2 has presentation〈
x ∈ X|x2, [x, y],∀x, y ∈ X

〉
.

Proposition 7.29 (Finite presentability is independent of the generating set).
Assume that a group G has finite presentation 〈S | R〉, and let 〈X | T 〉 be an ar-
bitrary presentation of G, such that X is finite. Then there exists a finite subset
T0 ⊂ T such that 〈X | T0〉 is a presentation of G.

Proof. Every element s ∈ S can be written as a word as(X) in X. The map
iSX : S → F (X), iSX(s) = as(X) extends to a unique homomorphism p : F (S)→
F (X). Moreover, since πX ◦ iSX is an inclusion map of S into F (S), and both πS
and πX ◦ p are homomorphisms from F (S) to G extending the map S → G, by the
uniqueness of the extension we have that

πS = πX ◦ p.
This implies that Ker(πX) contains p(r) for every r ∈ R.

Likewise, every x ∈ X can be written as a word bx(S) in S, and this defines
a map iXS : X → F (S), iXS(x) = bx(S), which extends to a homomorphism
q : F (X)→ F (S). A similar argument shows that πS ◦ q = πX .

For every x ∈ X,

πX(p(q(x))) = πS(q(x)) = πX(x).
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This implies that for every x ∈ X, x−1p(q(x)) is in Ker(πX). Let N be the normal
subgroup of F (X) normally generated by

{p(r) | r ∈ R} ∪ {x−1p(q(x)) | x ∈ X} .
We have that N 6 Ker(πX). Therefore, there is a natural projection

proj : F (X)/N → F (X)/Ker(πX).

Let p̄ : F (S) → F (X)/N be the homomorphism induced by p. Since p̄(r) = 1 for
all r ∈ R, it follows that p̄(KerπS) = 1, hence, p̄ induces a homomorphism

ϕ : F (S)/Ker(πS)→ F (X)/N.

We next observe that the homomorphism ϕ is onto. Indeed, F (X)/N is generated
by elements of the form xN = p(q(x))N , and the latter is the image under ϕ of
q(x) Ker(πS).

Consider the homomorphism

proj ◦ ϕ : F (S)/Ker(πS)→ F (X)/Ker(πX)

Both the domain and the target groups are isomorphic to G. Each element x of the
generating set X is sent by the isomorphism G→ F (S)/Ker(πS) to q(x) Ker(πS).
The same element x is sent by the isomorphism G→ F (X)/Ker(πX) to xKer(πX).
Note that

proj ◦ ϕ (q(x) Ker(πS)) = proj(xN) = xKer(πX).

This means that, modulo the two isomorphisms mentioned above, the map proj◦ϕ
is idG. This implies that ϕ is injective, hence, a bijection. Therefore, proj is also
a bijection. This happens if and only if N = Ker(πX). In particular, Ker(πX) is
normally generated by the finite set of relators

< = {p(r) | r ∈ R} ∪ {x−1p(q(x)) | x ∈ X}.
Since < = 〈〈T 〉〉, every relator ρ ∈ < can be written as a product∏

i∈Iρ
tvii

with vi ∈ F (X), ti ∈ T and Iρ finite. It follows that Ker(πX) is normally generated
by the finite subset

T0 =
⋃
ρ∈<
{ti | i ∈ Iρ}

of T . �

Proposition 7.29 can be reformulated as follows: If G is finitely presented, X
is finite and

1→ N → F (X)→ G→ 1

is a short exact sequence, then N is normally generated by finitely many elements
n1, . . . , nk. This can be generalized to an arbitrary short exact sequence:

Lemma 7.30. Consider a short exact sequence

(7.1) 1→ N → K
π→ G→ 1 , with K finitely generated.

If G is finitely presented, then N is normally generated by finitely many elements
n1, . . . , nk ∈ N .
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Proof. Let S be a finite generating set of K; then S = π(S) is a finite gener-
ating set of G. Since G is finitely presented, by Proposition 7.29 there exist finitely
many words r1, . . . , rk in S such that〈

S | r1(S), . . . , rk(S)
〉

is a presentation of G.
Define nj = rj(S), an element of N by the assumption.
Let n be an arbitrary element in N and w(S) a word in S such that n = w(S) in

K. Then w(S) = π(n) = 1, whence in F (S) the word w(S) is a product of finitely
many conjugates of r1, . . . , rk. When projecting such a relation via F (S)→ K we
obtain that n is a product of finitely many conjugates of n1, . . . , nk. �

Proposition 7.31. Suppose that N a normal subgroup of a group G. If both
N and G/N are finitely presented then G is also finitely presented.

Proof. Let X be a finite generating set of N and let Y be a finite subset of
G such that Y = {yN | y ∈ Y } is a generating set of G/N . Let 〈X | r1, . . . , rk〉 be
a finite presentation of N and let

〈
Y | ρ1, . . . , ρm

〉
be a finite presentation of G/N .

The group G is generated by S = X ∪ Y and this set of generators satisfies a list
of relations of the following form:

(7.2) ri(X) = 1 , 1 6 i 6 k , ρj(Y ) = uj(X) , 1 6 j 6 m,

(7.3) xy = vxy(X) , xy
−1

= wxy(X)

for some words uj , vxy, wxy in S.
We claim that this is a complete set of defining relators of G.
All the relations above can be rewritten as t(X,Y ) = 1 for a finite set T of

words t in S. Let K be the normal subgroup of F (S) normally generated by T .
The epimorphism πS : F (S) → G defines an epimorphism ϕ : F (S)/K → G.

Let wK be an element in Ker(ϕ), where w is a word in S. Due to the set of
relations (7.3), there exist a word w1(X) in X and a word w2(Y ) in Y , such that
wK = w1(X)w2(Y )K.

Applying the projection π : G → G/N , we see that π(ϕ(wK)) = 1, i.e.
π(ϕ(w2(Y )K)) = 1. This implies that w2(Y ) is a product of finitely many conju-
gates of ρi(Y ), hence w2(Y )K is a product of finitely many conjugates of uj(X)K,
by the second set of relations in (7.2). This and the relations (7.3) imply that
w1(X)w2(Y )K = v(X)K for some word v(X) in X. Then the image ϕ(wK) =
ϕ(v(X)K) is in N ; therefore, v(X) is a product of finitely many conjugates of
relators ri(X). This implies that v(X)K = K.

We have thus obtained that Ker(ϕ) is trivial, hence ϕ is an isomorphism, equiv-
alently that K = Ker(πS). This implies that Ker(πS) is normally generated by the
finite set of relators listed in (7.2) and (7.3). �

We continue with a list of finite presentations of some important groups:

Examples 7.32. (1) Surface groups:

Πn = 〈a1, b1, . . . , an, bn|[a1, b1] · · · [an, bn]〉 ,
is the fundamental group of the closed connected oriented surface of genus
n, see e.g. [Hat02, Mas91].

211



(2) Right–angled Artin groups (RAAGs). Let G be a finite graph with the
vertex set V = {x1, . . . , xn} and the edge set E consisting of the edges
{[xi, xj ]}i,j . Define the right–angled Artin group by

AG := 〈V |[xi, xj ],whenever [xi, xj ] ∈ E〉 .
Here we commit a useful abuse of notation: In the first instance [xi, xj ]
denotes the commutator and in the second instance it denotes the edge of
G connecting xi to xj .

Exercise 7.33. a. If G contains no edges then AG is a free group on
n generators.

b. If G is the complete graph on n vertices then

AG ∼= Zn.

(3) Coxeter groups. Let G be a finite simple graph. Let V and E denote be
the vertex and the edge set of G respectively. Put a label m(e) ∈ N \ {1}
on each edge e = [xi, xj ] of G. Call the pair

Γ := (G,m : E → N \ {1})
a Coxeter graph. Then Γ defines the Coxeter group CΓ:

CΓ :=
〈
xi ∈ V |x2

i , (xixj)
m(e), whenever there exists an edge e = [xi, xj ]

〉
.

See [Dav08] for the detailed discussion of Coxeter groups.

(4) Artin groups. Let Γ be a Coxeter graph. Define

AΓ :=

〈
xi ∈ V | xixj · · ·︸ ︷︷ ︸

m(e) terms

=

 xjxi · · ·︸ ︷︷ ︸
m(e) terms

 , whenever e = [xi, xj ] ∈ E
〉
.

Then AΓ is a right-angled Artin group if and only if m(e) = 2 for every
e ∈ E. In general, CΓ is the quotient of AΓ by the subgroup normally
generated by the set

{x2
i : xi ∈ V }.

(5) Shephard groups: Let Γ be a Coxeter graph. Label vertices of Γ with
natural numbers nx, x ∈ V (Γ). Now, take a group, a Shepherd group,
SΓ to be generated by vertices x ∈ V , subject to Artin relators and, in
addition, relators

xnx , x ∈ V.
Note that, in the case nx = 2 for all x ∈ V , the group which we obtain
is the Coxeter group CΓ. Shephard groups (and von Dyck groups below)
are complex analogues of Coxeter groups.

(6) Generalized von Dyck groups: Let Γ be a labeled graph as in the previous
example. Define a group DΓ to be generated by vertices x ∈ V , subject
to the relators

xnx , x ∈ V ;

(xy)m(e), e = [x, y] ∈ E.
If Γ consists of a single edge, then DΓ is called a von Dyck group. Every
von Dyck group DΓ is an index 2 subgroup in the Coxeter group C∆,
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where ∆ is the triangle with edge-labels p, q, r, which are the vertex-edge
labels of Γ.

(7) Integer Heisenberg group:

H2n+1(Z) := 〈x1, . . . , xn, y1, . . . , yn, z |

[xi, z] = 1, [yj , z] = 1, [xi, xj ] = 1, [yi, yj ] = 1, [xi, yj ] = zδij , 1 6 i, j 6 n
〉
.

(8) Baumslag–Solitar groups:

BS(m,n) =
〈
a, b|abma−1 = bn

〉
,

where m,n are non-zero integers.

Exercise 7.34. Show that H2n+1(Z) is isomorphic to the group appearing in
Example 13.36, (3).

The classes of groups described so far were defined combinatorially, in terms of
their presentations. Below are several important classes of finitely presented groups
which are defined geometrically:

(1) CAT (−1) groups: Groups G which act geometrically on CAT (−1) metric
spaces.

(2) CAT (0) groups: Groups G which act geometrically on CAT (0) metric
spaces.

(3) Automatic groups: We refer the reader to [ECH+92] for the definition.
(4) Hyperbolic and relatively hyperbolic groups, which will be defined in

Chapter 11.
(5) Semihyperbolic groups, see [JA95].

An important feature of finitely presented groups is provided by the following
theorem, see e.g. [Hat02]:

Theorem 7.35. Every finitely generated group is the fundamental group of a
smooth closed manifold of dimension 4.

Laws in groups.

Definition 7.36. An identity (or law) is a non-trivial reduced word

w = w(x1, . . . , xn)

in the letters x1, . . . , xn and their inverses. A group G is said to satisfy the identity
(law) w = 1 if this equality is satisfied in G whenever x1, . . . , xn are replaced by
arbitrary elements in G. In other words, for the group

Q = 〈x1, . . . , xn|w〉 ,
the pull-back map

Hom(Q,G) −→ Hom(Fn, G)

is surjective.

Examples 7.37 (Groups satisfying a law). (1) Abelian groups. Here the
law is

w(x1, x2) = x1x2x
−1
1 x−1

2 .
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(2) Solvable groups, see section 13.6, equation (13.10).

(3) Free Burnside groups. The free Burnside group

B(n,m) =
〈
x1, . . . , xn | wn for every word w in x±1

1 , . . . , x±1
n

〉
.

It is known that these groups are infinite for sufficiently large m (see
[Ady79], [Ol′91a], [Iva94], [Lys96], [DG] and references therein).

Note that free nonabelian groups (and, hence, groups containing them) do not
satisfy any law.

7.4. The rank of a free group determines the group. Subgroups

Proposition 7.38. Two free groups F (X) and F (Y ) are isomorphic if and
only if X and Y have the same cardinality.

Proof. A bijection ϕ : X → Y extends to an isomorphism Φ : F (X)→ F (Y )
by Proposition 7.22. Therefore, two free groups F (X) and F (Y ) are isomorphic if
X and Y have the same cardinality.

Conversely, let Φ : F (X) → F (Y ) be an isomorphism. Take N := N(X) 6
F (X), the subgroup generated by the subset {g2 : g ∈ F (X)}; clearly, N is normal
in F (X). Then, Φ(N(X)) = N(Y ) is the normal subgroup generated by {h2 : h ∈
F (Y )}. It follows that Φ induces an isomorphism Ψ : F (X)/N(X)→ F (Y )/N(Y ).

Lemma 7.39. The quotient F̄ := F/N is isomorphic to A = Z⊕X2 , where
F = F (X).

Proof. Recall that A has the presentation〈
x ∈ X|x2, [x, y],∀x, y ∈ X

〉
,

see Exercise 7.28. We now prove the assertion of the lemma. Let π : F → F̄ denote
the quotient map. Since π(g) = π(g−1) for all g ∈ F , we conclude that for all
g, h ∈ X,

1 = π((hg)2) = π([g, h]),

and, therefore, F̄ is abelian.
Consider the map η : F → A sending the generators of F to the obvious

generators of A. Since A satisfies the law a2 = 1 for all a ∈ A, it is clear that
η = φ ◦ π, for some homomorphism φ : F̄ → A. We next construct the inverse ψ
to φ. We define ψ on the generators x ∈ X of A: ψ(x) = x̄ = π(x). We need to
show that ψ preserves the relators of A (as in Lemma 7.27): Since F̄ is abelian,
[ψ(x), ψ(y)] = 1 for all x, y ∈ X. Moreover, ψ(x)2 = 1 since F̄ also satisfies the law
g2 = 1. It is clear that φ, ψ are inverses to each other. �

Thus, F (X)/N(X) is isomorphic to Z⊕X2 , while F (Y )/N(Y ) is isomorphic to
Z⊕Y2 . It follows that Z⊕X2

∼= Z⊕Y2 as Z2–vector spaces. Therefore, X and Y have
the same cardinality, by uniqueness of the dimension of vector spaces. �

Remark 7.40. Proposition 7.38 implies that for every cardinal number n there
exists, up to isomorphism, exactly one free group of rank n. We denote this group
by Fn.
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Recall that the rank of a finitely generated group G is the least number of
generators of G. In other words,

rank (G) = min{r : ∃ an epimorphism Fr → G}.
Corollary 7.41. For each finite n, the number n is the least cardinality of a

generating set of Fn. In other words, rank (Fn) = n.

Proof. If this theorem fails, there exists a epimorphism

h : F (X)→ F (Y ), |X| = m < |Y | = n.

This epimorphism projects to an epimorphism of the abelian quotients

h̄ : A = F (X)/N(X)→ B = F (Y )/N(Y ).

However, A and B are vector spaces over Z2 of dimensions m and n respectively.
This contradicts the assumption that m < n. �

Theorem 7.42 (Nielsen–Schreier). Any subgroup of a free group is a free group.

This theorem will be proven in Corollary 7.80 using topological methods; see
also [LS77, Proposition 2.11].

7.5. Free constructions: Amalgams of groups and graphs of groups

7.5.1. Amalgams. Amalgams (amalgamated free products and HNN exten-
sions) allow one to build more complicated groups starting with a given pair of
groups or a group and a pair of its subgroups which are isomorphic to each other.

Amalgamated free products. As a warm-up we first define the free product
of groups G1 = 〈X1|R1〉 , G2 = 〈X2|R2〉 by the presentation:

G1 ? G2 = 〈G1, G2| 〉 ,
which is a shorthand for the presentation:

〈X1 tX2|R1 tR2〉 .
For instance, the free group of rank 2 is isomorphic to Z ? Z.

More generally, suppose that we are given subgroups Hi 6 Gi (i = 1, 2) and an
isomorphism

φ : H1 → H2 .

Define the amalgamated free product

G1 ?H1
∼=H2

G2 =
〈
G1, G2|φ(h)h−1, h ∈ H1

〉
.

In other words, in addition to the relators in G1, G2 we identify φ(h) with h for
each h ∈ H1. A common shorthand for the amalgamated free product is

G1 ?H G2,

where H ∼= H1
∼= H2 (the embeddings of H into G1 and G2 are suppressed in this

notation).

HNN extensions. This construction is named after G. Higman, B. Neumann
and H. Neumann who first introduced it in [HNN49]. It is a variation on the
amalgamated free product where G1 = G2. Namely, suppose that we are given
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a group G, its subgroup H and a monomorphism φ : H → G. Then the HNN
extension of G via φ is defined as

G?H,φ =
〈
G, t|tht−1 = φ(h),∀h ∈ H

〉
.

A common shorthand for the HNN extension is

G?H

where the monomorphism φ is suppressed in this notation.

Exercise 7.43. Suppose that H is the trivial subgroup. Then

G?H ∼= G ? Z.

Exercise 7.44. Let G = 〈S|R〉, where R is a single relator which contains each
letter x ∈ X exactly twice (possibly as x−1). Show that G is isomorphic to the free
product of the fundamental group of a closed surface and a free group. Give an
example where the free factor is non-trivial.

More generally, one defines simultaneous HNN extension of G along a collec-
tion of isomorphic subgroups: Suppose that we are given a collection of subgroups
Hj , j ∈ J of G and isomorphic embeddings φj : Hj → G. Then define the group

G?φj :Hj→G,j∈J =
〈
G, tj , j ∈ J |tjht−1

j = φj(h),∀h ∈ Hj , j ∈ J
〉
.

7.5.2. Graphs of groups. In this section, graphs are no longer assumed to
be simplicial, but are assumed to connected. The notion of graphs of groups is
a very useful generalization of both the amalgamated free product and the HNN
extension.

Suppose that Γ is a graph. Assign to each vertex v of Γ a vertex group Gv;
assign to each edge e of Γ an edge group Ge. We orient each edge e so that its head
is e+ and the tail is e− (this allows for the possibility that e+ = e−). Suppose,
furthermore, that for each edge e we are given monomorphisms

φe+ : Ge → Ge+ , φe− : Ge → Ge− .

Remark 7.45. More generally, one can allow non-injective homomorphisms

Ge → Ge+ , Ge → Ge− ,

but we will not consider them here, see [Mas91].

The oriented graph Γ together with the collection of vertex and edge groups
and the monomorphisms φe± is called a graph of groups G based on the graph Γ.

Our next goal is to convert (connected) graphs of groups G into groups. We
first do this in the case when Γ is simply-connected, i.e. is a tree.

Definition 7.46. Suppose that Γ is a tree. The fundamental group π(G) =
π1(G) of a graph of groups based on a tree Γ is a group G satisfying the following:

1. There is a collection of compatible homomorphisms

Gv → G,Ge → G, v ∈ V (Γ), e ∈ E(Γ),

i.e. that whenever v = e±, we have the commutative diagram
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Gv

Ge -

φ e
±

-

G

-

2. The group G is universal with respect to the above property, i.e. given any
group H and a collection of compatible homomorphisms Gv → H,Ge → H, there
exists a unique homomorphism G→ H such that we have commutative diagrams

G

Gv -

-

H

-

for all v ∈ V (Γ).

Note that the above definition easily implies that G = π(G) is unique (up to an
isomorphism). For the existence of π(G) see [Ser80] and the discussion below. It is
also a non-trivial (but not a very difficult to prove) fact that the homomorphisms
Gv → G are injective.

Suppose now that Γ is connected but not simply-connected. We then let T ⊂
Γ be a maximal subtree and T ⊂ G be the corresponding subgraph of groups.
Set GT := π(T ). For each edge e = [v, w] ∈ E(Γ) which is not in T , we have
embeddings ψe± obtained by composing φe± : Ge → Gv, Gw with embeddings
Gv, Gw → GT . Thus, for each edge e which is not in T , we have two isomorphisms
Ge → G±e < GT and, accordingly, we obtain isomorphisms G−e → G+

e . Lastly, using
these isomorphisms, define the simultaneous HNN extension G of GT . Lastly, set
π(G) = G.

Whenever G ∼= π(G), we will say that G determines a graph of groups decom-
position of G. The decomposition G is called trivial if there is a vertex v so that
the natural homomorphism Gv → G is onto.

Example 7.47. 1. Suppose that the graph Γ consists of a single edge e whose
head e+ is the vertex called 2 and the tail e− is the vertex called 1. Assume that
φe−(Ge) = H1 6 G1, φe+(Ge) = H2 6 G2. Then

π(G) ∼= G1 ?H1
∼=H2

G2.

2. Suppose that the graph Γ is a monogon, consisting of an edge e connecting
the vertex called 1 to itself. Suppose, furthermore, φe−(Ge) = H1 6 G1, φe+(Ge) =
H2 6 G1. Then

π(G) ∼= G1 ?H1
∼=H2 .

Once this example is understood, one can show that for every graph of groups G,
the group π1(G) exists by describing this group in terms of generators and relators in
the manner similar to the definition of the amalgamated free product and the HNN
extension. In the next section we will see how to construct π1(G) using topology.
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7.5.3. Converting graphs of groups into amalgams. Suppose that G is
a graph of groups and G = π1(G). Our goal is to convert G into an amalgam
decomposition of G. There are two cases to consider:

1. Suppose that the graph Γ underlying G contains a oriented edge e = [v1, v2]
so that e separates Γ in the sense that the graph Γ′ obtained form Γ by removing
e (and keeping v1, v2) is a disjoint union of connected subgraphs Γ1 t Γ2, where
vi ∈ V (Γi). Let Gi denote the subgraph in the graph of groups G, corresponding to
Γi, i = 1, 2. Then set

Gi := π1(Gi), i = 1, 2, G3 := Ge.

We have composition of embeddings Ge → Gvi → Gi → G. Then the universal
property of π1(Gi) and π1(G) implies that G ∼= G1 ?G3

G2: One simply verifies that
G satisfies the universal property for the amalgam G1 ?G3

G2.

2. Suppose that Γ contains an oriented edge e = [v1, v2] such that e does not
separate Γ. Let Γ1 := Γ′, where Γ′ is obtained from Γ by removing the edge e as
in the Case 1. Set G1 := π1(G1) as before. Then the embeddings

Ge → Gvi , i = 1, 2

induce embeddings Ge → Gi with the images H1, H2 respectively. Similarly to the
Case 1, we obtain

G ∼= G1?Ge = G1?H1
∼=H2

where the isomorphism H1 → H2 is given by the composition

H1 → Ge → H2.

Clearly, G is trivial if and only if the corresponding amalgam G1 ?G3 G2 or
G1?Ge is trivial.

7.5.4. Topological interpretation of graphs of groups. Let G be a graph
of groups. Suppose that for all vertices and edges v ∈ V (Γ) and e ∈ E(Γ) we
are given connected cell complexes Mv,Me with the fundamental groups Gv, Ge
respectively. For each edge e = [v, w] assume that we are given a continuous map
fe± : Me → Me± which induces the monomorphism φe± . This collection of spaces
and maps is called a graph of spaces

GM := {Mv,Me, fe± : Me →Me± : v ∈ V (Γ), e ∈ E(Γ)}.
In order to construct GM starting from G, recall that each group G admits a

cell complex K(G, 1) whose fundamental group is G and whose universal cover is
contractible, see Section 5.8.2. Given a group homomorphism φ : H → G, there
exists a continuous map, unique up to homotopy,

f : K(H, 1)→ K(G, 1)

which induces the homomorphism φ. Then one can take Mv := K(Gv, 1), Me :=
K(Ge, 1), etc.

To simplify the picture (although this is not the general case), the reader can
think of eachMv as a manifold with several boundary components which are home-
omorphic to Me1 ,Me2 , . . ., where ej are the edges having v as their head or tail.
Then assume that the maps fe± are homeomorphisms onto the respective boundary
components.
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For each edge e we form the product Me × [0, 1] and then form the double
mapping cylinders for the maps fe± , i.e. identify points of Me ×{0} and Me ×{1}
with their images under fe− and fe+ respectively. Let M denote the resulting cell
complex. It then follows from the Seifert–Van Kampen theorem [Mas91] that

Theorem 7.48. The group π1(M) is isomorphic to π(G).

This theorem allows one to think of the graphs of groups and their fundamental
groups topologically rather than algebraically.

Exercise 7.49. Use the above interpretation to show that for each vertex
v ∈ V (Γ) the canonical homomorphism Gv → π(G) is injective.

Example 7.50. The group F (X) is isomorphic to π1(∨x∈XS1).

7.5.5. Constructing finite-index subgroups. In this section we use the
topological interpretation of graphs of groups in order to construct finite-index
subgroups. The main result (Theorem 7.52) will be used in the proof of quasi-
isometric rigidity of virtually free groups in Chapter 20.

Let G be a finite graph of groups. Suppose that we are given a compatible
collection of finite index subgroups G′v < Gv, G

′
e < Ge for each vertex and edge

group of G, i..e, a collection of subgroups such that whenever v = e±, we have

Gv ∩ φe±(G′e) = G′v ∩ φe±(Ge).

We refer to this equality as the compatibility condition.

Theorem 7.51. For every compatible collection of finite-index subgroups as
above, there exists a finite-index subgroup G′ < G such that

G′ ∩Gv = G′v, G′ ∩Ge = G′e

for every vertex v and edge e. Furthermore, G′ = π1(G′), where G′ is another finite
graph of groups, for which there exists a morphism of graphs of groups

p : G′ → G
inducing the inclusion G′ ↪→ G.

Proof. This theorem is proven by John Hempel in [Hem87] (Theorem 2.2).
Our proof mostly follows his arguments.

Let Γ denote the graph underlying G. For each vertex group Gv (resp. edge
group Ge) of G we let Xv (resp. Xe) denote a classifying space of this group. Then,
as in Section 7.5.4, we convert the graph of groups G into a graph of spaces X, with
vertex spaces Xv and edge spaces Xe. We will use the notation

fe± : Xe → Xe±

for the attaching maps inducing the monomorphisms φe± . It will be convenient to
assume that distinct attaching maps have disjoint images.

We will construct the subgroup G′ as the fundamental group of another graph
of spaces X ′ which admits a finite cover p : X ′ → X, such that G′ = p∗(π1(X ′)).
The group inclusions G′v → Gv, G

′
e → Gv are induced by finite covers of spaces

X ′v → Xv, X ′e → Xe.

We now assemble the spaces X ′v, X ′e into a finite connected graph of spaces X ′. We
let dv, de denote the degrees of these covers, i.e.

dv = |Gv : G′v| .
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Set

d =
∏

v∈V (Γ)

dv .

Now, for each v ∈ V (Γ) we let X̃v denote the disjoint union of d/dv copies of X ′v.
We will use the notation X ′vi for components of X̃v.
Our next goal is to describe how to connect components X ′vi to each other via

copies of the double mapping cones for the maps X ′e → X ′v. We then observe that
by the definition of X̃v and the compatibility assumption, for each edge e with
e+ = v, e− = w, the number of components preimages of fe+(Xe) in X̃v equals
the number of components of preimages of fe−(Xe) in X̃w. We therefore, match
these subsets of X̃v, X̃w in pairs. For every such pair, we connect the corresponding
vertices vi, wj by an edge eij . This defines a new graph Γ̃′ whose vertices are vi’s
and edges are eij ’s, where v runs through the vertex set of Γ. The graph Γ̃′ is, a
priori, disconnected, we pick a connected component Γ′ of this graph.

We then construct a graph of spaces X ′ based on Γ′ as follows. For each vertex
vi, we take, of course, X ′vi as the associated vertex space. For every edge eij define

X ′eij = X ′e

where eij corresponds to the matching of preimages of fe±(Xe). Accordingly, we
let the map

feij+ : X ′eij → X ′vi

be the lift of the attaching map fe+ : Xe → Xv. Note that these lifts exist by the
compatibility assumption. We do the same for the vertex eij−. As the result, we
obtain a connected graph of spaces.

We leave it to the reader to verify that the covering maps

X ′vi → Xv, X ′eij → Xe

assemble to a covering map X ′ → X. This covering map is finite-to-one by the
construction. It induces an embedding G′ = π1(X ′) → G = π1(X). Again, by
construction, this embedding satisfies the requirements of the theorem. �

As an application we obtain:

Theorem 7.52. Let G be a finite graph of finite groups. Then its fundamental
group G = π1(G) is virtually free.

Proof. For each vertex group Gv of G we let G′v < Gv be the trivial subgroup;
we make the same choice for the edge groups. Let G′ < G denote the finite-index
subgroup and the morphism

G′ → G
given by Theorem 7.51. By construction, G′ has trivial vertex groups. Hence, for
the underlying graph Γ′ of G′ we obtain

G′ = π1(Γ′)

which is free. �
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7.5.6. Graphs of groups and group actions on trees. An action of a
group G on a tree T is an action G y T such that each element of G acts as an
automorphism of T , i.e. such action is a homomorphism G → Aut(T ). A tree T
with the prescribed action Gy T is called a G–tree. An action Gy T is said to be
without inversions if whenever g ∈ G preserves an edge e of T , it fixes e pointwise.
The action is called bounded (or trivial) if there is a vertex v ∈ T fixed by the entire
group G.

Remark 7.53. Later on, in Chapter 11, we will encounter more complicated
(non-simplicial) real trees and group actions on such trees.

Our next goal is to explain the relation between the graph of groups decompo-
sitions of G and actions of G on simplicial trees without inversions.

Suppose that G ∼= π(G) is a graph of groups decomposition of G. We associate
with G a graph of spaces M = MG as in Section 7.5.4. Let X denote the universal
cover of the corresponding cell complex M . Then X is the disjoint union of the
copies of the universal covers M̃v, M̃e× (0, 1) of the complexes Mv and Me× (0, 1).
We will refer to this partitioning of X as the tiling of X. In other words, X has the
structure of a graph of spaces, where each vertex/edge space is homeomorphic to
M̃v, v ∈ V (Γ), M̃e × [0, 1], e ∈ E(Γ). Let T denote the graph corresponding to X:
Each copy of M̃v determines a vertex in T and each copy of M̃e × [0, 1] determines
an edge in T .

Example 7.54. Suppose that Γ consists of two vertices 1 and 2 and the edge
[1, 2] connecting them, M1 and M2 are surfaces of genus 1 with a single boundary
component each. Let Me be the circle. We assume that the maps fe± are homeo-
morphisms of this circle to the boundary circles of M1,M2. Then, M is a surface
of genus 2. The graph T is sketched in Figure 7.1.

The Mayer–Vietoris theorem, applied to the above tiling of X, implies that
0 = H1(X,Z) ∼= H1(T,Z). Therefore, T = T (G) is a tree. The group G = π1(M)
acts on X by deck-transformations, preserving the tiling. Thus, we obtain the
induced action Gy T . If g ∈ G preserves some M̃e× (0, 1), then g comes from the
fundamental group of Me. Therefore, such g also preserves the orientation on the
segment [0, 1]. Hence, the action G y T is without inversions. Observe that the
stabilizer of each M̃v in G is conjugate in G to π1(Mv) = Gv. Moreover, T/G = Γ.

Example 7.55. Let G = BS(n,m) be the Baumslag-Solitar group described
in Example 7.32, (8). The group G clearly has the structure of a graph of groups
since it is isomorphic to the HNN extension of Z,

Z?H1
∼=H2

where the subgroups H1, H2 ⊂ Z have the indices n and m respectively. In order to
construct the cell complex K(G, 1), take the circle S1 = Mv, the cylinder S1× [0, 1]
and attach the ends to this cylinder to Mv by the maps of the degrees p and
q respectively. Now, consider the associated G–tree T . Its vertices have valence
n+m: Each vertex v hasm incoming and n outgoing edges so that for each outgoing
edge e we have v = e− and for each incoming edge we have v = e+. The vertex
stabilizer Gv ∼= Z permutes (transitively) incoming and outgoing edges among each
other. The stabilizer of each outgoing edge is the subgroup H1 and the stabilizer of
each incoming edge is the subgroupH2. Thus, the action of Z on the set of incoming
edges is via the group Z/m and on the set of outgoing edges via the group Z/n.
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Figure 7.1. Universal cover of the genus 2 surface.

v

outgoing
incoming

Figure 7.2. Tree for the group BS(2, 3).

Lemma 7.56. The action Gy T is bounded if and only if the graph of groups
decomposition of G is trivial.

Proof. Suppose that G fixes a vertex ṽ ∈ T . Then π1(Mv) = Gv = G, where
v ∈ Γ is the projection of ṽ. Hence, the decomposition of G is trivial. Conversely,
suppose that Gv maps onto G. Let ṽ ∈ T be the vertex which projects to v. Then
π1(Mv) is the entire π1(M) and, hence, G preserves M̃ṽ. Therefore, the group G
fixes ṽ. �

Conversely, each action of G on a simplicial tree T yields a realization of G as
the fundamental group of a graph of groups G, such that T = T (G). Here is the
construction of G. Furthermore, an unbounded action leads to a non-trivial graph
of groups.
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If the actionGy T has inversions, we replace T with its barycentric subdivision
T ′. Then G acts on T ′ without inversions. If the action G y T is unbounded, so
is G y T ′. Thus, from now on, we assume that G acts on T without inversions.
Then, the quotient T/G is a graph Γ: V (Γ) = V (T )/G and E(Γ) = E(T )/G. For
every vertex ṽ and edge ẽ of T we let Gṽ and Gẽ be their respective stabilizes in
G. Clearly, whenever ẽ = [ṽ, w̃], we get the embedding

Gẽ → Gṽ.

If g ∈ G maps oriented the edge ẽ = [ṽ, w̃] to an oriented edge ẽ′ = [ṽ′, w̃′], we
obtain isomorphisms

Gṽ → Gṽ′ , Gw̃ → Gw̃′ , Gẽ → Gẽ′

induced by conjugation via g and the following diagram is commutative:
Gẽ - Gṽ

Gẽ′
?

- Gṽ′
?

We set Gv := Gṽ, Ge := Gẽ, where v and e are the projections of ṽ and edge ẽ to Γ.
For every edge e of Γ oriented as e = [v, w], we define the monomorphism Ge → Gv
as follows. By applying an appropriate element g ∈ G as above, we can assume
that ẽ = [ṽ, w̃]. We then define the embedding Ge → Gv to make the diagram

Gẽ - Gṽ

Ge
?

- Gv
?

commutative. The result is a graph of groups G. We leave it to the reader to
verify that the functor (G y T )→ G described above is the inverse of the functor
G → (G y T ) for G with G = π1(G). In particular, G is trivial if and only if the
action Gy T is bounded.

Definition 7.57. G → (G y T ) → G is the Bass–Serre correspondence be-
tween realizations of groups as fundamental groups of graphs of groups and group
actions on trees without inversions.

We refer the reader to [SW79] and [Ser80] for further details on the Bass–
Serre correspondence. Below is a simple, yet non-obvious, example of application
of this correspondence:

Lemma 7.58. Suppose that G is countable, but not finitely generated. Then G
admits a non-trivial action on a simplicial tree.

Proof. Using countability of G, enumerate the elements of the group G and
define an exhaustion of G by finitely generated subgroups:

G1 6 G2 6 G3 6 . . .
where Gn+1 = 〈Gn, gn+1〉. The inclusion homomorphisms

ιn : Gn ↪→ Gn+1
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determine an infinite graph of groups, where vertices are labeled vn, n ∈ N, the
vertex groups are Gvn = Gn, the edge groups are

Gen = Gn, en = [vn, vn+1]

and the map Gen → Gvn is the identity, while the map Gen → Gvn+1
is ιn. We

claim that the fundamental group π1(G) of this graph of groups is G itself. Indeed,
we have natural inclusion homomorphisms

fn : Gn → G.

If H is a group and hn : Gn → H are homomorphisms, such that

hn+1|Gn = hn,

then hn’s determine a homomorphism h : G → H by h(g) = hn(g) whenever
g ∈ Gn. Uniqueness of h is also clear. Thus, G satisfies the universality property
in the definition of π1(G) and, hence, G ∼= π1(G).

Next, none of the vertex groups Gn maps onto G via the inclusion homomor-
phism ιn. Therefore, the action G y T of G on a simplicial tree, defined by the
Bass–Serre correspondence, is non-trivial and without inversions. �

7.6. Ping-pong lemma. Examples of free groups

The ping-pong lemma is a simple, yet powerful, tool for constructing free groups
acting on sets. We will see in Chapter 15 how ping-pong is used for the proof of
the Tits Alternative.

We begin with the ping-lemma, a version of the ping-pong lemma for semi-
groups:

Lemma 7.59 (Ping-pong for semigroups). Let X be a set, and let g : X → X
and h : X → X be two injective maps. Suppose that A ⊂ X is a non-empty
subset such that g(A), h(A) are disjoint subsets of A. Then g, h generate a free
subsemigroup of rank 2 in the semigroup of self-maps X → X. Moreover, for two
distinct words w,w′ in the generators g, h,

w(A) ∩ w′(A) = ∅.
Proof. Let w,w′ be distinct non-empty words in the alphabet g, h. We claim

that w(A) ∩ w′(A) = ∅. We prove this by induction on the maximum of lengths
`(w), `(w′) of w,w′. If both w,w′ have unit length the claim is immediate. Suppose
that the claim holds for all words w,w′ such that max(`(w), `(w′)) 6 n. Let w,w′
be distinct non-empty words in g, h such that `(w) 6 `(w′) = n + 1. The words
w,w′ either have the same first letter (the prefix), or distinct prefixes. Suppose first
that w,w′ have the same prefix x ∈ {g, h}; then

w = xu w′ = xu′, y 6= y′, max(`(u), `(u′)) 6 n.
Then, by the induction hypothesis,

u(A) ∩ u′(A) = ∅.
Injectivity of x implies that the sets w(A) = xu(A) and w′(A) = xu′(A) are also
disjoint, as claimed. Suppose, next, that w,w′ have distinct prefixes:

w = xu w′ = x′u′, {x, x′} = {g, h}.
Then w(A) ⊂ x(A), w′(A) ⊂ x′(A) are disjoint and the claim follows. �
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Exercise 7.60. Suppose that g ∈ Bij(X) is a bijection such that for some
A ⊂ X,

g(A) ( A.

Then g has infinite order.

We next consider ping-pong for groups of bijections. The setup for the ping-
pong lemma is a pair of bijections g1, g2 ∈ Bij(X) (“ping-pong partners”) and a
quadruple of non-empty subsets

B±i ⊂ X, i = 1, 2,

whose union is B ⊂ X. Define

C+
i := B \B−i , C−i := B \B+

i , i = 1, 2.

We require that:
C±i 6⊂ B±j and C±i 6⊂ B∓j for all choices of i, j and +,−.
Typically, this is achieved by assuming that all the four setsB±1 , B

±
2 are pairwise

disjoint and non-empty.

Lemma 7.61 (Ping–pong, or table–tennis, lemma). Let X, B±i , C
±
i be as above,

and suppose that
g±1
i (C±i ) ⊂ B±i , i = 1, 2.

Then the bijections g1, g2 generate a rank 2 free subgroup of Bij(X).

Proof. Let w be a non-empty reduced word in {g, g−1, h, h−1}. In order to
prove that w corresponds to a non-identity element of Bij(X), it suffices to check
that w(C±j ) ⊂ B±i for some i, j and for some choice of + or −. We claim that
whenever w has the form

w = g±1
i ug±1

j ,

we have
w(C±j ) ⊂ B±i .

This would immediately imply that w does not represent the identity map X → X.
The claim is proven by induction on the length `(w) of w as in the proof of Lemma
7.59. The statement is clear if `(w) = 1. Suppose it holds for all words w′ of length
n, we will prove it for words w or length n+ 1. Such w has the form

w = g±1
i w′, `(w′) = n.

Since the prefix of w′ cannot equal g∓1
i (as w is a reduced word), it follows from

the induction hypothesis that (for some j and a choice of +,−)
w′(C±j ) ⊂ C±i .

Since
g±1
i w′(C±j ) ⊂ g±1

i (C±i ) ⊂ B±i ,
the claim follows. �

Lemma 7.61 extends to the case of free products of subgroups. The setup for
this extension is a collection {Gi : i ∈ I} of subgroups of Bij(X), and of subsets
Ai ⊂ X (i ∈ I), whose union is denoted

A =
⋃
i∈I

Ai.

For each Ai define Aci = A \Ai.
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Lemma 7.62 (The ping-pong lemma for free products). Given the above data,
suppose that:

(1) For each pair i, j ∈ I,
Aci 6⊂ Aj .

(2) For each i ∈ I and all g ∈ Gi \ {1}, we have the inclusion

g(Aci ) ⊂ Ai.
Then the natural homomorphism

φ : ?i∈IGi → Bij(X), φ|
Gi

= IdGi , i ∈ I,
is a monomorphism.

Proof. Consider a non-trivial word w in the alphabet⋃
i∈I

Gi,

where no two consecutive letters belong to the same Gk. Suppose that w has the
prefix gi ∈ Gi \ {1} and the suffix gj ∈ Gj \ {1}. We claim that

w(Acj) ⊂ Ai.
The proof is the induction on the length `(w) of w. The claim is clear for `(w) = 1.
Suppose that the claim holds for all words w′ of the length n and let w be a word
of the length n+ 1. Then w has the form

w = giw
′, `(w′) = n,

where the suffix of w′ is gj ∈ Gj . Since the prefix of w′ cannot equal to an element
of Gi, it follows from the induction hypothesis that

w′(Acj) ⊂ Ai.
Hence, w(Acj) ⊂ gi(A

c
i ) ⊂ Ai. Since Acj 6⊂ Ai, we conclude that w(Acj) 6= Acj and,

hence, w 6= Id. It follows that the homomorphism φ is injective. �
In the following example we illustrate both forms of ping-pong.

Example 7.63. For any real number r > 1 the matrices

g1 =

(
1 r
0 1

)
and g2 =

(
1 0
r 1

)
generate a free subgroup of SL(2,R).

First proof. The group SL(2,R) acts (with the kernel ±I) on the upper half plane
H2 = {z ∈ C | =(z) > 0} by linear fractional transformations

z 7→ az + b

cz + d
.

Define quater-planes

B+
1 = {z ∈ H2 : <(z) > r/2, B−1 = {z ∈ H2 : <(z) < −r/2}

and open disks

B+
2 := {z ∈ H2 : |z − 1

r
| < 1

r
}, B−2 := {z ∈ H2 : |z +

1

r
| < 1

r
}.

The reader will verify that gk, B±k , k = 1, 2 satisfy the assumptions of Lemma 7.61.
It follows that the group 〈g1, g2〉 is free of rank 2.
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Figure 7.3. Example of ping-pong.

Second proof. The group SL(2,R) also acts linearly on R2. Consider the infinite
cyclic subgroups Gk = 〈gk〉, i = 1, 2 of SL(2,R). Define the following subsets of R2

A1 =

{(
x
y

)
: |x| > |y|

}
and A2 =

{(
x
y

)
: |x| < |y|

}
.

Then for each g ∈ G1 \ {1}, g(A2) ⊂ A1 and for each g ∈ G2 \ {1}, g(A1) ⊂ A2.
Therefore, the subgroup of SL(2,R) generated by g1, g2 is free of rank 2 according
to Lemma 7.62. �

Remark 7.64. The statement in the Example 7.63 no longer holds for r = 1.
Indeed, in this case we have

g−1
1 g2g

−1
1 =

(
1 −1
0 1

)(
1 0
1 1

)(
1 −1
0 1

)
=

(
0 1
−1 0

)
.

Thus, (g−1
1 g2g

−1
1 )2 = I, and, hence, the group generated by g1, g2 is not free.

7.7. Free subgroups in SU(2)

As an application of ping-pong in SL(2,R) and the formalism of algebraic
groups, we will now give a “cheap” proof of the fact that the group SU(2) contains
a subgroup isomorphic to F2, the free group on two generators:

Lemma 7.65. The subset of monomorphisms F2 → SU(2) is dense (with respect
to the classical topology) in the variety Hom(F2, SU(2)) = SU(2)× SU(2).

Proof. Consider the space V = Hom(F2, SL(2,C)) = SL(2,C) × SL(2,C);
every element w ∈ F2 defines a polynomial function

fw : V → SL(2,C), fw(ρ) = ρ(w).

Since SL(2,R) 6 SL(2,C) contains a subgroup isomorphic to F2 (see Example
7.63), it follows that for every w 6= 1, the function fw takes values different from 1.
In particular, the subset Ew := f−1

w (1) is a proper (complex) subvariety in V . Since
SL(2,C) is a connected complex manifold, the variety SL(2,C) is irreducible; hence,
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V is irreducible as well. It follows that for every w 6= 1, Ew has empty interior (in
the classical topology) in V . Suppose that for some w 6= 1, the intersection

E′w := Ew ∩ SU(2)× SU(2)

contains a non-empty open subset U . In view of Exercise 5.51, SU(2) is Zariski
dense (over C) in SL(2,C); hence, U (and, thus, Ew) is Zariski dense in V . It then
follows that Ew = V , which is false. Therefore, for every w 6= 1, the closed (in the
classical topology) subset E′w ⊂ Hom(F2, SU(2)) has empty interior. Since F2 is
countable, by Baire category theorem, the union

E :=
⋃
w 6=1

E′w

has empty interior in Hom(F2, SU(2)). Since every ρ /∈ E is injective, lemma
follows. �

Since the group SU(2)/{±I} is isomorphic to SO(3), we also obtain:

Corollary 7.66. The subset of monomorphisms F2 → SO(3) is dense in the
variety Hom(F2, SO(3)).

7.8. Ping-pong on projective spaces

We will frequently use the Ping-pong lemma in the case when X is a projective
space. This application of the ping-pong argument is the key for the proof of the
Tits Alternative.

Let V be an n-dimensional space over a local field K, the reader should think
of R,C, or Qp. We endow the projective space P (V ) with the metric d as in Section
2.9. We refer the reader to Section 2.10 for the notion of proximality, attractive
points Ag ∈ P (V ) and exceptional hyperplanes Eg ⊂ P (V ) for proximal projective
transformations.

Definition 7.67. Two proximal elements g, h ∈ GL(V ) will be called ping
partners if

Ag /∈ Eh, Ah /∈ Eg.
Two very proximal elements g, h ∈ GL(V ) will be called ping-pong partners if
all four pairs pairs (g, h), (g, h−1), (g−1, h) and (g−1, h−1) are ping-partners. In
particular, the four points Ag, Ag−1 , Ah, Ah−1 are all distinct.

For instance, if n = 2, then g, h are ping-pong partners if and only if they are
both proximal and their four fixed points in the projective line P (V ) are pairwise
distinct.

Lemma 7.68. Assume that g, h ∈ GL(n,K) are ping partners. Then there exists
a positive integer N such that for all m > N , the powers gm and hm generate a
rank two free subsemigroup of GL(n,K). Similarly, if g, h are ping-pong partners,
then there exists N such that for all m > N , gm and hm generate a rank two free
subgroup of GL(n,K).

Proof. We prove the statement about ping-pong partners, since its proof will
contain the proof in the case of ping-partners. Define

ε =
1

2
min

(
dist(Ag, H(g) ∪ Eh ∪ Eh−1),dist(Ag−1 , Eg−1 ∪ Eh ∪ Eh−1),
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dist(Ah, Eh ∪H(g) ∪ Eg−1),dist(Ah−1 , Eh−1 ∪H(g) ∪ Eg−1)
)
.

Since g, h are ping-pong partners, ε > 0. Next, by Corollary 2.87, there exists N
such that for all m > N we have:

1. g±m : P (V ) → P (V ) maps the complement of the ε-neighborhood of Eg±1

inside the ball of radius ε and center Ag±1 .
2. h±m maps the complement of the ε-neighborhood of Eh±1 inside the ball of

radius ε and center Ah±1 .
Set

A := B(Ag, ε) tB(Ag−1 , ε)

and
B := B(Ah, ε) tB(Ah−1 , ε).

Clearly,
gkm(A) ⊆ B

and
hkm(B) ⊆ A

for every k ∈ Z \ {0}. Hence, by Lemma 7.62, regarded as projective transforma-
tions, gm and hm generate a free subgroup of rank 2 in PGL(n,K). Therefore, the
same holds for gm, hm ∈ GL(n,K), see Lemma 7.24. �

7.9. Cayley graphs

One of the central themes of Geometric Group Theory is treating groups as
geometric objects. The oldest, and most common, way to ‘geometrize’ groups,
by their Cayley graphs. Other ‘geometrizations’ of groups are given by simplicial
complexes and Riemannian manifolds.

Every group may be turned into a geometric object (a graph) as follows. Given
a group G and its generating set S, one defines the Cayley graph of G with respect
to S. This is a directed graph Cayleydir(G,S) such that

• its set of vertices is G;
• its set of oriented edges is (g, gs), with s ∈ S.

Usually, the underlying non-oriented graph Cayley(G,S) of Cayleydir(G,S),
i.e. the graph such that:

• its set of vertices is G;
• its set of edges consists of all pairs of elements in G, {g, h}, such that
h = gs, with s ∈ S,

is also called the Cayley graph of G with respect to S.
We will also denote the notation gh and [g, h] for the edge {g, h}. In order to

avoid the confusion with the notation for the commutator of the elements g and h
we will always add the word edge in this situation.

Exercise 7.69. Show that the graph Cayley(G,S) is connected.

One can attach a color (label) from S to each oriented edge in Cayleydir(G,S):
the edge (g, gs) is labeled by s.

We endow the graph Cayley(G,S) with the standard length metric (where every
edge has unit length). The restriction of this metric to G is called the word metric
associated to S and it is denoted by distS or dS .
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Notation 7.70. For an element g ∈ G and a generating set S we denote
distS(1, g) by |g|S , the word norm of g. With this notation, distS(g, h) = |g−1h|S =
|h−1g|S .

Convention 7.71. In this book, unless stated otherwise, all Cayley graphs are
defined for finite generating sets S.

Much of the discussion in this section, though, remains valid for arbitrary
generating sets, including infinite ones.

Remark 7.72. 1. Every group acts on itself, on the left, by the left multipli-
cation:

G×G→ G , (g, h) 7→ gh .

This action extends to any Cayley graph: if [x, xs] is an edge of Cayley(G,S) with
the vertices x, xs, we extend g to the isometry

g : [x, xs]→ [gx, gxs]

between the unit intervals. Both actions Gy G and Gy Cayley(G,S) are isomet-
ric. It is also clear that both actions are free, properly discontinuous and cocompact
(provided that S is finite): The quotient Cayley(G,S)/G is homeomorphic to the
bouquet of n circles, where n is the cardinality of S.

2. The action of the group on itself by the right multiplication defines maps

Rg : G→ G , Rg(h) = hg

that are, in general, not isometries with respect to a word metric, but are at finite
distance from the identity map:

dist(id(h), Rg(h)) = |g|S .
Exercise 7.73. Prove that the word metric on a group G associated to a

generating set S may also be defined
(1) either as the unique maximal left-invariant metric on G such that

dist(1, s) = dist(1, s−1) = 1 , ∀s ∈ S ;

(2) or by the following formula: dist(g, h) is the length of the shortest word
w in the alphabet S ∪ S−1 such that w = g−1h in G.

Below are two simple examples of Cayley graphs.

Example 7.74. Consider the group Z2 with the set of generators

S = {a = (1, 0), b = (0, 1)}.
The Cayley graph Cayley(G,S) is the square grid in the Euclidean plane: The
vertices are points with integer coordinates, two vertices are connected by an edge
if and only if either their first or their second coordinates differ by ±1. See Figure
7.4.

The Cayley graph of Z2 with respect to the generating set{(1, 0), (1, 1)} has
the same set of vertices as the above, but the vertical lines are replaced by diagonal
lines.

Example 7.75. LetG be the free group on two generators a, b. Take S = {a, b}.
The Cayley graph Cayley(G,S) is the 4-valent tree (there are four edges incident
to each vertex). See Figure 7.5.
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Figure 7.4. The Cayley graph of Z2.

Figure 7.5. The Cayley graph of the free group F2.

Exercise 7.76. 1. Show that every simplicial tree is contractible and, hence,
simply-connected.

2. Show that, conversely, every simply-connected graph is a simplicial tree.
(Hint: Verify that if a connected graph Γ is not a tree then H1(Γ) 6= 0.)

Theorem 7.77. The fundamental group of every connected graph Γ is free.

Proof. By the Axiom of Choice (Zorn Lemma), Γ contains a maximal subtree
Λ ⊂ Γ. Let Γ′ denote the subdivision of Γ where very edge e in E = E(Γ) \ E(Λ)
is subdivided in 3 sub-edges. For every such edge e let e′ denote the middle 3rd.
Now, add to Λ all the edges in E(Γ′) which are not of the form e′ (e ∈ E), and
the vertices of such edges, of course, and let T ′ denote the resulting tree. Thus, we
obtain a covering of Γ′ by the simplicial tree T ′ and the subgraph ΓE consisting of
the pairwise disjoint edges e′ (e ∈ E), and the incident vertices. To this covering
we can now apply Seifert— van Kampen Theorem and conclude (in view of the
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fact that T ′ is simply-connected) that G = π1(Γ) is free, with the free generators
indexed by the set E . �

Corollary 7.78. 1. Every free group F (X) is the fundamental group of the
bouquet (wedge) B of |X| circles. 2. The universal cover of B is a tree T , which is
isomorphic to the Cayley graph of F (X) with respect to the generating set X.

Proof. 1. By Theorem 7.77, G = π1(B) is free; furthermore, the proof also
shows that the generating set of G is identified with the set of edges of B. We
now orient every edge of B using this identification. 2. The universal cover T of
B is a simply-connected graph, hence, a tree. We lift the orientation of edges of
B to orientation of edges of T . The group F (X) = π1(B) acts on T by covering
transformations, hence, the action on the vertex V (T ) set of T is simply-transitive.
Therefore, we obtain and identification of V (T ) with G. Let v be a vertex of T . By
construction and the standard identification of π1(B) with covering transformations
of T , every oriented edge e of B lifts to an oriented edge ẽ of T of the form [v, w].
Conversely, every oriented edge [v, w] of T projects to an oriented edge of B. Thus,
we labeled all the oriented edges of T with generators of F (X). Again, by the
covering theory, if an oriented edge [u,w] of T is labeled with a generator x ∈ F (X),
then x sends u to w. Thus, T is isomorphic to the Cayley graph of F (X). �

Corollary 7.79. A group G is free if and only if it can act freely by automor-
phisms on a simplicial tree T .

Proof. By the covering theory, G ∼= π1(Γ) where Γ = T/G. Now, by Theorem
7.77, G = π1(Γ) is free. See [Ser80] for another proof and the more general
discussion of group actions on trees. �

The concept of a simplicial tree generalizes to the one of a real tree (see Defini-
tion 3.60). There are non-free groups acting isometrically and freely on real trees,
e.g., surface groups and free abelian groups. Rips proved that every finitely gener-
ated group acting freely and isometrically on a real tree is a free product of surface
groups and free abelian groups, see e.g. [BF95, Kap01, CR13].

As an immediate application of Corollary 7.79 we obtain:

Corollary 7.80 (Nielsen–Schreier). Every subgroup H of a free group F is
itself free.

Proof. Realize the free group F as the fundamental group of a bouquet B of
circles; the universal cover T of B is a simplicial tree. The subgroup H 6 F also
acts on T freely. Thus, H is free. �

Proposition 7.81. The free group of rank 2 contains an isomorphic copy of
Fm for every finite m and for m = ℵ0. Moreover, for finite m, we can find a
subgroup Fm < F2 of finite index.

Proof. Let x, y denote the free generators of the group F2.
1. Define the epimorphism ρm : F2 → Zm by sending x to 1 and y to 0. Then

the kernel Km of ρm has index m in F2. Then Km is a finitely generated free group
F . In order to compute the rank of F , it is convenient to argue topologically. Let R
be a finite graph with the (free) fundamental group π1(R). Then χ(R) = 1−b1(R) =
1 − rank (π1(R)). Let R2 be such a graph for F2, then χ(R2) = 1 − 2 = −1. Let
R → R2 be the m-fold covering corresponding to the inclusion Km ↪→ F2. Then

232



χ(R) = mχ(R2) = −m. Hence, rank (Km) = 1 − χ(R) = 1 + m. Thus, for every
n = 1 +m > 2, we have a finite-index inclusion Fn ↪→ F2.

2. Let x, y be the two generators of F2. Let S be the subset consisting of all
elements of F2 of the form xk := ykxy−k, for all k ∈ N. We claim that the subgroup
〈S〉 generated by S is isomorphic to the free group of rank ℵ0.

Indeed, consider the set Ak of all reduced words with prefix ykx. With the
notation of Section 7.2, the transformation Lxk : F2 → F2 has the property that
Lxk(Aj) ⊂ Ak for every j 6= k. Obviously, the sets Ak , k ∈ N , are pairwise disjoint.
This and Lemma 7.62, imply that {Lxk : k ∈ N} generate a free subgroup in
Bij(F2), hence so do {xk : k ∈ N} in F2. �

Exercise 7.82. Let G and H be finitely generated groups, with S and X
respective finite generating sets. Consider the wreath product G oH (see Definition
5.32), endowed with the finite generating set canonically associated to S and X
described in Exercise 7.13. For every function f : H → G denote by supp f the set
of elements h ∈ H such that f(h) 6= 1G .

Let f and g be arbitrary functions from H to G with finite support, and h, k
arbitrary elements in H. Prove that the word distance in G oH from (f, h) to (g, k)
with respect to the generating set mentioned above is

(7.4) dist ((f, h), (g, k)) =
∑
x∈H

distS(f(x), g(x)) + length(supp(g−1f);h, k) ,

where
length(supp(g−1f);h, k)

is the length of the shortest path in Cayley(H,X) starting in h, ending in k and
whose image contains the set supp(g−1f).

Thus, we succeeded in assigning to every finitely generated group G a metric
space Cayley(G,S). The problem, however, is that this assignment

G→ Cayley(G,S)

is far from canonical: Different generating sets could yield completely different
Cayley graphs. For instance, the trivial group has the presentations:

〈 | 〉 , 〈a|a〉 ,
〈
a, b|ab, ab2

〉
, . . . ,

which give rise to the non-isometric Cayley graphs:

Figure 7.6. Cayley graphs of the trivial group.

The same applies to the infinite cyclic group:
In the above examples we did not follow the convention that S = S−1.

Note, however, that all Cayley graphs of the trivial group have finite diameter;
the same, of course, applies to all finite groups. The Cayley graphs of Z as above,
although they are clearly non-isometric, are within finite distance from each other
(when placed in the same Euclidean plane). Therefore, when seen from a (very)
large distance (or by a person with a very poor vision), every Cayley graph of a
finite group looks like a “fuzzy dot”; every Cayley graph of Z looks like a “fuzzy
line,” etc. Therefore, although non-isometric, they all “look alike”.
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Figure 7.7. Cayley graphs of Z = 〈x|〉 and Z =
〈
x, y|xy−1

〉
.

Exercise 7.83. (1) Prove that if S and S̄ are two finite generating sets of
G, then the word metrics distS and distS̄ on G are bi-Lipschitz equivalent,
i.e. there exists L > 0 such that

(7.5)
1

L
distS(g, g′) 6 distS̄(g, g′) 6 LdistS(g, g′) ,∀g, g′ ∈ G .

Hint: Verify the inequality (7.5) first for g′ = 1G and g ∈ S; then verify the
inequality for arbitrary g ∈ G and g′ = 1G. Lastly, verify the inequality
for all g, g′ using left-invariance of word-metrics.

(2) Prove that an isomorphism between two finitely generated groups is a
bi-Lipschitz map when the two groups are endowed with word metrics.

Convention 7.84. From now on, unless otherwise stated, by a metric on a
finitely generated group we mean a word metric coming from a finite generating
set.

Exercise 7.85. Show that the Cayley graph of a finitely generated infinite
group contains an isometric copy of R, i.e. a bi-infinite geodesic. Hint: Apply
Arzela-Ascoli theorem to a sequence of geodesic segments in the Cayley graph.

On the other hand, it is clear that no matter how poor one’s vision is, the
Cayley graphs of, say, {1}, Z and Z2 all look different: They appear to have different
“dimension” (0, 1 and 2 respectively).

Telling apart the Cayley graph Cayley1 of Z2 from the Cayley graph Cayley2

of the Coxeter group

∆ := ∆(4, 4, 4) :=
〈
a, b, c|a2, b2, c2, (ab)4, (bc)4, (ca)4

〉
seems more difficult: They both “appear” 2-dimensional. However, by looking at
the larger pieces of Cayley1 and Cayley2, the difference becomes more apparent:
Within a given ball of radius R in Cayley1, there seems to be less vertices than in
Cayley2. The former grows quadratically, while the latter grows exponentially fast
as R goes to infinity.

The goal of the rest of the book is to make sense of this “fuzzy math”.
In Section 8.1 we replace the notion of an isometry with the notion of a quasi-

isometry, in order to capture what different Cayley graphs of the same group have
in common.
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Figure 7.8. Dual simplicial complex of the Cayley graph of ∆.

Lemma 7.86. A finite index subgroup of a finitely generated group is finitely
generated.

Proof. This lemma follows from Theorem 8.37 proven in the next chapter.
We give here another proof, as the set of generators of the subgroup found here will
be used in future applications.

Let G be a group and S a finite generating set of G, and let H be a finite-index
subgroup in G. Then

G = H t
k⊔
i=1

Hgi

for some elements gi ∈ G. Consider
R = max

16i6k
|gi|S .

Then G = HB(1, R). We now prove that X = H ∩B(1, 2R+ 1) is a generating set
of H.

Let h be an arbitrary element in H and let g0 = 1, g1, . . . , gn = h be the
consecutive vertices on a geodesic in Cayley(G,S) joining 1 and h. In particular,
this implies that distS(1, h) = n.

For every 1 6 i 6 n − 1 there exist hi ∈ H such that distS(gi, hi) 6 R. Set
h0 = 1 and hn = h. Then distS(hi, hi+1) 6 2R + 1, hence hi+1 = hixi for some
xi ∈ X, for every 0 6 i 6 n − 1. It follows that h = hn = x1x2 · · ·xn, whence X
generates H and |h|X 6 |h|S = n. �

Other geometric models of groups. Let G be a finitely generated group.
Then G is the quotient group of a free group Fn. Therefore, if Y is any connected
space whose fundamental group surjects to Fn, we obtain the homomorphism

φ : π1(Y )→ G.

Therefore, if Y is, say, locally simply-connected, we obtain the regular covering
map

p : X → Y
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associated to the kernel of φ, such that the group of covering transformations of p
is isomorphic to G. The group G acts properly discontinuously on X. We will be
primarily interested in two cases:

1. Y is a compact CW-complex.
2. Y is a compact Riemannian manifold.

The structure of a CW-complex/Riemannian manifold, lifts from Y to X and
the action ofG preserves this structure: The action ofG is cellular in the former case
and is isometric in the latter case. If X is a simplicial complex and the action Gy
X is simplicial, the standardmetric dist onX isG-invariant and, hence, (X,dist) is a
simplicial geometric model for the group G. If X is a Riemannian manifold, taking
dist to be the Riemannian distance function we obtain a Riemannian geometric
model for the group G.

In order to construct a CW-complex Y we can take, for instance, Y equal to
the bouquet of n circles; the space X is, then, a Cayley graph of G. In order to get
a Riemannian manifold Y , we can take Y to be a compact Riemannian surface of
genus n, the epimorphism π1(Y )→ Fn is then given by

φ :

〈
a1, b1, . . . , an, bn|

n∏
i=1

[ai, bi]

〉
→ 〈a1, . . . , an〉 ,

φ(ai) = ai, φ(bi) = 1, i = 1, . . . , n.

In the case when G is finitely presented, one can do a bit better: Each finite
presentation of G yields a finite presentation complex Y of G (see Definition 7.92),
which is a finite CW-complex whose fundamental group is isomorphic to G. Hence,
the universal cover X of Y is a simply-connected CW-complex and we obtain a
cellular, free, properly discontinuous and cocompact action G y X. Since every
compact CW-complex is homotopy-equivalent to a compact simplicial complex, we
can also finite a simplicial complex X with the above properties.

Similarly, there exists a smooth closed m-manifold M (m > 4) whose fun-
damental group is isomorphic to G (see e.g. [Hat02]). Then we equip Y = M
with a Riemannian metric; lifting this metric to the universal cover X → Y , we
obtain a simply-connected complete Riemannian manifold X and a free, properly
discontinuous, isometric and cocompact action Gy X.

Working with geometric models (simplicial or Riemannian) of groups G is a
major theme and a key technical tool of Geometric Group Theory. We will use
this tool throughout this book. As one example, we will use both simplicial and
Riemannian geometric models in Chapters 20 and 21 in order to prove group-
theoretic theorems by Stallings and Dunwoody.

On the other hand, when replacing a group with its geometric model, we are
faced with the inevitable:

Question 7.87. What do all these geometric models have in common?

We will discuss this question in detail in the next chapter.

7.10. Volumes of maps of cell complexes and Van Kampen diagrams

The goal of this section is to describe several notions of volumes of maps and to
relate them to each other and to the word reductions in finitely presented groups.
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It turns out that most of these notions are equivalent, but, in few cases, there subtle
differences.

7.10.1. Simplicial, cellular and combinatorial volumes of maps. Recall
that in Section 3.4 we defined volumes of maps between Riemannian manifolds.
Our next goal is to give simplicial/cellular/combinatorial analogues of Riemannian
volumes.

Definition 7.88. Let f : Z → X be a simplicial map of simplicial com-
plexes. Then V olsimn (f), the simplicial n-volume of f , is defined as the number of
n-dimensional simplices in Z which are mapped by f onto n-dimensional simplices.

The combinatorial n-volume V olcomn (f) of f as the number of n-dimensional
simplices in Z.

At the first glance the combinatorial volume appears to be a strange concept,
as it is independent of the map f ; nevertheless, the definition turns out to be quite
useful, see Section 9.7.

We next define a cellular analogue of the simplicial volume.

Definition 7.89. Let X,Y be n-dimensional almost regular cell complexes. A
cellular map f : X → Y is said to be almost regular if for every n-cell σ in X either:

(a) f collapses σ, i.e. f(σ) ⊂ Y (n−1), or
(b) f maps the interior of σ homeomorphically to the interior of an n-cell in Y .
An almost regular map is regular if only (b) occurs.

For instance, a simplicial map of simplicial complexes is almost regular, while
a simplicial topological embedding of simplicial complexes is regular. The follow-
ing definition first appeared in [AWP99]; we refer the reader to [BBFS09] and
[ABD+13] for more geometric treatment.

Definition 7.90. The cellular n-volume V olcelln (f) of an almost regular (cel-
lular) map f : Z → X of almost regular cell complexes is the number of n-cells in
Z which map homeomorphically onto n-cells in X.

The combinatorial/simplicial/cellular 1-volume is called length and the 2-volume
is called area. They are denoted lengthcom and Areacom, etc., respectively.

7.10.2. Topological interpretation of finite-presentability.

Lemma 7.91. A group G is isomorphic to the fundamental group of a finite cell
complex Y if and only if G is finitely presented.

Proof. 1. Suppose that G has a finite presentation

〈S|R〉 = 〈x1, . . . , xn|r1, . . . , rm〉 .
We construct a finite 2-dimensional cell-complex Y , as follows. The complex Y has
unique vertex v. The 1-skeleton of Y is the n-rose, the bouquet of n circles γ1, . . . , γn
with the common point v, the circles are labeled x1, . . . , xn. Observe that the free
group F (S) is isomorphic to π1(Y (1), v) where the isomorphism sends each xi to the
circle in Y (1) with the label xi. Thus, every word w in X∗ determines a based loop
Lw in Y (1) with the base-point v. In particular, each relator ri determines a loop
αi := Lri . We then attach 2-cells σ1, . . . , σm to Y (1) using the maps αi : S1 → Y (1)
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as the attaching maps. Let Y be the resulting cell complex. It is clear from the
construction that the complex Y is almost regular.

We obtain a homomorphism φ : F (S)→ π1(Y (1))→ π1(Y ). Since each ri lies in
the kernel of this homomorphism, φ descends to a homomorphism ψ : G→ π1(Y ).
It follows from the Seifert–van Kampen theorem (see [Hat02] or [Mas91]) that ψ
is an isomorphism.

2. Suppose that Y is a finite complex with G ∼= π1(Y ). Pick a maximal subtree
T ⊂ Y (1) and let X be the complex obtained by contracting T to a point. Since T
is contractible, the resulting map Y → X (contracting T to a point v ∈ X(0)) is a
homotopy-equivalence. The 1-skeleton of X is an n-rose with the edges γ1, . . . , γn
which we will label x1, . . . , xn. It now again follows from the Seifert–van Kampen
theorem that X defines a finite presentation of G: The generators xi are the loops
γi and the relators are the attaching maps S1 → X(1) of the 2-cells of X. �

Definition 7.92. The 2-dimensional complex Y constructed in the first part
of the above proof is called the presentation complex of the presentation

〈x1, . . . , xn|r1, . . . , rm〉 .
7.10.3. Presentations of central coextensions. In this section we illus-

trate the concepts introduced earlier in the case of central coextensions. Let
f : F = F (S)→ G be an epimorphism. Consider a central coextension

0→ A→ G̃ = G̃ω p→ G→ 1

associated with a cohomology class ω ∈ H2(G,A). Our goal is to describe a pre-
sentation of G̃ in terms of the presentation of G given by f . In Section 5.9.6, we
discussed a pull-back construction for central coextensions. Applying this to the
homomorphism f , we obtain a central coextension

0→ A→ F̃ q→ F → 1

and a commutative diagram of homomorphisms

F̃
f̃ - G̃

F

q

? f̃ - G

p

?

.

The homomorphism f̃ is surjective (Exercise 5.140, Part 1). Since F is free, its
central coextension splits and there exists a homomorphism s : F → F̃ right-inverse
to q. Following our discussion in the end of Section 5.9.6, we pick a set-theoretic
section s1 of p, lift it to a set-theoretic section s1 of q and observe that Ker(f̃) =
s1(K) ∼= K, where K = Ker(f), the normal closure of a set R = {Ri : i ∈ I} of
defining relators of G. Using the section s we define an isomorphism F̃ ∼= F × A.
With this identification, the restriction of the section s1 to K is a homomorphism
ϕ : K → A (invariant under conjugation by elements of F ). By abusing the
notation, we denote ϕ by ϕω, even though, there are some choices involved in
constructing ϕ from the central coextension. Then the group G̃ is isomorphic to
the quotient of F ×A by the normal closure of the subset

{Riϕ(Ri)
−1 : i ∈ I}.
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In order to describe the corresponding presentation of G̃, we fix a presentation

〈T |Q〉
of the group A, T = {tj : j ∈ J}, Q = {Q` : `inL}. We then obtain the presentation

〈S t T |Q, [x, t] = 1, x ∈ S, t ∈ T 〉
of the group F ×A. Lastly, the presentation of the group G̃ is:

〈S t T |Q, [x, t] = 1, x ∈ S, t ∈ T,Ri = ϕ(Ri), i ∈ I〉 .
Example 7.93. Let G be the fundamental group of closed oriented surface Y

of genus n > 1 with the standard presentation

〈a1, b1, . . . , ap, bp| R = [a1, b1] · · · [an, bn]〉 .
Since Y = K(G, 1), H2(G) ∼= H2(Y ) ∼= Z. The space of F2n-invariant homomor-
phisms

〈〈R〉〉 → A = Z
is isomorphic to Z (since every such homomorphism is determined by its restriction
to R). Thus, central coextensions G̃ω of G are indexes by integers e ∈ Z:

ϕ : R 7→ e ∈ Z.
The group G̃ω has the presentation

〈a1, b1, . . . , an, bn, t| [a1, b1] · · · [an, bn] = t, [ai, t] = 1, [bi, t] = 1, i = 1, . . . , n〉 .
We next give (without a proof) two topological interpretations of the group

G̃ and its presentation. Suppose that the presentation complex Y of 〈S|R〉 is
aspherical, i.e. π2(Y ) = 0. Then H2(G,A) ∼= H2(Y,A). We will use cellular
cohomology in order to compute H2(Y,A). Since Y is 2-dimensional, Z2(Y,A) =
C2(Y,A). The generators of C2(Y ) are 2-cells ei, which are labelled by the relators
Ri ∈ R. Let R denote the free abelian group with the basis R. Then we have the
isomorphism

Ψ : Z2(Y,A) ∼= Hom(R, A),

which sends a cocycle c : ei 7→ c(ei) ∈ A to the homomorphism ψc : Ri 7→ c(ei).
Altering c by a coboundary, results in a new element of Hom(R, A). In other words,
only the coset ψcΨ(B2(Y,A)) is determined by the cohomology class [c] ∈ H2(Y,A).

The class [c] maps to a cohomology class ω ∈ H2(G,A) under the isomorphism
H2(Y,A) ∼= H2(G,A). The class ω, as we say before, determines (subject to some
ambiguity) a homomorphism ϕω from the normal closure of R in F into A. This
homomorphism is determined by its restriction to R (since ϕω is F -invaraint).
Thus, both [c] ∈ H2(Y,A) and ω determine (equivalence classes) of homomorphisms
ψc, φω : R → A. One can verify that these equivalence classes are the same.
Therefore, we obtain a somewhat more concrete description of the presentation of
the group G̃: In addition to the relators of F ×A, we have the relators

Ri = ψc(Ri), i ∈ I.
This is the first topological interpretation of the presentation of G̃.

The second topological interpretation requires complex line bundles ξ : L→ Y .
Such line bundles are parameterized by the elements of H2(Y ) = H2(Y,Z). The
cohomology class defining L is called the first Chern class c1(ξ) of the bundle ξ. We
refer the reader to [Che95, pp. 33–34] for the details. Given a line bundle L→ Y ,
we define the space Lo ⊂ L by removing the image of the zero section from L (then
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Lo is the total space of the C∗-bundle associated with L). The fundamental group
of C∗ is infinite cyclic and π1(Y ) acts trivially on this group. Therefore, taking into
the account the long exact sequence of homotopy groups of the fibration

C∗ → Lo → Y,

we obtain that π1(Lo) is isomorphic to a certain central coextension G̃ of G:

0→ Z→ G̃→ G→ 1.

Then: The cohomology class ω defining this central coextension maps to the first
Chern class c1(ξ) under the isomorphism H1(G)→ H1(Y ).

7.10.4. Dehn function and van Kampen diagrams. One of the oldest
algorithmic problems in group theory is the word problem. This problem is largely
controlled by the Dehn function of the group, which depends on the group presen-
tation 〈S|R〉. In this section we define the Dehn function, van Kampen diagrams of
finite presentations, and relate the latter to the word problem. We refer the reader
to [LS77] for the more thorough treatment of this topic. The reader familiar with
the treatment of van Kampen diagrams in [LS77] will notice that our definitions
of diskoids and van Kampen diagrams are more general.

Suppose that w is a word in S, representing a trivial element of the group G
with the presentation 〈S|R〉. How can we convince ourselves that, indeed, w ≡G 1?
If R were empty, we could eliminate all the reductions in w, which will result in
an empty word. In the case of non-empty R, we can try the same thing, namely,
the reduction of w in F = F (S). If the reduction results in an empty word, we are
done; hence, we will work, in what follows, with non-empty reduced words. Thus,
we will identify each w with a non-trivial element of the free group F . Any “proof”
that such w is trivial in G would amount to finding a product decomposition of
w ∈ F of the form

(7.6) w =

k∏
i=1

uir
±1
i u−1

i ,

where ri’s are elements of R. Of course, it is to our advantage, to use as few defining
relators ri as we can, in order to get as short “proof” as possible. This leads us to

Definition 7.94. The algebraic area of the (reduced) word w, such that w ≡G
1, is defined as the least number k of relators ri used to describe w as a product
of conjugates of defining relators and their inverses. The algebraic area of w is
denoted by A(w).

The significance of this notion of area is that it captures the complexity of
the word problem for the presentation 〈S|R〉 of the group G. In order to estimate
“hardness” of the word problem, we then search for the words w of the largest area:
The most reasonable way to do so, by analogy with the norms of linear operators,
is to restrict to w’s of bounded word-length. This leads us to

Definition 7.95 (Dehn function). The Dehn function of the group G (with
respect to the finite presentation 〈S|R〉) is defined as

Dehn(`) := max{A(w) : |w| 6 `}
where w’s are elements in S∗ representing trivial words in G.

240



Exercise 7.96. Let 〈S, |R〉 , 〈S′|R′〉 be finite presentation of the same group G.
Show that the resulting Dehn functions Dehn,Dehn′ are approximately equivalent
in the sense of the Definition 1.3.

In view of this property, we will frequently use the notation DehnG for the
Dehn function of G (with respect to some unspecified finite presentation of G).

Our next task is to describe a geometric interpretation of areas of words and
Dehn functions. The classical tool for this task is van Kampen diagrams, which
give topological interpretation to the product decompositions (7.6).

Van Kampen diagrams. Suppose that Y is the presentation complex of the
presentation 〈S|R〉. Each nonnempty reduced word w represents a certain closed
edge-path cw in Y (1) (here and in what follows, the base-point is the sole vertex y
of Y ): Each letter s in w corresponds to an oriented edge in Y (1) representing the
corresponding generator of G or its inverse.

We will think of cw as a regular map S1 → Y (1), where S1 is the circle equipped
with a certain fixed cell-complex structure as well as a base-vertex.

Example 7.97. If w ∈ S ∪S−1, then the almost regular cell complex structure
on S1 will consist of a single vertex and a single edge. The map cw is a topological
embedding.

As the map cw is null-homotopic, one can extend the map cw to a cellular map
D2 → Y . We will see below that one can find an extension of cw which is almost
regular; we then will define the combinatorial area of cw as the least combinatorial
area of the resulting extension. The extension will collapse some 2-cells in D2 into
the 1-skeleton of Y : These cells contribute nothing to the combinatorial area and
we would like to get rid of them. Van Kampen diagrams are a convenient (and
traditional) way to eliminate these dimension reductions.

Definition 7.98. We say that a contractible finite planar almost regular cell
complex K ⊂ R2 is a diskoid (a tree of disks or a tree-graded disk) if every edge of
K is contained in the boundary of K in R2.

In other words, K is obtained from a finite simplicial tree by replacing some
vertices with (cellulated) 2-disks, which is why we think of K as a “tree of disks”.
To simplify the picture, the reader can (at first) think of K as a single disk in R2

rather than a tree of disks. In what follows, we will assume that K is non-trivial:
K 6= ∅ and K does not consist of a single vertex. (The case when K is a single
vertex would correspond to the case of the empty word w.) Note that the boundary
∂K of K in R2 is also an almost regular cell complex (a planar graph). However,
the graph ∂K may have some valence 1 vertices, the leaves of ∂K: These leaves
will not exist in the case of van Kampen diagrams of reduced words.

The complex K admits a canonical enlargement to a planar almost regular
cell complex K̂ homeomorphic to the disk D2: The complement of K in K̂ is
homeomorphic to the annulus

(0, 1]× S1.

The 2-cells in K̂ \ int(K), are rectangles. If e is an edge of ∂K which belongs to the
closure of the interior of K in R2, then e is the boundary edge of exactly one such
rectangle, otherwise, e is the boundary edge of exactly two rectangles in K̂ \ int(K).
Furthermore, every rectangular boundary face σ shares exactly one edge, called eσ,
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Figure 7.9. Example of a diskoid.

with K. We refer to these 2-cells σ as the boundary faces of K̂. Thus, the number
of boundary faces of K̂ is at most twice the number of edges in W . We have the
canonical retraction

κ : K̂ → K

sending each boundary face σ to the edge eσ. See Figure 7.10.

Figure 7.10. Collapsing map κ.

Restricting κ to the boundary circle of the disk K̂, we obtain a regular cellular
map b : S1 → ∂K tracing the boundary of K according to the orientation induced
on the boundary arcs of K from the Euclidean plane. Here S1 is given the structure
of a regular cell complex C coming from K̂. We will refer to b as the boundary map
of K. For each boundary edge e of K not contained in the closure of the interior
of K in R2, the preimage b−1(e) contains exactly two edges in C.

We now describe a certain class of maps from diskoids to almost regular 2-
dimensional cell complexes Y .

Definition 7.99. A regular cellular map h : K → Y from a diskoid to an
almost regular 2-dimensional cell complex Y is called a van Kampen diagram in Y .
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Suppose that w ∈ S∗ represents the identity in G and cw : S1 → Y is the associated
loop in the presentation complex Y of 〈S|R〉. If the composition ∂h := h ◦ b of h
with the boundary map of K equals cw, we will say that h is a van Kampen diagram
of the word w.

It will be sometimes convenient to consider van Kampen diagrams not in pre-
sentation complexes but in their universal covers. This, of course, will make no
difference as far as combinatorial areas and lengths are concerned.

It is customary to describe a van Kampen diagram by labeling oriented edges
ē of K by the elements of S ∪ S−1 which correspond to the edges h(ē) of Y .
(Recall that some boundary edges of the diskoid K have two opposite orientations
defined by the boundary map b: They will be labelled by a generator and its inverse
respectively.) For instance, for the standard presentation〈

a, b|aba−1b−1
〉
,

of the group Z2, a van Kampen diagram of the relator [a, b] is described in the
Figure 7.11.

−1

a

b

a

b

−1

Figure 7.11. A van Kampen diagram of the commutator [a, b].

A van Kampen diagram of the relator [a, b]2 for the same presentation is de-
scribed in the Figure 7.12.

Exercise 7.100. Note that each van Kampen diagram h : K → Y extends to
the canonical enlargement of K:

ĥ = h ◦ κ : K̂ → Y.

Then
Area(h) = Areacell(h) = Areacell(ĥ).

Lemma 7.101 (Van Kampen lemma). 1. For every word w in the alphabet
S ∪ S−1, representing the identity element 1G, there exists a van Kampen diagram
h : K → Y such that the maps ∂h and c = cw are homotopic as maps S1 → Y (1),
rel. the base-vertex in S1. Furthermore, Area(h) equals A(w).

2. If the word w is reduced, then there exists a van Kampen diagram h in Part
1 such that ∂h = cw.
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b

−1
b

−1

a b

a
−1

b
−1

a

a

Figure 7.12. A van Kampen diagram of the relator [a, b]2.

Proof. 1. According to the product decomposition (7.6) of w ∈ F (S), the
circle S1 is subdivided into cyclically ordered and oriented cellular subarcs

α+
1 ∪ β1 ∪ α−1 ∪ ... ∪ α+

k ∪ βk ∪ α−k ,
so that:

(1) The path c|
α+
i
represents the word ui.

(2) The path c|
α−i

represents the word u−1
i .

(3) The path c|βi represents the word r±1
i .

The orientation on the arcs α±i , βi (induced from the standard orientation of
unit circle), defines for each of these arcs the head and the tail vertex.

We then connect (some of) the vertices of C by chords in D2 as follows:
For each i, we connect the tail of α+

i to the head of α−i by the chord ε+i and
the head of α+

i to the tail of α−i by the chord ε−i .
The chords ε±i , ε

±
j may cross only at the boundary circle S1. See Figure 7.13.

The chords ε±i , together with the original cell-complex structure C on S1, define
a regular cell complex structure K̃ on D2, where every vertex is in S1. There are
three types of 2-cells in K̃:

1 Cells Ai bounded by the “bigons” βi ∪ ε−i .
2 Cells Bi bounded by “rectangles” α+

i ∪ ε+i ∪ α−i ∪ ε−i .
3 The rest, not having any edges in S1.

Note that in type (2) we allow the degenerate case when α±i is a single vertex:
Then the corresponding “rectangle” degenerates to a triangle. It can even become
a bigon in case when the word ui is empty. Similarly, there will be one case when
a “bigon” is actually a monogon: w = r1.

We now collapse each type (3) cell to a vertex and collapse each type (2) cell
to an edge ei (so that each α±i maps homeomorphically onto this edge while the
chords ε±i map to the end-points of ei). Note that α±i , with their orientation
inherited from S1, define two opposite orientations on ei. The quotient complex
K will be our diskoid. We also obtain the quotient collapsing map κ : K̃ → K.
Because “rectangles” can degenerate to triangles, or “bigons”, the complex K is
merely almost regular, not regular.
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We define a map h : K(1) → Y such that

h ◦ κ|
α±i

= cu±1
i

while
h ◦ κ|

βi
= cri .

Lastly, we extend h to the 2-cells κ(Ai) in K: h : κ(Ai) → Y are the standard
parameterizations of the 2-cells in Y corresponding to the defining relators ri.

By the construction, h is a van Kampen diagram of w: The maps h ◦ κ and
cw are homotopic as based loops S1 → Y (1). However, as maps they need not be
the same, as the product decomposition (7.6) need not be a reduced word. The
equality

Areasim(h) = k

is immediate from the construction.
2. Suppose now that the word w is reduced. The boundary map ∂h reads off a

word w′ in S∗: The word w′ is obtained by reading off the boundary labels defined
via h. The word w′, by the construction, represents the same element of F (S) as w.
If w′ were also reduced, we would be done. In general, however, w′ is not reduced
and, hence, we can find two adjacent boundary edges e1, e2 in ∂K, whose labels are
inverses of each other. We then glue the edges e1, e2 together. The result is a new
diskoid K1, where the projection of e1, e2 is no longer a boundary edge. The map
h descends to a van Kampen diagram h1 : K1 → Y . By repeating this procedure
inductively we eliminate all boundary reductions and obtain a new van Kampen
diagram h′ : K ′ → Y with the required properties. �

Figure 7.13
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Lemma 7.101 shows that the algebraic area of w does not exceed the least
combinatorial area of van Kampen diagrams of w.

Exercise 7.102. i. Show that A(w) equals the least cellular area of all almost
regular maps f : D2 → Y extending the cellular map cw, where D2 is given the
structure of an almost regular cell complex. Hint: Convert maps f into product
decompositions of w as in (7.6).

ii. Combine Part (i) with the canonical extension ĥ of van Kampen diagrams
h : K → Y , to conclude that A(w) equals

min
h:K→Y

Areacell(h),

where the minimum is taken over all Van Kampen diagrams of w in Y . In other
words, the algebraic area of the words w (trivial in G) equals the cellular area of
the loops cw in Y (the cellular area defined via van Kampen diagrams of w or,
equivalently, almost regular extensions D2 → Y of cw).

We will return to Dehn functions in Section 7.13 after discussing residual finite-
ness of groups.

7.11. Residual finiteness

Even though studying infinite groups is our primary focus, questions in group
theory can be, sometimes, reduced to questions about finite groups. Residual finite-
ness is the concept that (sometimes) allows such reduction.

Definition 7.103. A group G is said to be residually finite if⋂
i∈I

Gi = {1},

where {Gi : i ∈ I} is the set of all finite-index subgroups in G.

Clearly, subgroups of residually finite groups are also residually finite. In con-
trast, if G is an infinite simple group, then G cannot be residually-finite.

Lemma 7.104. A finitely generated group G is residually finite if and only if for
every g ∈ G \ {1}, there exists a finite group Φ and a homomorphism ϕ : G → Φ,
such that ϕ(g) 6= 1.

Proof. Suppose that G is residually finite. Then, for every g ∈ G \ {1} there
exists a finite-index subgroup Gi 6 G so that g /∈ Gi. It follows that G contains a
normal subgroup of finite index Ni C G, such that Ni 6 Gi. Clearly, g /∈ Ni and
|G : Ni| < ∞. Now, setting Φ := G/Ni, we obtain the required homomorphism
ϕ : G→ Φ.

Conversely, suppose that for every g 6= 1 we have a homomorphism ϕg : G →
Φg, where Φg is a finite group, so that ϕg(g) 6= 1. Setting Ng := Ker(ϕg), we get⋂

g∈G
Ng = {1}.

The above intersection, of course, contains the intersection of all finite-index sub-
groups in G. �

Exercise 7.105. Direct products of residually finite groups are again residually
finite.
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Lemma 7.106. If a group G contains a residually finite subgroup of finite index,
then G itself is residually finite.

Proof. Let H 6 G be a finite index residually finite subgroup. The intersec-
tion of all finite-index subgroups

(7.7)
⋂
i∈I

Hi

of H is {1}. Since H has finite index in G and each Hi 6 H as above has finite
index in G, the intersection of all finite-index subgroups of G is contained in (7.7)
and, hence, is trivial. �

Proposition 7.107. A semidirect product of a finitely generated residually fi-
nite group with a (not necessarily finitely generated) residually finite group is also
residually finite.

Proof. Let G be a group that splits as a semidirect product H oQ, where H
and Q are residually finite, and H is moreover finitely generated. Let p denote the
projection homomorphism G→ Q.

Consider g ∈ G\{1}. If g does not belong to H, then p(g) 6= 1 and the residual
finiteness of Q implies that there exists a homomorphism of Q to a finite group
which sends sends p(g) to a non-trivial element. By composing the homomorphisms,
we obtain a homomorphism of G to a finite group which sends g to a non-trivial
element.

Suppose, therefore, that g is in H. Let F < H be a finite-index subgroup which
does not contain g. Since H is finitely generated, Proposition 5.11, (2), implies that
there exists a finite-index subgroup A 6 F which is a characteristic subgroup of H.
The subgroup AoQ is a finite index subgroup in G = HoQ that does not contain
g. �

Remark 7.108. Proposition 7.107 cannot extend to short exact sequences that
do not split, following the terminology of Definition 5.27. In other words, it is not
true that if H and Q are residually finite, H is finitely generated, and there is a
short exact sequence

1→ H → G→ Q→ 1,

then G is residually finite. Indeed, there exist coextensions

1→ Z2 → G→ Q→ 1

where Q is finitely generated residually finite, while G is not residually finite; see
[Mil79].

Corollary 7.109. Suppose that H is a finitely generated residually finite group
and we have a cyclic extension of H, i.e. a group G which appears in a short exact
sequence

1→ H → G
p−→ C → 1,

where C is a cyclic group. Then G is also residually finite.

Proof. When C is finite, the statement follows from Lemma 7.106. When
C is infinite, that is C ' Z, the short exact sequence splits and G ' H o Z, by
Corollary 7.25. The result now follows from Proposition 7.107. �
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A special case of this corollary is residual finiteness of groups virtually isomor-
phic to cyclic groups.

Corollary 7.110. Each group G virtually isomorphic to Z is residually finite
and contains an infinite cyclic subgroup of finite index.

Proof. In view of Lemma 7.106, it suffices to show that if G is a finite coex-
tension of the infinite cyclic group C,

1→ F → G
p→ C → 1

(where F is finite), then G contains an infinite cyclic subgroup of finite index. This
is an immediate consequence of Corollary 7.109. �

Remark 7.111. The first part of Corollary 7.110 can be generalized, by replac-
ing Z with “a polycyclic group”; see Theorem 13.77.

Example 7.112. The group Γ = GL(n,Z) is residually finite. Indeed, we take
subgroups Γ(p) 6 Γ, Γ(p) = Ker(ϕp), where ϕp : Γ → GL(n,Zp) is the reduction
modulo p. If g ∈ Γ is a non-trivial element, we consider its non-zero off-diagonal
entry gij 6= 0. Then gij 6= 0 mod p, whenever p > |gij |. Thus, ϕp(g) 6= 1 and Γ is
residually finite.

Corollary 7.113. The free group F2 of rank 2 is residually finite. Every free
group of (at most) countable rank is residually finite.

Proof. As we saw in the Example 7.63 the group F2 embeds in SL(2,Z). Fur-
thermore, every free group of (at most) countable rank embeds in F2 (see Proposi-
tion 7.81). Now, the assertion follows from the Example 7.112. �

We note that there are other proofs of residual finiteness of finitely generated
free groups: Combinatorial (see [Hal49]), topological (see [Sta83]) and geometric
(see [Sco78]).

Exercise 7.114. For an arbitrary cardinality r, the free group Fr of rank r is
residually finite.

Less trivially,

Theorem 7.115 (K. W. Gruenberg [Gru57]). Free products of residually finite
groups are again residually finite.

The simple argument for GL(n,Z) is a model for a proof of a harder theorem:

Theorem 7.116 (A. I. Mal’cev [Mal40]). Let Γ be a finitely generated subgroup
of GL(n,R), where R is a commutative ring with unity. Then Γ is residually finite.

Mal’cev’s theorem is complemented by the following result proven by A. Selberg
and known as Selberg’s Lemma [Sel60]:

Theorem 7.117 (Selberg’s Lemma). Let Γ be a finitely generated subgroup of
GL(n, F ), where F is a field of characteristic zero. Then Γ contains a torsion-free
subgroup of finite index.

Proofs of Mal’cev’s and Selberg’s theorems, will be given in the Appendix to
this book, written by Bogdan Nica.
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Problem 7.118. It is known that all (finitely generated) Coxeter groups are
linear; see e.g. [Bou02]. Is the same true for all Artin groups, Shephard groups,
generalized von Dyck groups? (Note that even linearity of Artin Braid groups was
unknown prior to [Big01].) Is it at least true that all these groups are residually
finite?

Mal’cev’s theorem implies that infinite finitely generated matrix groups cannot
be simple. On the other hand, PSL(2,Q) is a simple countable matrix group.

Problem 7.119. Are there infinite simple discrete subgroups Γ < SL(n,R), n�
3?

Here discreteness of Γ means that it is discrete with the subspace topology.
One can prove that infinite discrete subgroups of SO(n, 1), and, more generally,
isometry groups of rank 1 symmetric spaces, cannot be simple: Given an infinite
discrete subgroup Γ < SO(n, 1), which does not preserve a line in Rn+1, one shows
(using a ping-pong argument) that there exists an infinite order element g ∈ Γ,
such that the normal closure Λ of {g} in Γ is a free subgroup of Γ. If Λ = Γ then
Γ is not simple (since non-trivial free groups are never simple); otherwise, Λ is a
proper normal subgroup of Γ.

7.12. Hopfian and cohopfian properties

A group G is called hopfian if every epimorphism G→ G is injective. Mal’cev
prove in [Mal40] that every residually finite group is hopfian. On the other hand,
many Baumslag-Solitar groups are not hopfian. Collins and Levin [CL83] gave a
criterion for BS(m,n) to be hopfian (for |m| > 1, |n| > 1): The numbers m and n
should have the same set of prime divisors.

An example of a hopfian group with a nonhopfian subgroup of finite index is
the Baumslag–Solitar group

BS(2, 4) =
〈
a, b|ab2a−1 = b4

〉
.

According to the criterion of Collins and Levin, this group is hopfian. Meskin in
[Mes72] proved that BS(2, 4) contains a nonhopfian subgroup of finite index.

We now turn to cohopfian property, which is dual to the hopfian property: Every
injective endomorphism f : G → G is surjective. Of course, every finite group is
cohopfian. Sela proved in [Sel97b] that every torsion-free 1-ended hyperbolic group
is cohopfian. On the other hand, every free abelian group Zn is not cohopfian: The
endomorphism g 7→ gk, k > 1, is injective but not surjective. However, there are
finitely generated cohopfian nilpotent groups [Bel03]. Dekimpe and Deré [DD16]
recently found a complete criterion for virtually nilpotent groups to be cohopfian, in
particular, they proved that in this class of groups, cohopfian property is invariant
under virtual isomorphisms.

Exercise 7.120. Each free group F = F (X) is not cohopfian, provided that
X is non-empty, of course.

We now give an example of a cohopfian virtually free group. Let

G1 =
〈
a, b, c|abc = 1, a2 = 1, b3 = 1, c3 = 1

〉
249



be the alternating group A4. We leave it to the reader to check that the subgroup
C = 〈c〉 of G1 is malnormal: For each g ∈ G1,

gCg−1 ∩ C 6= {1} ⇐⇒ g ∈ C.
(One way to verify this is to let A4 act as a group of symmetries of the regular
3-dimensional tetrahedron.) Define the amalgam

G = G1 ?C G2,

where G2 is another copy of G1 and let T be the associated Bass-Serre tree. We
let vi ∈ V (T ) be the vertex fixed by Gi, i = 1, 2, and let e = [v1, v2] ∈ E(T ) be the
edge fixed by C. Malnormality of C in G1 translates to the fact that C does not
fix any edges of T besides e.

We claim that the group G is cohopfian. Suppose that f : G→ G is an injective
endomorphism. (In fact, it suffices to assume that the restrictions of f to G1 and
G2 are injective and that f(G1) 6= f(G2).) Since the groups G1, G2 are finite, their
images f(Gi) fix vertices in the tree T . After composing f with an automorphism
of G, we can assume that f(G1) = G1 (i.e. f(G1) fixes v1) and f(C) = C (i.e.
f(C) fixes e). Since C fixes only the edge e of T , the group f(G2) has to fix the
vertex v2 of e and, hence, f(G2) = G2. Surjectivity of f follows.

On the other hand, being an amalgam of finite groups, the group G is com-
mensurable to the free group F2, see Theorem 7.52.

7.13. Algorithmic problems in the combinatorial group theory

Presentations G = 〈S|R〉 provide a ‘compact’ form for defining the group G.
They were introduced by Max Dehn in the early 20-th century. The main problem
of the combinatorial group theory is to derive algebraic information about G from
its presentation. Below is the list of such problems whose origin lies in the work of
Max Dehn in the early 20th century.

Word Problem. Let G = 〈S|R〉 be a finitely presented group. Construct a
Turing machine (or prove its non-existence) that, given a word w in the generating
set X as its input, would determine if w represents the trivial element of G, i.e. if

w ∈ 〈〈R〉〉 .
Conjugacy Problem. LetG = 〈S|R〉 be a finitely presented group. Construct

a Turing machine (or prove its non-existence) that, given a pair of word v, w in the
generating set X, would determine if v and w represent conjugate elements of G,
i.e. if there exists g ∈ G so that

[w] = g−1[v]g.

To simplify the language, we will state such problems below as: Given a finite
presentation of G, determine if two elements of G are conjugate.

Simultaneous Conjugacy Problem. Given n-tuples pair of words

(v1, . . . , vn), (w1, . . . , wn)

in the generating set X and a (finite) presentation G = 〈S|R〉, determine if there
exists g ∈ G so that

[wi] = g−1[vi]g, i = 1, . . . , n.

Triviality Problem. Given a (finite) presentation G = 〈S|R〉 as an input,
determine if G is trivial, i.e. equals {1}.
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Isomorphism Problem. Given two (finite) presentations Gi = 〈Xi|Ri〉 , i =
1, 2 as an input, determine if G1 is isomorphic to G2.

Embedding Problem. Given two (finite) presentations Gi = 〈Xi|Ri〉 , i =
1, 2 as an input, determine if G1 is isomorphic to a subgroup of G2.

Membership Problem. Let G be a finitely presented group, h1, . . . , hk ∈ G
and H, the subgroup of G generated by the elements hi. Given an element g ∈ G,
determine if g belongs to H.

Note that a group with solvable conjugacy or membership problem, also has
solvable word problem. It was discovered in the 1950-s in the work of P. S. Novikov,
W. Boone and M. O. Rabin [Nov58, Boo57, Rab58] that all of the above prob-
lems are algorithmically unsolvable. For instance, in the case of the word problem,
given a finite presentation G = 〈S|R〉, there is no algorithm whose input would be
a (reduced) word w and the output YES is w ≡G 1 and NO if not. A. A. Frid-
man [Fri60] proved that certain groups have solvable word problem and unsolv-
able conjugacy problem. We will later see examples of groups with solvable word
and conjugacy problems but unsolvable membership problem (Corollary 11.158).
Furthermore, there are examples [BH05] of finitely presented groups with solvable
conjugacy problem but unsolvable simultaneous conjugacy problem for every n > 2.

Nevertheless, the main message of the Geometric Group Theory is that under
various geometric assumptions on groups (and their subgroups), all of the above
algorithmic problems are solvable. Incidentally, the idea that geometry can help
solving algorithmic problems also goes back to Max Dehn. Here are two simple
examples of solvability of word problem:

Proposition 7.121. Free group F of finite rank has solvable word problem.

Proof. Given a word w in free generators xi (and their inverses) of F we
cancel recursively all possible pairs xix−1

i , x−1
i xi in w. Eventually, this results in a

reduced word w′. If w′ is non-empty, then w represents a non-trivial element of F ,
if w′ is empty, then w ≡ 1 in F . �

Proposition 7.122. Every finitely presented residually finite group has solvable
word problem.

Proof. First, note that if Φ is a finite group, then it has solvable word problem
(using the multiplication table in Φ we can “compute” every product of generators
as an element of Φ and decide if this element is trivial or not). Given a residually
finite group G with finite presentation 〈S|R〉 we will run two Turing machines T1, T2

simultaneously:
The machine T1 will look for homomorphism ϕ : G → Sn, where Sn is the

symmetric group on n letters (n ∈ N): The machine will try to send generators
x1, . . . , xm of G to elements of Sm and then check if the images of the relators in
G under this map are trivial or not. For every such homomorphism, T1 will check
if ϕ(g) = 1 or not. If T1 finds ϕ so that ϕ(g) 6= 1, then g ∈ G is non-trivial and the
process stops.

The machine T2 will list all the elements of the kernel N of the quotient homo-
morphism Fm → G: It will multiply conjugates of the relators rj ∈ R by products
of the generators xi ∈ X (and their inverses) and transforms the product to a re-
duced word. Every element of N is such a product, of course. We first write g ∈ G
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as a reduced word w in generators xi and their inverses. If T2 finds that w equals
one of the elements of N , then it stops and concludes that g ≡G 1.

The point of residual finiteness is that, eventually, one of the machines stops
and we determine whether g is trivial or not. �

The Dehn function DehnG(n) of a group G (equipped with the finite presen-
tation 〈S|R〉) quantifies (to some extent) the difficulty of solving the word problem
in G:

Theorem 7.123 (S. Gersten, [Ger93a].). A group G has solvable word problem
if and only if its Dehn function is recursive.

We note that G has solvable word problem if and only if its Dehn function
Dehn(`) is merely bounded above by a recursive function r(`). Indeed, given such
a bound, one applies the machine T2 from the proof of Proposition 7.122 to the word
w of length `. The number of van Kampen diagrams h : W → Y with reduced ∂h
and of area 6 r(`), is also bounded above by a recursive function of `. Hence, the
algorithm terminates in a finite amount of time either representing w as a product
of conjugates of defining relators or verifying that such representation does not
exist.
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CHAPTER 8

Coarse geometry

In this chapter we will coarsify familiar geometric concepts: In the context of
the coarse geometry the exact geometric computations will not matter, what mat-
ters are the asymptotics of various geometric quantities. For instance, the exact
computations of distances become irrelevant, as long as we have uniform linear
bounds on the distances; accordingly, isometries will be coarsified to quasiisome-
tries. In the process of coarsification, metric spaces will be frequently replaced with
nets which approximate or discretize these metric spaces:

coarsification : (X,distX)→ a net N ⊂ X,
while maps between metric spaces will be replaced with maps between the respective
nets. We will coarsify the notions of area, volume and isoperimetric inequalities:
Various geometric quantities will be replaced with cardinalities of certain nets.

The drawback of the coarse geometry is that we will be missing the beauty
of the precise formulae and sharp inequalities of the classical geometry: We will
be unable to tell apart the Euclidean n × n square from the Euclidean disk of
radius n. Accordingly, we will think of n2 as their (coarse) areas. What we gain,
however, is a theory particularly adapted to discrete groups, in which any choice
among the different geometric models of the group yields equivalence associated
geometric invariants. Another advantage of working in a setting where it is allowed
to discretize is that algorithmic approaches become possible.

8.1. Quasi-isometry

In this section we define an important equivalence relation between metric
spaces: The quasiisometry. It is this concept that will relate different geometric
models of finitely generated groups which were introduced in the previous chapter.
The quasiisometry of spaces has two equivalent definitions (both useful): One which
is easy to visualize and the other which makes it easier to understand why it is an
equivalence relation. We begin with the first definition, continue with the second
and then prove their equivalence.

The notion of quasiisometry

f : (X,distX)→ (Y, distY )

between two metric spaces appeared first in work of Mostow on strong rigidity of
lattices in semisimple Lie groups, see e.g. [Mos73]. Mostow’s notion (the one of a
pseudo-isometry) was slightly more restrictive than the one we will be using:

L−1distX(x, x′)−A 6 distY (f(x), f(x′)) 6 LdistX(x, x′).

In particular, pseudo-isometries used by Mostow were continuous maps. Later on,
it became clear that it makes sense to add an additive constant in this equation on
the right hand side as well, and work with (typically) discontinuous maps.
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Definition 8.1. Two metric spaces (X,distX) and (Y,distY ) are called quasi-
isometric if and only if there exist separated nets A ⊂ X and B ⊂ Y , such that
(A,distX) and (B, distY ) are bi-Lipschitz equivalent.

Thus, if we think of a separated net as a discretization of a metric space, then
quasiisometric spaces are the ones which admit bi-Lipschitz discretizations.

Examples 8.2. (1) A non-empty metric space of finite diameter is quasi-
isometric to a point.

(2) The space Rn endowed with a norm is quasiisometric to Zn with the metric
induced by that norm.

Historically, quasiisometry was introduced in order to formalize the relationship
between some discrete metric spaces (most of the time, groups) and some “non-
discrete” (or continuous) metric spaces like for instance Riemannian manifolds,
etc. Examples of this is the relationship between finitely generated (or, finitely
presented) groups and their geometric models introduced in Section 7.9.

When trying to prove that the quasiisometry relation is an equivalence rela-
tion, reflexivity and symmetry are straightforward, but, when attempting to prove
transitivity, the following question naturally arises:

Question 8.3 (M. Gromov, [Gro93], p. 23). Can a space contain two sepa-
rated nets that are not bi-Lipschitz equivalent?

Gromov’s question was answered by

Theorem 8.4 (D. Burago, B. Kleiner, [BK98]). There exists a separated net
N in R2 which is not bi-Lipschitz equivalent to Z2.

Along the same lines, Gromov asked whether two infinite finitely generated
groups G and H that are quasiisometric are also bi-Lipschitz equivalent. The
negative answer to this question was given by T. Dymarz [Dym10]. We discuss
Gromov’s questions in more detail in Chapter 25.

Fortunately, there is a second equivalent way of defining quasiisometry of two
metric spaces, based on loosening (coarsifying) the Lipschitz concept. The reader
can think of the coarse Lipschitz notion defined below as a generalization of the
traditional notion of continuity. Unlike the notion continuity, we will not care about
behavior of maps on the small scale, as long as they behave “well” on the large scale.

Definition 8.5. Let X,Y be metric spaces. A map f : X → Y is called
(L,C)–coarse Lipschitz if

(8.1) distY (f(x), f(x′)) 6 LdistX(x, x′) + C,

for all x, x′ ∈ X. A map f : X → Y is called an (L,C)–quasiisometric embedding if

(8.2) L−1distX(x, x′)− C 6 distY (f(x), f(x′)) 6 LdistX(x, x′) + C,

for all x, x′ ∈ X. Note that a quasiisometric embedding does not have to be an
embedding in the usual sense, however distant points have distinct images.

Example 8.6. 1. The floor function f : R→ Z ⊂ R, f(x) = bxc, is (0, 1)-coarse
Lipschitz. This function is a quasiisometric embedding R→ Z.

2. The function f : R→ R, f(x) = x2, is not coarse Lipschitz.
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Lemma 8.7. Suppose that G1, G2 are finitely generated groups equipped with
word-metrics. Then every coarse Lipschitz map f : G1 → G2 is K-Lipschitz for
some K.

Proof. Let S1, S2 be finite generating sets of the groups G1, G2. Suppose
that f : (G1,distS1

)→ (G2,distS2
) is (L,C)-coarse Lipschitz. For every s ∈ S1 and

g ∈ G1, we have
distS2

(f(g), f(sg)) 6 L+ C.

Therefore, by the triangle inequalities, for all g, h ∈ G1,

distS2(f(g), f(h)) 6 (L+ C)distS1(g, h).

Hence, f is K-Lipschitz with K = L+ C. �
Nice thing about Lipschitz and coarse Lipschitz maps is that these classes of

maps can be recognized locally.

Lemma 8.8. Consider a map f : (X,distX)→ (Y,distY ) between metric spaces,
where X is a geodesic metric space (but Y is not required to be geodesic). Suppose
that r is a positive number such that for all x, x′ ∈ X

distX(x, x′) 6 r ⇒ distY (f(x), f(x′)) 6 A.

Then f is (Ar , A)-coarse Lipschitz.

Proof. For points x, x′ ∈ X consider a geodesic γ ⊂ X connecting x to x′.
There exists a finite sequence

x1 = x, x2, . . . , xn, xn+1 = x′

along the geodesic γ, such that

r(n− 1) 6 D = distX(x, x′) < rn, distX(xi, xi+1) 6 r, i = 1, . . . , n.

Then, applying the triangle inequality and the fact that distY (f(xi), f(xi+1)) 6 A,
we obtain:

distY (f(x), f(x′)) 6 nA 6 DA

r
+A =

A

r
distX(x, x′) +A. �

If X is a finite interval [a, b] then an (L,C)–quasiisometric embedding q : X →
Y is called an (L,C)-quasigeodesic (segment). If a = −∞ or b = +∞ then q is
called an (L,C)-quasigeodesic ray. If both a = −∞ and b = +∞, then q is called
an (L,C)-quasigeodesic line. By abuse of terminology, the same names are used for
the image of q.

In line with loosening the Lipschitz concept, we will also loosen the concept of
the inverse map:

Definition 8.9. Maps of metric spaces f : X → Y, f̄ : Y → X are said to be
C-coarse inverse to each other if

(8.3) distX(f̄ ◦ f, idX) 6 C, distY (f ◦ f̄ ,distY ) 6 C.

In particular, a 0-coarse inverse map is the inverse map in the usual sense.
Lastly, we can define quasiisometries:
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Definition 8.10. A map f : X → Y between metric spaces is called a quasi-
isometry if it is coarse Lipschitz and admits a coarse Lipschitz coarse inverse map.
More precisely, f is an (L,C)–quasiisometry if f is (L,C)–coarse Lipschitz and
there exists a (L,C)–coarse Lipschitz map f̄ : Y → X such that the maps f, f̄ are
C-coarse inverse to each other.

Two metric spaces X,Y are quasiisometric if there exists a quasiisometry X →
Y .

A metric space X is called quasigeodesic if there exist constants (L,C) so that
every pair of points in X can be connected by an (L,C)-quasigeodesic.

Most of the time, the quasiisometry constants L,C do not matter, hence, we
shall use the words quasiisometries, quasigeodesic and quasiisometric embeddings
without specifying the constants. We will frequently abbreviate quasiisometry,
quasiisometric and quasiisometrically to QI.

Exercise 8.11. (1) Prove that every quasiisometry f : X → Y is a quasi-
isometric embedding.

(2) Prove that the coarse inverse of a quasiisometry is also a quasiisometry.
(3) Prove that the composition of two quasiisometric embeddings is a quasi-

isometric embedding, and that the composition of two quasiisometries is
a quasiisometry.

(4) If f, g : X → Y are within finite distance from each other, i.e.

dist(f, g) <∞,
and f is a quasiisometry, then g is also a quasiisometry.

(5) Let fi : X → X, i = 1, 2, 3 be maps such that f3 is (L3, A3) coarse
Lipschitz and dist(f2, idX) 6 A2. Then

dist(f3 ◦ f1, f3 ◦ f2, ◦f1) 6 L3A2 +A3.

(6) Prove that quasiisometry of metric spaces (defined as in Definition 8.5) is
an equivalence relation.

Exercise 8.12. 1. Suppose that Y and Z are subsets of a metric space (X,dist)
such that Z is contained in the r-neighborhood Nr(Y ). Define the “nearest point
projection” πZ : Y → Z, sending each y ∈ Y to a point z ∈ Z such that

distX(y, z) 6 r.
Show that π is a quasiisometric embedding.

2. Suppose that f : X → Y is a quasiisometric embedding such that f(X) is
r-dense in Y for some r < ∞. Show that f is a quasiisometry. Hint: Construct a
coarse inverse f̄ to the map f by mapping a point y ∈ Y to x ∈ X such that

distY (f(x), y) 6 r.

Maps f : X → Y such that f(X) is r-dense in Y for some r <∞, are coarsely
surjective. Thus, we obtain:

Corollary 8.13. A map f : X → Y is a quasiisometry if and only if f is a
coarsely surjective quasiisometric embedding.

Example 8.14. The cylinder X = Sn × R with a product metric is quasiiso-
metric to Y = R; the quasiisometry is the projection to the second factor.
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Example 8.15. Let h : R→ R be an L–Lipschitz function. Then the map

f : R→ R2, f(x) = (x, h(x)),

is a QI embedding.
Indeed, f is

√
1 + L2–Lipschitz. On the other hand, clearly,

dist(x, y) 6 dist(f(x), f(y)),

for all x, y ∈ R.

Example 8.16. Let ϕ : [1,∞)→ R+ be a differentiable function such that

lim
r→∞

ϕ(r) =∞,

and there exists C ∈ R for which |rϕ′(r)| 6 C for all r. For instance, take ϕ(r) =
log(r). Define the function F : R2 \ B(0, 1) → R2 \ B(0, 1) which, in the polar
coordinates, takes the form

(r, θ) 7→ (r, θ + ϕ(r)).

Hence F maps radial straight lines to spirals. Let us check that F is L–bi-Lipschitz
for L =

√
1 + C2. Indeed, the Euclidean metric in the polar coordinates takes the

form
ds2 = dr2 + r2dθ2.

Then
F ∗(ds2) = ((rϕ′(r))2 + 1)dr2 + r2dθ2

and the assertion follows. Extend F to the unit disk by the zero map. Therefore,
F : R2 → R2, is a QI embedding. Since F is onto, it is a quasiisometry R2 → R2.

Proposition 8.17. Two metric spaces (X,distX) and (Y,distY ) are quasiiso-
metric in the sense of Definition 8.1 if and only if there exists a quasiisometry
f : X → Y .

Proof. Assume there exists an (L,C)–quasiisometry f : X → Y . Let δ =
L(C + 1) and let A be a δ–separated ε–net in X. Then B = f(A) is a 1–separated
(Lε+ 2C)–net in Y . Moreover, for any a, a′ ∈ A,

distY (f(a), f(a′)) 6 LdistX(a, a′) + C 6
(
L+

C

δ

)
distX(a, a′)

and

distY (f(a), f(a′)) > 1

L
distX(a, a′)− C >

(
1

L
− C

δ

)
distX(a, a′) =

1

L(C + 1)
distX(a, a′) .

It follows that f , restricted to A and with target B, is a bi-Lipschitz map.

Conversely, assume that A ⊂ X and B ⊂ Y are two ε–separated δ–nets, and
that there exists a surjective bi-Lipschitz map g : A → B. We define a map
f : X → Y as follows: For every x ∈ X we choose a point ax ∈ A at distance at
most δ from x and define f(x) = g(ax).
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Remark 8.18. The Axiom of Choice makes here yet another important appear-
ance. We will discuss Axiom of Choice in more detail in Chapter 10. Nevertheless,
when X is proper (for instance X is a finitely generated group with a word met-
ric), there are finitely many possibilities for the point ax. Hence, the Axiom of
Choice is not required in this situation, as in the finite case it follows from the
Zermelo–Fraenkel axioms.

Since f(X) = g(A) = B it follows that Y is contained in the ε–tubular nei-
ghborhood of f(X). For every x, y ∈ X,

distY (f(x), f(y)) = distY (g(ax), g(ay)) 6 LdistX(ax, ay) 6 L(distX(x, y) + 2ε) .

Also

distY (f(x), f(y)) = distY (g(ax), g(ay)) > 1

L
distX(ax, ay) > 1

L
(distX(x, y)− 2ε) .

Now the proposition follows from Exercise 8.12. �

Below is yet another variation on the definition of quasiisometry, based on
relations.

First, some terminology: Given a relation R ⊂ X × Y , for x ∈ X let R(x)
denote {(x, y) ∈ X × Y : (x, y) ∈ R}. Similarly, define R(y) for y ∈ Y . Let πX , πY
denote the projections of X × Y to X and Y respectively.

Definition 8.19. Let X and Y be metric spaces. A subset R ⊂ X × Y is
called an (L,A)–quasiisometric relation if the following conditions hold:

1. Each x ∈ X and each y ∈ Y are within distance 6 A from the projection of
R to X and Y , respectively.

2. For all x, x′ ∈ πX(R),

distHaus(πY (R(x)), πY (R(x′))) 6 Ldist(x, x′) +A.

3. Similarly, for all y, y′ ∈ πY (R),

distHaus(πX(R(y)), πX(R(y′))) 6 Ldist(y, y′) +A.

Observe that for any (L,A)–quasiisometric relation R, for all pair of points
x, x′ ∈ X, and y ∈ R(x), y′ ∈ R(x′) we have

1

L
dist(x, x′)− A

L
6 dist(y, y′) 6 Ldist(x, x′) +A.

The same inequality holds for all pairs of points y, y′ ∈ Y , and x ∈ R(y), x′ ∈ R(y′).
In particular, by using the Axiom of Choice as in the proof of Proposition 8.17,

if R is an (L,A)–quasiisometric relation between non-empty metric spaces, then it
induces an (L1, A1)–quasiisometry X → Y . Conversely, every (L,A)–quasiisometry
is an (L2, A2)–quasiisometric relation.

Quasi-isometry group of a space. Some quasiisometries X → X are more
interesting than others. The boring quasiisometries are the ones which are within
finite distance from the identity:

Definition 8.20. Given a metric space (X,dist) we denote by B(X) the set
of maps f : X → X (not necessarily bijections) which are bounded perturbations of
the identity, i.e. maps such that

dist(f, idX) = sup
x∈X

dist(f(x), x) <∞.
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In order to mod out the semigroup of quasiisometries X → X by B(X), one
introduces a group QI(X) defined below. Given a metric space (X,dist), consider
the set QI(X) of equivalence classes [f ] of quasiisometries f : X → X, where two
quasiisometries f, g are equivalent if and only if

dist(f, g) <∞.
In particular, the set of quasiisometries equivalent to idX is B(X). Clearly, the
composition is an associative binary operation on QI(X).

Exercise 8.21. Show that the coarse inverse defines an inverse in QI(X), and,
hence, QI(X) is a group.

Definition 8.22. The group (QI(X) , ◦) is called the group of quasiisometries
of the metric space X. When G is a finitely generated group, then QI(G) will
denote the group of quasiisometries of G equipped with the word metric.

Note that if S, S′ are two finite generating sets of a group G then the identity
map (G,distS)→ (G,distS′) is a quasiisometry, see Exercise 7.83.

Exercise 8.23. If h : X → X ′ is a quasiisometry of metric spaces, then the
groups QI(X), QI(X ′) are isomorphic; the isomorphism is given by the map

[f ] 7→ [h ◦ f ◦ h̄],

where h̄ is a coarse inverse to h. Conclude that the group QI(G) is independent of
the generating set of G.

More importantly, we will see (Corollary 8.64) that every group quasiisometric
to G admits a natural homomorphism to QI(G).

Isometries and virtual isomorphisms. For every metric space X there is a
natural homomorphism qX : Isom(X)→ QI(X), given by f 7→ [f ]. In general, this
homomorphism is not injective. For instance, if X = Rn, then the kernel of qX is
the full group of translations Rn. Similarly, the entire group G = Zn×F , where F
is a finite group, maps trivially to QI(G).

Suppose now that G is an arbitrary finitely generated group. Since G acts
isometrically on (G,distS) (where S a finite generating set of G), we obtain a
homomorphism qG : G→ QI(G). We will prove in Lemma 16.20 that the kernel K
of this homomorphism is a subgroup such that for every k ∈ K the G-centralizer
of k has finite index in G. In particular, if G = K then G is virtually abelian.

The group V I(G) of virtual automorphisms of G defined in Section 5.2 also
maps naturally to QI(G). Indeed, suppose that an isomorphism

φ : G1/K1 → G2/K2

is a virtual automorphism of G; here G1, G2 are finite-index subgroups of G and
Ki C Gi are finite normal subgroups, i = 1, 2. Then φ is a quasiisometry; it lifts to
a map

ψ : G1 → G2, φ(gK1) = ψ(g)K2, g ∈ G1.

We leave it to the reader to verify that ψ is also a quasiisometry. Since Gi’s are
finite-index subgroups in G, they are nets in G. Therefore, as in the proof of
Proposition 8.17, ψ extends to a quasiisometry

f = fφ : G→ G.
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Exercise 8.24. Show that the map defined by φ 7→ [fφ] is a homomorphism
V I(G)→ QI(G).

Coarse embeddings.
The notion of coarse embedding generalizes the concept of quasi-isometric em-

bedding between two metric spaces. It has been introduced by Gromov in [Gro93,
§7.E].

Let ρ± : R+ → R+ be two continuous functions such that ρ−(x) 6 ρ+(x) for
every x ∈ R+ , and such that both functions have limit +∞ at +∞.

Definition 8.25. A (ρ−, ρ+)–embedding of a metric space (X,distX) into a
metric space (Y, distY ) is an embedding ϕ : X → Y such that

(8.4) ρ−(distX(x, y)) 6 distY (ϕ(x) , ϕ(y)) 6 ρ+(distX(x, y)) .

A coarse embedding is a (ρ−, ρ+)–embedding for some functions ρ±.
Assume now that ρ− is the inverse of ρ+ (in particular, both are bijections). A

(ρ−, ρ+)–transformation of a metric space (X,distX) is a bijection ϕ : X → X such
that both ϕ and its inverse ϕ−1 satisfy the inequalities in (8.4). Under the same
assumptions, if ρ+(x) = Lx for some L > 1, the corresponding transformation is
an L-bi-Lipschitz transformation.

Lemma 8.26. Let f : X → Y be a coarse embedding such that X is geodesic.
Then one can take the function ρ+(x) equal to Lx on [1,∞), for some L > 0.

Proof. Let ρ± be such that f is a (ρ−, ρ+)–embedding, and let L be the
supremum of ρ+ over [0, 1]. For every two points a, b in X with distX(a, b) > 1,
consider a finite sequence of consecutive points x0 = a, x1, x2, . . . , xn, xn+1 = b on
the same geodesic joining a and b, and such that distX(xi, xi+1) = 1 for 0 6 i 6
n− 1, and distX(xn, xn+1) < 1. It follows that

distY (f(xi), f(xi+1)) 6 L, ∀0 6 i 6 n .
Therefore, by the triangular inequality

distY (f(a), f(b)) 6 L(n+ 1) 6 2LdistX(a, b) .

�
A coarse embedding of a geodesic metric space is always Lipschitz, therefore in

this setting an equivalent notion is the following.

Uniformly proper maps. Let X,Y be topological spaces. Recall that a
(continuous) map f : X → Y is called proper if the inverse image f−1(K) of each
compact in Y is a compact in X. The next definition is a “coarsification” of the
notion of a proper map:

Definition 8.27. A map f : X → Y between proper metric spaces is called
uniformly proper if f is coarse Lipschitz and there exists a function ψ : R+ → R+

such that diam(f−1(B(y,R))) 6 ζ(R) for each y ∈ Y,R ∈ R+. Equivalently, there
exists a proper continuous function η : R+ → R+ such that

dist(f(x), f(x′)) > η(dist(x, x′)).

The functions ζ and η are called upper and lower distortion functions of f respec-
tively.
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Clearly, every QI embedding is uniformly proper. Conversely, if f is uniformly
proper with linear lower distortion function η, then f is a QI embedding. In Lemma
8.30 we will see how uniformly proper maps appear naturally in group theory.

Exercise 8.28. 1. Consider the arc-length parameterization f : R → R2 of
the parabola y = x2. Then f is uniformly proper but is not a QI embedding.

2. The following function is L-Lipschitz, proper, but not uniformly proper:

f(x) = (|x|, arctan(x)), f : R→ R2.

3. The function log : (0,∞)→ R is not uniformly proper.
4. Composition of uniformly proper maps is again uniformly proper.
5. If f1, f2 : X → Y are such that dist(f1, f2) <∞ and f1 is uniformly proper,

then so is f2.

Even though, uniform properness is weaker than the requirement of a QI em-
bedding, sometimes, the two notions coincide:

Lemma 8.29. Suppose that Y is a geodesic metric space, f : X → Y is a
uniformly proper map whose image is r-dense in Y for some r < ∞. Then f is a
quasiisometry.

Proof. We have to construct a coarse inverse to the map f . Given a point
y ∈ Y pick a point f̄(y) := x ∈ X such that dist(f(x), y) 6 r. Let us check that
f̄ is coarse Lipschitz. Since Y is a geodesic metric space it suffices to verify that
there is a constant A such that for all y, y′ ∈ Y with dist(y, y′) 6 1, one has:

dist(f̄(y), f̄(y′)) 6 A.
Pick t > 2r+ 1 which is in the image of the lower distortion function η. Then take
A ∈ η−1(t). Hence, f̄ is also coarse Lipschitz. It is also clear that the maps f, f̄
are coarse inverse to each other. Hence, f is a quasiisometry. �

Lemma 8.30. Suppose that G is a finitely generated group equipped with word
metric and G y X is a properly discontinuous isometric action on a metric space
X. Then for every o ∈ X the orbit map f : G → X, f(g) = g · o, is uniformly
proper.

Proof. 1. Let S denote the finite generating set of G; set

L = max
s∈S

(dX(s(o), o).

Then for every g ∈ G, sinS, dS(gs, g) = 1, while

dX(gs(o), g(o)) = dX(s(o), o) 6 L.
Therefore, by applying triangle inequalities, we conclude that f is L-Lipschitz.

2. Define the function

η(n) = min{dX(go, o) : |g| = n}.
Since the action Gy X is properly discontinuous,

lim
n→∞

η(n) =∞.

We extend η linearly to unit intervals [n, n + 1] ⊂ R and retain the notation η for
the extension. The extension η : R+ → R+ is continuous and proper. By definition
of the function η, for every g ∈ G,

dX(f(g), f(1)) = dX(go, o) > η(dS(g, 1)).
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Since G acts on itself and on X isometrically, it follows that

dX(f(g), f(h)) > η(dS(g, h)), ∀g, h ∈ G.
Thus, the map f is uniformly proper. �

Corollary 8.31. Let H 6 G is a finitely generated subgroup of a finitely
generated group G. Then the inclusion map H → G is uniformly proper, where we
are using word metrics on G and H associated with their respective finite generating
sets.

We will discuss distortion of subgroups of finitely generated groups in more
detail in Section 8.9.

Coarse convergence. So far, we coarsified geometric concepts. Below is a
useful coarsification of an analytical concept.

Definition 8.32. Suppose that (Y, dY ) is a metric space and X is a set. A
sequence of maps fi : X → Y is said to coarsely uniformly converge to a map
f : X → Y if there exists R ∈ R+ and i0 ∈ N such that for all i > i0 and all x ∈ X,

dY (f(x), fi(x)) 6 R.
In other words, there exists i0 such that for all i > i0, dist(f, fi) <∞.

Note that the difference with the usual notion of uniform convergence is just
one quantifier: ∀R is replaced with ∃R.

Similarly, one defines coarse uniform convergence on compact subsets:

Definition 8.33. Suppose that X is a topological. A sequence (fi) of maps
X → Y is said to coarsely uniformly converge to a map f : X → Y on compact
subsets, if:

There exists a number R < ∞ so that for every compact K ⊂ X, there exits
iK so that for all i > iK ,

∀x ∈ K, d(fi(x), f(x)) 6 R.
We will use the notation

c

lim
i→∞

fi = f.

to denote the fact that the sequence (fi) coarsely converges to f .

Proposition 8.34 (Coarse Arzela–Ascoli theorem.). Fix real numbers L,A
and D and let X,Y be proper metric spaces so that X admits a separated R-net.
Let fi : X → Y be a sequence of (L1, A1)-Lipschitz maps, such that for some points
x0 ∈ X, y0 ∈ Y we have d(f(x0), y0) 6 D. Then there exists a subsequence (fik),
and an (L2, A2)–Lipschitz map f : X → Y , such that

c

lim
k→∞

fik = f.

Furthermore, if the maps fi are (L1, A1)–quasiisometries, then f is also an (L3, A3)–
quasiisometry.

Proof. Let N ⊂ X be a separated net. We can assume that x0 ∈ N . Then the
restrictions fi|N are L′-Lipschitz maps and, by the usual Arzela–Ascoli theorem, the
sequence (fi|N ) subconverges (uniformly on compact subsets) to an L′ -Lipschitz
map f : N → Y . We extend f to X by the rule:
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For x ∈ X pick x′ ∈ N so that d(x, x′) 6 R and set f(x) := f(x′).
Then the map f : X → Y is (L2, A2)–Lipschitz. For a metric ball B(x0, r) ⊂

X, r > R, there exists ir so that for all i > ir and all x ∈ N ∩ B(x0, r), we have
d(fi(x), f(x)) 6 1. For arbitrary x ∈ K, we find x′ ∈ N ∩ B(x0, r + R) such that
d(x′, x) 6 R. Then

d(fi(x), f(x)) 6 d(fi(x
′), f(x′)) 6 L1(R+ 1) +A.

This proves coarse convergence. The statement about quasiisometries follows from
the Exercise 8.11, part (4). �

8.2. Group-theoretic examples of quasiisometries

We begin by noting that given a finitely generated group G endowed with a
word metric, the set B(G) is particularly easy to describe. To begin with, it contains
all the right translations Rg : G→ G, Rg(x) = xg (see Remark 7.72).

Lemma 8.35. For a finitely generated group (G,distS) endowed with a word
metric, the set of maps B(G) consists of piecewise right translations. That is,
given a map f ∈ B(G) there exist finitely many elements h1, . . . , hn in G and a
decomposition G = T1tT1t . . .tTn such that f restricted to Ti coincides with Rhi .

Proof. Since f ∈ B(G), there exists a constant R > 0 such that for every
x ∈ G, dist(x, f(x)) 6 R. This implies that x−1f(x) ∈ B(1, R). The ball B(1, R) is
a finite set. We enumerate its distinct elements {h1, . . . , hn}. Thus, for every x ∈ G
there exists hi such that f(x) = xhi = Rhi(x) for some i ∈ {1, 2, . . . , n}. We define
Ti = {x ∈ X ; f(x) = Rhi(x)}. If there exists x ∈ Ti ∩ Tj then f(x) = xhi = xhj ,
which implies hi = hj , a contradiction. �

The main example of a quasiisometry, which partly justifies the interest in such
maps, is given by Theorem 8.37, proved in the context of Riemannian manifolds
first by A. Schwarz [Šva55] and, 13 years later, by J. Milnor [Mil68b]. At the
time, both were motivated by relating volume growth in universal covers of com-
pact Riemannian manifolds and growth of their fundamental groups. Note that
sometimes, in the literature it is this theorem (stating the equivalence between the
growth function of the fundamental group of a compact manifold and that of the
universal cover of the manifold) that is referred to as the Milnor–Schwarz Theorem,
and not Theorem 8.37 below.

In fact, it had been observed already by V.A. Efremovich in [Efr53] that two
growth functions as above (i.e. of the volume of metric balls in the universal cover of
a compact Riemannian manifold, and of the cardinality of balls in the fundamental
group with a word metric) increase at the same rate.

Remark 8.36 (What is in the name?). Schwarz is a German-Jewish name
which was translated to Russian (presumably, at some point in the 19-th century)
as Xvarc. In the 1950-s, the AMS, in its infinite wisdom, decided to translate
this name to English as Švarc. A. Schwarz himself eventually moved to the United
States and is currently a colleague of the second author at University of California,
Davis. See http://www.math.ucdavis.edu/∼schwarz/bion.pdf for his mathematical
autobiography. The transformation

Schwarz→Xvarc → Švarc

is a good example of a composition of a quasiisometry and its coarse inverse.
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Theorem 8.37 (Milnor–Schwarz). Let (X,dist) be a proper geodesic metric
space (which is equivalent, by Theorem 2.13, to X being a length metric space
which is complete and locally compact) and let G be a group acting geometrically
on X. Then:

(1) The group G is finitely generated.
(2) For any word metric distW on G and any point x ∈ X, the orbit map

G→ X given by g 7→ gx is a quasiisometry.

Proof. We denote the orbit of a point y ∈ X by Gy. Given a subset A in X
we denote by GA the union of all orbits Ga with a ∈ A.

Step 1: The generating set.

As every geometric action, the action G y X is cobounded: There exists a
closed ball B of radius D such that GB = X. Since X is proper, B is compact.
Define

S = {s ∈ G : sB ∩B 6= ∅} .
Note that S is finite because the action of G is proper, and that 1 ∈ S−1 = S by
the definition of S. If S = G, then there is nothing to prove; we assume, therefore,
that G 6= S.

Step 2: Outside of the generating set.
Now consider

2d := inf{dist(B, gB) ; g ∈ G \ S}.
Pick g ∈ G \ S; the distance dist(B, gB) is a positive constant R, by the definition
of S. The subset H ⊂ G consisting of elements h ∈ G such that dist(B, hB) 6 R,
is contained in the set

{g ∈ G : gB(x,D +R) ∩B(x,D +R) 6= ∅}
and, hence, the subset H is finite. Now,

inf{dist(B, gB) : g ∈ G \ S} = inf{dist(B, gB) : g ∈ H \ S}
and the latter infimum is over finitely many positive numbers. Therefore, there
exists h0 ∈ H \ S such that dist(B, h0B) realizes that infimum, which is, therefore,
positive. By the definition, dist(B, gB) < 2d implies that g ∈ S.

Step 3: G is finitely generated.
Consider a geodesic [x, gx] ⊂ X and define

k =

⌊
dist(x, gx)

d

⌋
.

Then there exists a finite sequence of points on the geodesic [x, gx],

y0 = x, y1, . . . , yk, yk+1 = gx,

such that dist(yi, yi+1) 6 d for every i ∈ {0, . . . , k}. For every i ∈ {1, . . . , k} let
hi ∈ G be such that yi ∈ hiB. We take h0 = 1 and hk+1 = g. As

dist(B, h−1
i hi+1B) = dist(hiB, hi+1B) 6 dist(yi, yi+1) 6 d,

it follows that h−1
i hi+1 = si ∈ S, that is, hi+1 = hisi. Then

(8.5) g = hk+1 = s0s1 · · · sk.
We have thus proved that G is generated by S, consequently, G is finitely generated.
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Step 4: The quasiisometry.
Since all word metrics on G are bi-Lipschitz equivalent, it suffices to prove

Part (2) for the word metric distS on G, where S is the finite generating set found
as above for the chosen point x. The space X is contained in the 2D–tubular
neighborhood of the image Gx of the orbit mapG → X. It, therefore, remains to
prove that the orbit map is a quasiisometric embedding. By the equation (8.5),

|g|S 6 k + 1 6 1

d
dist(x, gx) + 1.

On the other hand, by Lemma 8.30, the orbit map of an isometric properly discon-
tinuous action of a finitely generated group, is L-Lipschitz for some L. Therefore,

d|g|S − d 6 dist(x, gx) 6 L|g|S ,
equivalently,

d · distS(1G, g)− d 6 dist(x, gx) 6 LdistS(1G, g)

Since both the word metric distS and the metric dist on X are left-invariant with
respect to the action of G, in the above inequality, 1G can be replaced by any
element h ∈ G. �

Exercise 8.38. Verify that the orbit map in this proof is 2D-Lipschitz.

Corollary 8.39. Given M a compact connected Riemannian manifold, let M̃
be its universal cover endowed with the pull-back Riemannian metric, so that the
fundamental group π1(M) acts isometrically on M̃ .

Then the group π1(M) is finitely generated, and the metric space M̃ is quasi-
isometric to π1(M) with some word metric.

Thus, the Milnor–Schwarz Theorem provides an answer to the question about
the relation between different geometric models of a finitely generated group G:
Different models are quasiisometric to each other and to the group G equipped
with the word metric.

Exercise 8.40. Prove the Milnor–Schwarz Theorem replacing the assumption
that X is a geodesic metric space by the hypothesis that X is a quasigeodesic metric
space.

Our next goal is to prove several corollaries and generalizations of Theorem
8.37.

Lemma 8.41. Let (X,disti), i = 1, 2, be proper geodesic metric spaces. Suppose
that the action G y X is geometric with respect to both metrics dist1,dist2. Then
the identity map

Id : (X,dist1)→ (X,dist2)

is a quasiisometry.

Proof. The group G is finitely generated by Theorem 8.37; choose a word
metric distG on G corresponding to any finite generating set. Pick a point x0 ∈ X;
then the orbit maps

fi : (G,distG)→ (X,disti), fi(g) = g(x0)
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are quasiisometries, let f̄i denote their coarse inverses. Then the map

Id : (X,dist1)→ (X,dist2)

is within finite distance from the quasiisometry f2 ◦ f̄1. �
Corollary 8.42. Let dist1,dist2 be as in Lemma 8.41. Then any geodesic γ

with respect to the metric dist1 is a quasigeodesic with respect to the metric dist2.

Lemma 8.43. Let G y X be a geometric action on a proper geodesic metric
space X. Suppose, in addition, that we have an isometric properly discontinuous
action Gy X ′ on another metric space X ′ and a G-equivariant coarsely Lipschitz
map f : X → X ′. Then f is uniformly proper.

Proof. Pick a point p ∈ X and set o := f(p). We equip G with a word metric
corresponding to a finite generating set S of G; then the orbit map φ : g 7→ g(p), φ :
G→ X is a quasiisometry by Milnor–Schwarz theorem. We have the second orbit
map ψ : G→ X ′, ψ(g) = g(p). The map ψ is uniformly proper according to Lemma
8.30. We leave it to the reader to verify that

dist(f ◦ φ, ψ) <∞.
Thus, the map f ◦ φ is uniformly proper as well (see Exercise 8.28). Taking φ̄ :
X → G, a coarse inverse to φ, we see that the composition

f ◦ φ ◦ φ̄
is uniformly proper too. Since

dist(f ◦ φ ◦ φ̄, f) <∞,
we conclude that f is also uniformly proper. �

Let G y X,G y X ′ be isometric actions and let f : X → X ′ be a quasiiso-
metric embedding. We say that f is G-quasiequivariant if for every g ∈ G

dist(g ◦ f, f ◦ g) 6 C,
where C <∞ is independent of g.

Exercise 8.44. (1) Composition of quasiequivariant maps is again quasiequiv-
ariant.

(2) If f : X → X ′ is a quasiequivariant quasiisometry, then every coarse
inverse f̄ : X ′ → X to the map f is also quasiequivariant.

Lemma 8.45. Suppose that X,X ′ are proper geodesic metric spaces, G is a
group acting geometrically on X and X ′ respectively. Then there exists a G–
quasiequivariant quasiisometry f : X → X ′.

Proof. Pick points x ∈ X, x′ ∈ X ′. According to Theorem 8.37, the orbit
maps

G→ G · x ↪→ X, G→ G · x′ ↪→ X ′

are quasiisometries. The statement now follows from the Exercise 8.44. �
Exercise 8.46. Construct an example when in the setting of the lemma there

is no quasiisometry X → X ′ which is G-equivariant in the traditional sense, i.e.

f ◦ g = g ◦ g
for all g ∈ G.
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Below we discuss the relation between quasiisometry and virtual isomorphism,
in view of Milnor–Schwarz Theorem.

Corollary 8.47. Let G be a finitely generated group.
(1) If G1 is a finite index subgroup in G, then G1 is also finitely generated;

moreover the groups G and G1 are quasiisometric.

(2) Given a finite normal subgroup N in G, the groups G and G/N are quasi-
isometric.

(3) Thus, two virtually isomorphic (VI) finitely generated groups are quasi-
isometric (QI).

Proof. (1) is a special case of Theorem 8.37, with G2 = G and X a Cayley
graph of G.

(2) follows from Theorem 8.37 applied to the action of the group G on a Cayley
graph of the group G/N .

(3) The last part is an immediate consequence of parts (1) and (2). �

The next example shows that VI is not equivalent to QI.

Example 8.48. Let A be a matrix diagonalizable over R in SL(2,Z) so that
A2 6= I. Thus, the eigenvalues λ, λ−1 of A have the absolute value 6= 1. We will use
the notation Hyp(2,Z) for the set of such matrices. Define the action of Z on Z2 so
that the generator 1 ∈ Z acts by the automorphism given by A. Let GA denote the
associated semidirect product GA := Z2 oA Z. We leave it to the reader to verify
that Z2 is a unique maximal normal abelian subgroup in GA. By diagonalizing the
matrix A, we see that the group GA embeds as a discrete cocompact subgroup in
the Lie group

Sol3 = R2 oD R
where

D(t) =

[
et 0
0 e−t

]
, t ∈ R.

In particular, GA is torsion-free. The group Sol3 has its left-invariant Riemannian
metric; hence, GA acts isometrically on Sol3, regarded as a metric space. Therefore,
every group GA as above is QI to Sol3. We now construct two groups GA, GB of
the above type which are not VI to each other. Pick two matrices A,B ∈ Hyp(2,Z)
such that for every n,m ∈ Z \ {0}, An is not conjugate to Bm. For instance, take

A =

[
2 1
1 1

]
, B =

[
3 2
1 1

]
.

(The above property of the powers of A and B follows by considering the eigenvalues
of A and B and observing that the fields they generate are different quadratic
extensions of Q.) The group GA is QI to GB since they are both QI to Sol3. Let us
check that GA is not VI to GB . First, since both GA, GB are torsion-free, it suffices
to show that they are not commensurable, i.e. do not contain isomorphic finite-
index subgroups. Let H = HA be a finite-index subgroup in GA. Then H intersects
the normal rank 2 free abelian subgroup of GA along a rank 2 free abelian subgroup
LA. The image of H under the quotient homomorphism GA → GA/Z2 = Z has
to be an infinite cyclic subgroup, generated by some n ∈ N. Therefore, HA is
isomorphic to Z2 oAn Z. For the same reason, HB

∼= Z2 oBm Z. Any isomorphism
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HA → HB has to carry LA isomorphically to LB . However, this would imply that
An is conjugate to Bm. Contradiction.

Example 8.49. Another example where QI does not imply VI is as follows.
Let S be a closed oriented surface of genus n > 2. Let G1 = π1(S) × Z. Let M
be the total space of the unit tangent bundle UT (S) of S. Then the fundamental
group G2 = π1(M) is a non-trivial central extension of π1(S):

1→ Z→ G2 → π1(S)→ 1,

G2 =
〈
a1, b1, . . . , an, bn, t|[a1, b1] · · · [an, bn]t2n−2, [ai, t], [bi, t], i = 1, . . . , n

〉
.

We leave it to the reader to check that passing to any finite-index subgroup in G2

does not make it a trivial central extension of the fundamental group of a hyperbolic
surface. On the other hand, since the group π1(S) is hyperbolic, the groups G1 and
G2 are quasiisometric, see Section 11.19.

One more example of quasiisometry (which comes from a virtual isomorphism)
is the following:

Example 8.50. All non-abelian free groups of finite rank are quasiisometric to
each other.

Proof. We present two proofs: One is algebraic and the other is geometric.
1. Algebraic proof. We claim that all free groups Fn, 2 6 n < ∞, are

virtually isomorphic. By Proposition 7.81, for every 1 < m < ∞, the group F2

contains a finite-index subgroup isomorphic to Fm. Since virtual isomorphism is a
transitive relation, which implies quasiisometry, the claim follows.

2. Geometric proof. The Cayley graph of Fn with respect to a set of n
generators and their inverses is the regular simplicial tree of valence 2n.

We claim that all regular simplicial trees of valence at least 3 (equipped with
the standard metrics) are quasiisometric. Let Tk denote the regular simplicial tree
of valence k; we will show that T3 is quasiisometric to Tk for every k > 4.

We construct a countable collection C of pairwise-disjoint embedded edge-paths
c of length k − 3 in Tk, such that every vertex in Tk belongs to exactly one such
path. See Figure 8.1, where the paths c ∈ C are drawn in tick lines. Let T denote
the tree obtained from Tk by collapsing each path c ∈ C to a single vertex. We
leave it to the reader to verify that the quotient tree T is isomorphic to the valence
k tree Tk. The quotient map

q = qk : T3 → Tk
is a morphism of trees. We also leave it to the reader to verify that the map q
satisfies the inequality

1

k − 2
dist(x, y)− 1 6 dist(q(x), q(y)) 6 dist(x, y)

for all vertices x, y ∈ V (T3). Therefore, q is a surjective quasiisometric embedding
and, hence, a quasiisometry. �
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Figure 8.1. All regular simplicial trees are quasiisometric.

8.3. A metric version of the Milnor–Schwarz Theorem

In the case of a Riemannian manifold, or more generally a metric space, without
a geometric action of a group, one can still use a purely metric argument and create
a discretization of the space, that is a simplicial graph quasiisometric to the space.
We begin with a few simple observations.

Lemma 8.51. Let X and Y be two discrete metric spaces that are bi-Lipschitz
equivalent. If X is uniformly discrete, then so is Y .

Proof. Assume f : X → Y is an L–bi-Lipschitz bijection, where L > 1, and
assume that φ : R+ → R+ is a function such that for every r > 0 every closed ball
B(x, r) in X contains at most φ(r) points. Every closed ball B(y,R) in Y is in
1-to-1 correspondence with a subset of B(f−1(y), LR), whence it contains at most
φ(LR) points. �

Notation: Let A be a subset in a metric space. We denote by Gκ(A) the simplicial
graph with set of vertices A and set of edges

{(a1, a2) | a1, a2 ∈ A, 0 < dist(a1, a2) 6 κ} .
In other words, Gκ(A) is the 1-skeleton of the Rips complex Ripsκ(A).

As usual, we will equip each component of the graph Gκ(A) with the standard
metric.

Theorem 8.52. (1) Let (X,dist) be a proper geodesic metric space (equiv-
alently, a complete, locally compact length metric space, see Theorem
2.13). Let N ⊂ X be an ε–separated δ–net, where 0 < ε < 2δ < 1 and let
G be the metric graph G8δ(N) . Then the graph G is connected, and the
metric space (X,dist) is quasiisometric to the graph G. More precisely,
for all x, y ∈ N we have

(8.6)
1

8δ
distX(x, y) 6 distG(x, y) 6 3

ε
distX(x, y) .
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(2) If, moreover, (X,dist) is either a complete Riemannian manifold of bounded
geometry or a metric simplicial complex of bounded geometry, then G is a
graph of bounded geometry (see Definition 3.33).

Proof. (1) Our proof is modeled on the one of Milnor–Schwarz Theorem.
Let x, y be two points in N . If distX(x, y) 6 8δ then, by construction, distG(x, y) =
1 and both inequalities in (8.6) hold. Let us suppose that distX(x, y) > 8δ.

The distance distG(x, y) is the length s of an edge-path e1e2 . . . es, where x is
the tail vertex of e1 and y is the head vertex of es. It follows that

distG(x, y) = s > 1

8δ
distX(x, y) .

The distance distX(x, y) is the length of a geodesic c : [0,distX(x, y)]→ X. Let

t0 = 0, t1, t2, . . . , tm = distX(x, y)

be a sequence of numbers in [0,distX(x, y)] such that 5δ 6 ti+1−ti 6 6δ, for every i ∈
{0, 1, . . . ,m− 1}.

Let xi = c(ti), i ∈ {0, 1, 2, . . . ,m}. For every i ∈ {0, 1, 2, . . . ,m} there exists
wi ∈ N such that distX(xi, wi) 6 δ . We note that w0 = x,wm = y. The choice of
ti implies that

3δ 6 distX(wi, wi+1) 6 8δ , for every i ∈ {0, . . . ,m− 1}
In particular:
• wi and wi+1 are the endpoints of an edge in G , for every i ∈ {0, . . . ,m−1} ;
• distX(xi, xi+1) > dist(wi, wi+1)− 2δ > dist(wi, wi+1)− 2

3dist(wi, wi+1) =
1
3dist(wi, wi+1) .

We can then write
(8.7)

distX(x, y) =

m−1∑
i=0

distX(xi, xi+1) > 1

3

m−1∑
i=0

dist(wi, wi+1) > ε

3
m > ε

3
distG(x, y) .

This inequality implies both connectivity of the graph G and the required quasi-
isometry estimates.

(2) According to the Example 3.34, the graph G has bounded geometry if and
only if its set of vertices with the induced simplicial distance is uniformly discrete.
Lemma 8.51 implies that it suffices to show that the set of vertices of G (i.e. the
net N) with the metric induced from X is uniformly discrete.

When X is a Riemannian manifold, this follows from Lemma 3.31. When X
is a simplicial complex this follows from the fact that the set of vertices of X is
uniformly discrete. �

Note that one can also discretize a Riemannian manifold M (i.e. of replace M
by a quasiisometric simplicial complex) using Theorem 3.36, which implies:

Theorem 8.53. Every Riemannian manifold M of bounded geometry is quasi-
isometric to a bounded geometry simplicial complex homeomorphic to M .
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8.4. Topological coupling

In this section we describe an alternative, and sometimes useful, dynamical
criterion for quasiisometry between groups. This alternative definition then mo-
tivates the notion of measure-equivalence between groups. Neither notion will be
used elsewhere in the book.

We begin with Gromov’s interpretation of quasiisometry between groups using
the language of topological actions.

A topological coupling of topological groups G1, G2, is a metrizable locally com-
pact topological spaceX, together with two commuting cocompact properly discon-
tinuous topological actions ρi : Gi → Homeo(X), i = 1, 2. (The actions commute
if and only if ρ1(g1)ρ2(g2) = ρ2(g2)ρ1(g1) for all gi ∈ Gi, i = 1, 2.) Note that
the actions ρi are not required to be isometric. Below we will see some natural
examples of topological couplings.

The following theorem was first proven by Gromov in [Gro93]; see also [dlH00,
page 98].

Theorem 8.54. If G1, G2 are finitely generated groups, then G1 is QI to G2 if
and only if there exists a topological coupling between these discrete groups.

Proof. 1. Suppose thatG1 is QI toG2. Then there exists an (L,A)-quasiisometry
q : G1 → G2. The map q is (L+A)–Lipschitz (see Lemma 8.7). Consider the space
X of (L,A)-quasiisometric maps G1 → G2. We equip X with the topology of
pointwise convergence. By the Arzela–Ascoli Theorem, X is locally compact.

The groups G1, G2 act on X as follows:

ρ1(g1)(f) := f ◦ g−1
1 , ρ2(g2)(f) := g2 ◦ f, f ∈ X.

It is clear that these actions commute and are topological. For each (L,A)-quasiisometry
f ∈ X, there exist g1 ∈ G1, g2 ∈ G2 such that

g2 ◦ f(1G1
) = 1G1

, f ◦ g−1
1 (1G2

) ∈ B(1, A) ⊂ G2.

Therefore, by the Arzela–Ascoli Theorem, both actions (of G1 and of G2) are
cocompact. We will check that ρ2 is properly discontinuous as the case of ρ1 is
analogous. Let K ⊂ X be a compact subset. Then there exists R <∞ so that for
every f ∈ K,

f(1G1) ∈ B(1, R).

If g2 ∈ G2 is such that g2 ◦ f ∈ K for some f ∈ K, then

(8.8) g2(B(1G2 , R)) ∩B(1G2 , R) 6= ∅.
Since the action of G2 on itself is free, it follows that the collection of g2 ∈ G2

satisfying (8.8) is finite. Hence, ρ2 is properly discontinuous.
Lastly, the space X is metrizable, since it is locally compact, second countable

and Hausdorff; more explicitly, one can define distance between functions as the
Gromov–Hausdorff distance between their graphs. (Note that this metric is G1–
invariant.)

2. Suppose that X is a topological coupling of G1 and G2. If X were a
geodesic metric space and the actions of G1, G2 were isometric, we would not need
commutation of these action (as Milnor-Schwarz Theorem would apply). However,
there are examples of QI groups which do not act geometrically on the same geodesic
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metric space, see Theorem 8.37. Nevertheless, the construction of a quasiisometry
below is pretty much the same as in the proof of the Milnor-Schwarz Theorem.

Since Gi y X is cocompact, there exists a compact K ⊂ X so that GiK = X;
pick a point p ∈ K. Then for each gi ∈ Gi there exists φi(gi) ∈ Gi+1 such that
gi(p) ∈ φi(gi)(K); here and below i is taken modulo 2. We, thus, have the maps
φi : Gi → Gi+1, i = 1, 2.

a. Let us check that these maps are Lipschitz. Let s ∈ Si, a finite generating
set of Gi, we will use the word metric on Gi with respect to Si, i = 1, 2. Define C
to be the union ⋃

s∈S1

s(K) ∪
⋃
s∈S2

s(K).

Since ρi’s are properly discontinuous actions, the sets

GCi := {h ∈ Gi : h(C) ∩ C 6= ∅}, i = 1, 2,

are finite. Therefore, the word-lengths of the elements of these sets are bounded by
some L <∞. Suppose now that gi+1 = φi(gi), s ∈ Si. Then

gi(p) ∈ gi+1(K), sgi(p) ∈ g′i+1(K),

for some g′i+1 ∈ Gi+1. Therefore,

sgi+1(K) ∩ g′i+1(K) 6= ∅
and, hence,

g−1
i+1g

′
i+1(K) ∩ s(K) 6= ∅.

(This is where we are using the fact that the actions of G1 and G2 on X commute.)
Therefore, g−1

i+1g
′
i+1 ∈ GCi+1, which implies that d(gi+1, g

′
i+1) 6 L. Consequently,

φi is L–Lipschitz.
b. Set

φi(gi) = gi+1, φi+1(gi+1) = g′i.

Then gi(K) ∩ g′i(K) 6= ∅ and, hence, g−1
i g′i ∈ GCi . Therefore, we conclude that

dist(φi+1 ◦ φi, IdGi) 6 L,
and, thus, the maps φ1, φ2 are coarse inverse to each other. Thus, φ1 : G1 → G2 is
a quasiisometry. �

The more useful direction of this theorem is, of course, from QI to a topological
coupling, see e.g. [Sha04, Sau06].

Definition 8.55. Two groups G1, G2 are said to have a common geometric
model if there exists a proper quasigeodesic metric space X such that G1, G2 both
act geometrically on X.

In view of Theorem 8.37, if two groups have a common geometric model then
they are quasiisometric. The following theorem shows that the converse is false:

Theorem 8.56 (L. Mosher, M. Sageev, K. Whyte, [MSW03]). Consider the
groups

G1 := Zp ∗ Zp, G2 := Zq ∗ Zq,
where p, q are distinct odd primes. Then the groups G1, G2 are quasiisometric (since
they are virtually isomorphic to the free group on two generators) but do not have
a common geometric model.

272



This theorem, in particular, implies that in Theorem 8.54 one cannot assume
that both group actions are isometric (for the same metric).

Measure–equivalence. The interpretation of quasiisometry of groups in
terms of topological couplings was generalized by M. Gromov [Gro93] in the
measure-theoretic context:

Definition 8.57. A measurable coupling for two groups G1, G2 is a measure
space (Ω, µ) such that G1, G2 admit commuting measure-preserving free actions on
(Ω, µ), which both admit a finite measure fundamental set in (Ω, µ). Groups G1, G2

are called measure-equivalent if they admit a measurable coupling.

We refer the reader to [Gab05, Gab10] for further discussion of this fruitful
concept.

8.5. Quasiactions

The notion of an action of a group on a space is frequently replaced, in the
context of quasiisometries, by the one of a quasiaction. Recall that an action of a
groupG on a setX is a homomorphism φ : G→ Aut(X), where Aut(X) is the group
of bijections X → X. Since quasiisometries are defined only up to “bounded error”,
the concept of a homomorphism has to be modified when we use quasiisometries.

Definition 8.58. Let G be a group and X be a metric space. An (L,A)-
quasiaction of G on X is a map φ : G→Map(X,X), such that:

• φ(g) is an (L,A)-quasiisometry of X for all g ∈ G.
• d(φ(1G), IdX) 6 A.
• d(φ(g1g2), φ(g1)φ(g2)) 6 A for all g1, g2 ∈ G.

By abusing the notation, we will denote quasiactions by φ : G y X, even though,
what we have is not an action.

The last two conditions can be informally summarized as: φ is “almost” a
homomorphism with the error A.

Similarly, a quasihomomorphism from a group to another group equipped with
a left-invariant metric is a map

φ : G1 → (G2,dist)

which satisfies properties (2) and (3) of a quasiaction with respect to the metric
dist on G2 (the property (1) is automatic since G1 will quasiact via isometries on
G2).

Example 8.59. Suppose that G is a group and φ : G → R ⊂ Isom(R) is a
function. Then φ, of course, satisfies (1), while properties (2) and (3) are equivalent
to the single condition:

|φ(g1g2)− φ(g1)− φ(g2)| 6 A.
In other words, such maps φ are quasimorphisms, see Definition 5.119.

We refer the reader to [FK16] for the discussion of quasihomomorphisms with
noncommutative targets.

We can also define proper discontinuity and cocompactness for quasiactions by
analogy with isometric actions:
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Definition 8.60. Let φ : Gy X be a quasiaction.
1. We say that φ is properly discontinuous if for every x ∈ X,R ∈ R+, the set

{g ∈ G|d(x, φ(g)(x)) 6 R}
is finite. Note that if X proper and φ is an isometric action, this definition is
equivalent to proper discontinuity of the action φ : Gy X.

2. We say that φ is cobounded if there exists x ∈ X,R ∈ R+ such that for every
x′ ∈ X there exists g ∈ G, for which d(x′, φ(g)(x)) 6 R.

3. Lastly, we say that a quasiaction φ is geometric if it is both properly discon-
tinuous and cobounded.

Exercise 8.61. Let QI(X) denote the group of (equivalence classes of) quasi-
isometries X → X. Show that every quasiaction G y X determines a homomor-
phism φ̂ : G→ QI(X) given by composing φ with the projection to QI(X).

The kernel of the quasiaction φ : Gy X is the kernel of the homomorphism φ̂.

Exercise 8.62. Construct an example of a geometric quasiaction Gy R whose
kernel is the entire group G.

Below we explain how quasiactions appear in the context of QI rigidity prob-
lems. Suppose that G1, G2 are groups, ψi : Gi y Xi are isometric actions; for
instance, Xi could be Gi or its Cayley graph. Suppose that f : X1 → X2 is a quasi-
isometry with coarse inverse f̄ . We then define a conjugate quasiaction φ = f∗(ψ2)
of G2 on X1 by

(8.9) φ(g) = f̄ ◦ g ◦ f.
More generally, we say that two quasiactions ψi : G y Xi are (quasi) conjugate if
there exists a quasiisometry f : X1 → X2, such that ψ1 and f∗(ψ2) project to the
same homomorphism

G→ QI(X1).

Lemma 8.63. Suppose that ψ : G y X2 is a quasiaction, f : X1 → X2 is a
quasiisometry and φ = f∗(ψ) is defined by the formula (8.9). Then:

1. φ = f∗(ψ) is a quasiaction of G on X1.
2. If ψ is properly discontinuous (respectively, cobounded, or geometric), then

so is φ.

Proof. 1. Suppose that f is an (L,A)-quasiisometry with coarse inverse f̄ .
In view of Exercise 8.11, it is clear that φ satisfies Parts 1 and 2 of the definition
of a quasiaction; we only have to verify Part (3):

dist(φ(g1g2), φ(g1)φ(g2)) = dist(f̄g1g2f, f̄g1ff̄g2f) 6 LA+A.

2. We will verify the statement about properly discontinuous quasiactions,
since the proof for cobounded quasiactions is similar. Pick x ∈ X,R ∈ R+, and
consider the subset

Gx,R = {g ∈ G|d(x, φ(g)(x)) 6 R} ⊂ G.
By the definition, φ(g)(x) = f̄gf(x). Thus, d(x, g(x)) 6 LR + 2A. Hence, by
proper discontinuity of the action ψ : Gy X2, the set Gx,R is finite. �
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Corollary 8.64. Let G1 and G2 be finitely generated quasiisometric groups
and let f : G1 → G2 be a quasiisometry. Then:

1. The quasiisometry f induces (by conjugating actions and quasiactions on
G2) an isomorphism QI(f) : QI(G2) → QI(G1) and a homomorphism f∗ : G2 →
QI(G1)

2. The homomorphism f∗ is quasiinjective: For every K > 0, the set of g ∈ G2

such that dist(f∗(g), IdG1
) 6 K, is finite.

Proof. The isomorphism QI(f) : QI(G2)→ QI(G1) is defined by the formula
(8.9). The inverse to this homomorphism is defined by switching the roles of f and
f̄ . We leave it to the reader to verify that QI(f) is an isomorphism. To define
f∗ we compose the homomorphism G2 → QI(G2) with QI(f). Quas-injectivity
of f∗ follows from the proper discontinuity of the action G2 y G2 by the left
multiplication. �

Remark 8.65. For many groupsG = G1, if h : G→ G is an (L,A)-quasiisometry
which belongs to B(G), we also have dist(f, IdG) 6 D(L,A), whereD(L,A) depends
only on L,A and (G, dS) but not on f . For instance, this holds when G is a non-
elementary hyperbolic group, see Lemma 11.112. This is also true for isometry
groups of irreducible symmetric spaces and Euclidean buildings and many other
spaces, see e.g. [KKL98]. In this situation, the kernel of f∗ above is actually
finite.

The following theorem is a weak converse to the construction of a conjugate
quasiaction:

Theorem 8.66 (B. Kleiner, B. Leeb, [KL09]). Suppose that φ : G y X1 is a
quasiaction. Then there exists a metric space X2, a quasiisometry f : X1 → X2

and an isometric action ψ : Gy X2, such that f conjugates ψ to φ.

Thus, every quasiaction is conjugate to an isometric action, but, a priori, on a
different metric space. The main issue of the QI (quasiisometric) rigidity, discussed
in the next section is:

Can one, under some conditions, take X2 = X1? More precisely: Given a
quasiaction G y X of a group G on a space X = X1, can one find a conjugate
isometric action Gy X?

8.6. Quasi-isometric rigidity problems

So far, we succeeded in converting finitely generated groups into metric spaces,
i.e. treating groups as geometric objects. All these spaces are quasiisometric to each
other, but we would like to reconstruct (to the extent possible) the group G, as an
algebraic object, from its geometric models (defined only up to a quasiisometry). In
other words, we would like to know, to which extent the “geometrization map”

geo : Finitely generated groups→ metric spaces/quasiisometry

is injective?
Corollary 8.47 establishes a limitation on injectivity of geo: Virtually isomor-

phic groups are quasiisometric to each other. Therefore, the best we can hope for,
is to recover a group from its (coarse) geometry up to virtual isomorphisms.

Definition 8.67. 1. A (finitely generated) group G is called QI rigid if every
group G′ which is quasiisometric to G is, in fact, virtually isomorphic to G.
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2. A group G is called strongly QI rigid if the natural map Comm(G)→ QI(G)
(from the group of virtual automorphisms of G to the group of self-quasiisometries
of G) is surjective.

3. A subclass G of the class of all (finitely generated) groups is called QI rigid
if each group G which is quasiisometric to a member of G, is virtually isomorphic
to a member of G.

4. A group G in a subclass G (of all groups) is QI rigid within G if any G′ ∈ G
which is quasiisometric to G, is virtually isomorphic to G.

In the purely geometric context, one can ask if a quasiisometry between metric
spaces is within finite distance from an isometry of these spaces:

Definition 8.68. 1. A metric space X is called strongly QI rigid if the natural
map Isom(X)→ QI(X) is surjective.

2. A more quantitative version of this property is the uniform QI rigidity:
A space X is uniformly QI rigid if there exists D(X,L,A) ∈ R+ such that every
(L,A)-quasiisometry X → X is within distance 6 D(X,L,A) from an isometry
X → X.

3. More restrictively, one talks about QI rigidity within a subclass M of the
class of all metric spaces, by requiring that any two quasiisometric spaces in M
are, in fact, isometric.

A QI rigidity theorem is a theorem which establishes QI rigidity in the sense of
any of the above definitions.

Most proofs of QI rigidity theorems proceed along the following route:
1. Suppose that the groups G1, G2 are quasiisometric. Find a “nice space” X1

on which G1 acts geometrically. Take a quasiisometry f : X1 → X2 = G2, where
ψ : G2 y G2 is the action by the left multiplication.

2. Define the conjugate quasiaction φ = f∗(ψ) of G2 on X1.
3. Show that the quasiaction φ has finite kernel (or, at least, identify the kernel,

prove that it is, say, abelian).
4. Extend, if necessary, the quasiaction G2 y X1 to a quasiaction φ̂ on a larger

space X̂1.
5. Show that φ̂ has the same projection to QI(X̂1) as a isometric action φ′ :

G2 y X̂1 by verifying, for instance, that X̂1 has very few quasiisometries, namely,
every quasiisometry of X is within finite distance from an isometry. (Well, maybe
no all quasiisometries of X̂1, but the ones which extend from X1.) Then conclude
either that G2 y X̂1 is geometric, or, that the isometric actions of G1, G2 are
commensurable, i.e. the images of G1, G2 in Isom(X̂2) have a common subgroup of
finite index.

We will see how R. Schwartz’s proof of QI rigidity for non-uniform lattices
follows this line of arguments: X1 will be a truncated hyperbolic space and X̂1

will be the hyperbolic space itself. The same is true for QI rigidity of higher rank
non-uniform lattices (A. Eskin’s theorem [Esk98]). This is also true for uniform
lattices in the isometry groups of non-positively curved symmetric spaces other
than Hn and CHn (P. Pansu, [Pan89], B. Kleiner and B. Leeb [KL98b]; A. Eskin
and B. Farb [EF97b]), except one does not have to enlarge X1. Another example
of such argument is the proof by M. Bourdon and H. Pajot [BP00] and X. Xie
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[Xie06] of QI rigidity of groups acting geometrically on 2-dimensional hyperbolic
buildings.

5’. Part 5 may fail if X has too many quasiisometries, e.g. if X1 = Hn or
X1 = CHn. Then, instead, one shows that every geometric quasiaction G2 y X1 is
quasiconjugate to a geometric (isometric!) action. We will see such a proof in the
case of the Sullivan–Tukia rigidity theorem for uniform lattices in Isom(Hn), n > 3.
Similar arguments apply in the case of groups quasiisometric to the hyperbolic
plane.

Not all quasiisometric rigidity theorems are proven in this fashion. An alterna-
tive route is to show QI rigidity of a certain algebraic property (P) is to show that
it is equivalent to some geometric property (P’), which is QI invariant. Examples of
such proofs are QI rigidity of the class of virtually nilpotent groups and of virtually
free groups. The first property is equivalent, by Gromov’s theorem, to the polyno-
mial growth. The argument in the second case is less direct (see Theorem 20.45),
but the key fact is that the geometric condition of having infinitely many ends is
equivalent to the algebraic condition that a group splits (as a graph of groups) over
a finite subgroup.

8.7. The growth function

Suppose that X is a discrete metric space (see Definition 2.3) and x ∈ X is a
base-point. We define the growth function

GX,x(R) := card B̄(x,R),

the cardinality of the closed R-ball centered at x. Similarly, given a connected
simplicial complex X or a graph (equipped with the standard metric) and a vertex
v as a base-point, the growth function of X is the growth function of its set of
vertices with the base-point v.

We refer the reader to Notation 1.4 for the equivalence relation � between
functions used below.

Lemma 8.69 (Equivalence class of growth is QI invariant.). If (X,x0) and
(Y, y0) are quasiisometric uniformly discrete pointed spaces, then GX,x0

� GY,y0 .

Proof. Let f : X → Y, f̄ : Y → X be L-Lipschitz maps which are coarse
inverse to each other (see Definition 8.5). We assume that f, f̄ satisfy

L−1d(x, x′)−A 6 d(f(x), f(x′)), L−1d(y, y′)−A 6 d(f̄(y), f̄(y′)).

Let D = max(d(f(x0), y0), d(x0, f̄(y0)). Then for each R > 0,

f(B̄(x0, R)) ⊂ B̄(y0, LR+D), f̄(B̄(y0, R)) ⊂ B̄(x0, LR+D),

while f(x) = f(x′) implies d(x, x′) 6 AL. The same applies to the map f̄ . Since
the spaces X and Y are uniformly discrete, both maps f , f̄ have multiplicity 6 m,
where m is an upper bound for the cardinalities of closed LA-balls in X and Y . It
follows that

card B̄(x0, R) 6 m card B̄(y0, LR+D)

and
card B̄(y0, R) 6 m card B̄(x0, LR+D). �

Corollary 8.70. GX,x � GX,x′ for all x, x′ ∈ X.
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Exercise 8.71. Prove that the lemma and the corollary also hold for simplicial
complexes and graphs of bounded geometry.

Henceforth we will suppress the choice of the base-point in the notation for the
growth function.

Exercise 8.72. Show that for each (uniformly discrete) space X, GX(R) � eR.
For a group G endowed with the word metric distS corresponding to a finite

generating set S we sometimes will use the notation GS(R) for GG(R). Since G acts
transitively on itself, this function does not depend on the choice of a base-point.

Examples 8.73. (1) If G = Zk then GS � xk for every finite generating
set S.

(2) If G = Fk is the free group of finite rank k > 2 and S is the set of k
generators then

GS(n) = 1 + (qn − 1)
q + 1

q − 1
, q = 2k − 1.

Exercise 8.74. (1) Prove the two statements above.

(2) Conclude that Zm is quasiisometric to Zn if and only if n = m. (Cf.
Lemma 8.69.)

(3) Compute the growth function for the group Z2 equipped with the gener-
ating set x, y, where {x, y} is a basis of Z2.

(4) Prove that for every n > 2 the group SL(n,Z) has exponential growth.

Proposition 8.75. (1) If S, S′ are two finite generating sets of G then
GS � GS′ . Thus one can speak about the growth function GG of a group
G, well defined up to the equivalence relation �.

(2) If G is infinite, GS |N is strictly increasing.

(3) The growth function is sub-multiplicative:

GS(r + t) 6 GS(r)GS(t) .

(4) For each finitely generated group G, GG(r) � 2r .

Proof. (1) follows immediately from Lemma 8.69 and Milnor–Schwarz theo-
rem.

(2) Consider two integers n < m. As G is infinite there exists g ∈ G at
distance d > m from 1. The shortest path joining 1 and g in Cayley(G,S) can
be parameterized as an isometric embedding p : [0, d]→ Cayley(G,S). The vertex
p(n+ 1) is an element of B̄(1,m) \ B̄(1, n).

(3) follows immediately from the fact that

B̄(1, n+m) ⊆
⋃

y∈B̄(1,n)

B̄(y,m) .

(4) follows from the existence of an epimorphism πS : F (S)→ G, where S is a
finite generating set of G. �
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The property (3) implies that the function lnGS(n) is sub-additive, hence by
the Fekete’s Lemma, see e.g. [HP74, Theorem 7.6.1], there exists a (finite) limit

lim
n→∞

lnGS(n)

n
.

Hence, we also get a finite limit

γS = lim
n→∞

GS(n)
1
n ,

called growth constant. The property (2) implies that GS(n) > n; whence, γS > 1.

Definition 8.76. If γS > 1 then G is said to be of exponential growth. If
γS = 1 then G is said to be of sub-exponential growth.

Note that by Proposition 8.75, (1), if there exists a finite generating set S such
that γS > 1 then γS′ > 1 for every other finite generating set S′. Likewise for
equality to 1.

The notion of subexponential growth makes sense for (some classes of) general
metric spaces.

Definition 8.77. Let (X,dist) be a metric space for which the growth function
is defined (e.g. a Riemannian manifold equipped with the Riemannian distance
function, a discrete proper metric space, a locally finite simplicial complex). The
space X is said to be of sub-exponential growth if for some basepoint x0 ∈ X

lim sup
n→∞

lnGx0,X(n)

n
= 0 .

Since for every other basepoint y0, Gy0,X(n) 6 Gx0,X (n+ dist(x0, y0)) , it
follows that the definition is independent of the choice of basepoint.

Proposition 8.78. (a) If H is a finitely generated subgroup in a finitely
generated group G then GH � GG.

(b) If H is a subgroup of finite index in G then GH � GG.

(c) If N is a normal subgroup in G then GG/N � GG

(d) If N is a finite normal subgroup in G then GG/N � GG.

Proof. (a) If X is a finite generating set ofH and S is a finite generating set of
G containing X then Cayley(H,X) is a subgraph of Cayley(G,S) and distX(1, h) >
distS(1, h) for every h ∈ H. In particular the closed ball of radius r and center 1 in
Cayley(H,X) is contained in the closed ball of radius r and center 1 in Cayley(G,S).

(b) and (d) are immediate corollaries of Lemma 8.69 and the Milnor–Schwarz
theorem.

(c) Let S be a finite generating set in G, and let S̄ = {sN | s ∈ S, s 6∈ N} be
the corresponding finite generating set in G/N . The epimorphism π : G → G/N
maps the ball of center 1 and radius r onto the ball of center 1 and radius r.

�
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Let G and H be two groups with finite generating sets S and X, respectively.
A homomorphism ϕ : G→ H is called expanding if there exist constants λ > 1 and
C > 0 such that for every g ∈ G with |g|S > C

|ϕ(g)|X > λ|g|S .
Such homomorphisms generalize the notion of Euclidean similarities, which expand
lengths of all vectors by a fixed constant.

Exercise 8.79. Let G be a group with a finite generating set S and H 6 G
a finite-index subgroup. We equip G with the word metric dS and equip H with
the metric which is the restriction of dS . Assume that there exists an expanding
homomorphism ϕ : H → G such that ϕ(H) has finite index in G. Prove Franks’
Lemma, that such group G has polynomial growth.

More importantly, one has the following generalization of Efremovich’s theorem
[Efr53]:

Proposition 8.80 (Efremovich–Schwarz–Milnor). Let M be a connected com-
plete Riemannian manifold with bounded geometry. If M is quasiisometric to a
graph G with bounded geometry, then the growth function GM,x0

and the growth
function of G with respect to an arbitrary vertex v, are equivalent in the sense of
the equivalence relation � .

Proof. The manifold M has bounded geometry, therefore its sectional curva-
ture is at least a and at most b for some constants a 6 b; moreover, there exists
a uniform lower bound 2ρ > 0 on the injectivity radius of M at every point. Let
n denote the dimension of M . We let V (x, r) denote volume of r-ball centered at
the point x ∈ M and let Va(r) denote the volume of the r-ball in the complete
simply-connected n-dimensional manifold of constant curvature a.

The fact that the sectional curvature is at least a implies, by Theorem 3.23,
Part (1), that for every r > 0, V (x, r) 6 Va(r). Similarly, Theorem 3.23, Part (2),
implies that the volume V (x, ρ) > Vb(ρ) .

Since M and G are quasiisometric, by Definition 8.1 it follows that there exist
L > 1, C > 0, two 2C–separated nets A in M and B in G, respectively, and a
L–bi-Lipschitz bijection q : A → B. Without loss of generality we may assume
that C > ρ ; otherwise we choose a maximal 2ρ–separated subset A′ of A and then
restrict q to A′.

According to Remark 3.15, (2), we may assume without loss of generality that
the base-point x0 in M is contained in the net A, and that q(x0) = v, the base
vertex in G.

For every r > 0 we have that

GM,x0
(r) > card [A ∩BM (x0, r − C)]Vb(ρ) > card

[
B ∩BG

(
1,
r − C
L

)]
Vb(ρ)

> GG

(
r − C
L

)
Vb(ρ)

GG(2C)
.

Conversely,

GM,x0
(r) 6 card [A ∩BM (x0, r + 2C)]Va(2C) 6

card [B ∩BG (1, L(r + 2C))]Va(2C) 6 GG (L(r + 2C))Va(2C) .
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Thus, it follows from Theorem 7.35 that considering �–equivalence classes of
growth functions of universal covers of compact Riemannian manifolds is not dif-
ferent from considering equivalence classes of growth functions of finitely presented
groups.

Remark 8.81. Note that in view of Theorem 8.52, every connected Riemannian
manifold of bounded geometry is quasiisometric to a graph of bounded geometry.

Question 8.82. What is the set Growth(groups) of the equivalence classes of
growth functions of finitely generated groups?

Question 8.83. What are the equivalence classes of growth functions for
finitely presented groups?

This question is equivalent to

Question 8.84. What is the set Growth(manifolds) of equivalence classes of
growth functions for universal covers of compact connected Riemannian manifolds?

Clearly, Growth(manifolds) ⊂ Growth(groups). This inclusion is proper since
R. Grigorchuk [Gri84a] proved that there exist uncountably many nonequivalent
growth functions of finitely generated groups, while there are only countably many
nonisomorphic finitely presented groups.

We will see later on that:

{exp(t), tn, n ∈ N} ⊂ Growth(manifolds) ⊂ Growth(groups)

One can refine Question 8.84 by defining Growthn(manifolds) as the set of
equivalence classes of growth functions of universal covers of n-dimensional com-
pact connected Riemannian manifolds. Since every finitely presented group is the
fundamental group of a closed smooth 4-dimensional manifold and growth function
depends only on the fundamental group, we obtain:

Growth4(manifolds) = Growthn(manifolds), ∀n > 4.

On the other hand:

Theorem 8.85. Growth2(manifolds) = {1, t2, et}, Growth3(manifolds) =
{1, t, t3, t4, et}.

Below is an outline of the proof. Firstly, in view of classification of surfaces,
for every closed connected oriented surface S we have:

(1) If χ(S) = 2 then π1(S) = {1} and growth function is trivial.
(2) If χ(S) = 0 then π1(S) = Z2 and growth function is equivalent to t2.
(3) If χ(S) < 0 then π1(S) contains a free nonabelian subgroup, so growth

function is exponential.
In the case of 3-dimensional manifolds, one has to appeal to Perelman’s Ge-

ometrization Theorem. We refer to [Kap01] for the precise statement and defini-
tions which appear below:

For every closed connected 3-dimensional manifoldM one of the following holds:
(1) M admits a Riemannian metric of constant positive curvature, in which

case π1(M) is finite and has trivial growth.
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(2) M admits a Riemannian metric locally isometric to the product metric
S2 × R. In this case growth function is linear.

(3) M admits a flat Riemannian metric, so universal cover of M is isometric
to R3 and growth function is t3.

(4) M is homeomorphic to the quotient H3/Γ, where H3 is the 3-dimensional
Heisenberg group and Γ is a uniform lattice in H3. In this case, in view
of Exercise 14.4, growth function is t4.

(5) The fundamental group of M is solvable but not virtually nilpotent, thus,
by Wolf’s Theorem (theorem 14.30), the growth function is exponential.

(6) In all other cases, π1(M) contains free nonabelian subgroup; hence, its
growth is exponential.

Question 8.86 (J. Milnor [Mil68b]). Is it true that the growth of a finitely
generated group is either polynomial (i.e. GS(t) � td for some integer d) or expo-
nential (i.e. γS > 1)?

R. Grigorchuk in [Gri83] (see also [Gri84a, Gri84b]) proved that Milnor’s
question has negative answer, by constructing finitely generated groups of inter-
mediate growth, i.e. their growth is superpolynomial but subexponential. More
precisely, Grigorchuk proved that for every sub-exponential function f there exists
a group Gf of intermediate growth equipped with a finite generating set Sf whose
growth function GSf (n) is larger than f(n) for infinitely many n. A. Erschler in
[Ers04] adapted Grigorchuk’s arguments to show that for every such function f ,
a direct product Gf ×Gf , equipped with the generating set S = Sf t Sf , has the
growth function GS(n) satisfying GS(n) > f(n) for all but finitely many n.

The first explicit of computations of growth functions (up to the equivalence
relation �) some groups of intermediate growth were done by L. Bartholdi and A.
Erschler in [BE12]. For every k ∈ N , they construct examples of torsion groups
Gk and of torsion-free groups Hk such that their growth functions satisfy

GGk(x) � exp
(
x1−(1−α)k

)
,

and
GHk(x) � exp

(
log x (x1−(1−α)k

)
,

Here, α is the number satisfying 23− 3
α + 22− 2

α + 21− 1
α = 2 .

We note that all currently known groups of intermediate growth have growth
larger than 2

√
n. Existence of finitely presented groups of intermediate growth is

unknown. In particular the the currently known examples of groups of intermediate
growth do not answer Question 8.84.

8.8. Codimension one isoperimetric inequalities

One can define, in the setting of graphs, the following concepts, inspired by, and
closely connected to, notions introduced in Riemannian geometry (see Definitions
3.19 and 3.21). Recall that for a subset F ⊂ V, F c denotes its complement in V .

Definition 8.87. An isoperimetric inequality in a graph G of bounded geom-
etry is an inequality satisfied by all finite subsets F of vertices, of the form

card (F ) 6 f(F )g (cardE(F, F c)) ,

where f and g are real-valued functions, g defined on R+ .
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Definition 8.88. Let Γ be a graph of bounded geometry, with the vertex set
V and edge set E. The Cheeger constant or the Expansion Ratio of the graph Γ is
defined as

h(Γ) = inf

{ |E(F, F c)|
|F | : F is a finite non-empty subset of V, |F | 6 |V |

2

}
.

Here E(F, F c) is edge boundary for both F and F c, i.e. the set of edges
connecting F to F c (see Definition 1.43). Thus, the condition |F | 6 |V |

2 insures
that, in case V is finite, one picks the smallest of the two sets F and F c in the
definition of the Cheeger constant. Intuitively, finite graphs with small Cheeger
constant can be separated by vertex sets which are relatively small comparing to
the size of (the smallest component of) their complements. In contrast, graphs with
large Cheeger constant are “hard to separate.”

Exercise 8.89. a. Let Γ be a single circuit with n vertices. Then h(Γ) = 2
n .

b. Let Γ = Kn be the complete graph on n vertices, i.e. Γ is the 1-dimensional
skeleton of the n− 1-dimensional simplex. Then

h(Γ) =
⌊n

2

⌋
.

The inequalities in (1.4) imply that in every isoperimetric inequality, the edge-
boundary can be replaced by the vertex boundary, if one replaces the function
g by an asymptotically equal function (respectively the Cheeger constants by bi-
Lipschitz equivalent values). Therefore, in what follows we choose freely whether
to work with the edge-boundary or with the vertex-boundary, depending on which
one is more convenient.

There exists an isoperimetric inequality satisfied in every Cayley graph of an
infinite group.

Proposition 8.90. Let G be the Cayley graph of a finitely generated infinite
group. For every finite set F of vertices

(8.10) card (F ) 6 [diam(F ) + 1] card (∂V F ) .

Proof. Assume that G is the Cayley graph of an infinite group G with respect
to a finite generating set S.

Let d be the diameter of F with respect to the word metric distS , and let g be
an element in G such that |g|S = d + 1. Let g0 = 1, g1, g2, . . . , gd, gd+1 = g be the
set of vertices on a geodesic joining 1 to g.

Given an arbitrary vertex x ∈ F , the element xg is at distance d + 1 from x;
therefore, by the definition of d it follows that xg ∈ F c. In the finite sequence of
vertices x, xg1, xg2, . . . , xgd, xgd+1 = xg consider the largest i such that xgi ∈ F .
Then i < d+1 and xgi+1 ∈ F c, whence xgi+1 ∈ ∂V F , equivalently, x ∈ [∂V F ] g−1

i+1 .
We have thus proved that F ⊆ ⋃d+1

i=1 [∂V F ] g−1
i , which implies the inequality

(8.10). �
An argument similar in spirit, but more elaborate, allows to relate isoperimetric

inequalities and growth functions:

Proposition 8.91 (Coulhon-Saloff-Coste inequality). Let G be the Cayley graph
of an infinite group G with respect to a finite generating set S, and let d be the car-
dinality of S. For every finite set F of vertices

(8.11) |F | 6 2d k card (∂V F ) ,
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where k is the unique integer such that GS(k − 1) 6 2|F | < GS(k) .

Proof. Our goal is to show that with the given choice of k, there exists an
element g ∈ BS(1, k) such that for a certain fraction of the vertices x in F , the
right-translates xg are in F c . In what follows we omit the subscript S in our
notation.

We consider the sum

S =
1

G(k)

∑
g∈B(1,k)

card {x ∈ F | xg ∈ F c} =
1

G(k)

∑
g∈B(1,k)

∑
x∈F

1F c(xg) =

1

G(k)

∑
x∈F

∑
g∈B(1,k)

1F c(xg) =
1

G(k)

∑
x∈F

card [B(x, k) \ F ] .

By the choice of k, the cardinality of each ball B(x, k) is larger than 2|F |, whence
card [B(x, k) \ F ] > |F | .

The denominator G(k) 6 dG(k − 1) 6 2d|F | . We, therefore, find as a lower
bound for the sum S, the value

1

2d|F |
∑
x∈F
|F | = |F |

2d
.

It follows that
1

G(k)

∑
g∈B(1,k)

card {x ∈ F | xg ∈ F c} > |F |
2d

.

The latter inequality implies that there exists g ∈ B(1, k) such that

card {x ∈ F | xg ∈ F c} > |F |
2d

.

We now argue as in the proof of Proposition 8.90, and for the element g ∈
B(1, k) thus found, we consider g0 = 1, g1, g2, . . . , gm−1, gm = g to be the set of
vertices on a geodesic joining 1 to g, where m 6 k . The set {x ∈ F | xg ∈ F c} is
contained in the union

⋃m
i=1 [∂V F ] g−1

i ; therefore, we obtain

|F |
2d
6 k |∂V F | .

�

Remarks 8.92. Proposition 8.91 was initially proved in [VSCC92] for nilpo-
tent groups using random walks. The proof reproduced above follows [CSC93].

Corollary 8.93. Let G be an infinite finitely generated group and let F be an
arbitrary set of elements in G.

(1) If GG � xn then

|F | 6 K [card (∂V F )]
n
n−1 .

(2) If GG � exp(x) then

|F |
ln (cardF )

6 Kcard (∂V F ) .

In both inequalities above, the boundary ∂V F is considered in the Cayley
graph of G with respect to a finite generating set S, and K depends on S.
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8.9. Distortion of a subgroup in a group

So far, we were primarily interested in quasiisometries and quasiisometric em-
beddings. In this section we will consider coarse Lipschitz maps which fail to be
quasiisometric embeddings and our goal is to quantify failure of the quasiisomet-
ric embedding property. While our primary interest comes from finitely generated
subgroups of finitely generated groups, we start with general definitions.

Definition 8.94. Let f : Y → X be a coarse Lipschitz map. The distortion
∆f of the map f is defined as

∆f (t) = sup{distY (y, y′) : distX(f(y), f(y′)) 6 t}.
Note that the function ∆f , in general, takes infinite values. It is clear from the

definition, that f is uniformly proper if and only if ∆f takes values in R. It is also
clear that f is a quasiisometric embedding if and only if ∆f is bounded above by a
linear function.

Example 8.95. The function f : R→ R, f(y) =
√
y has quadratic distortion.

An interesting special case of the distortion function is when X is a path-metric
space, Y is a rectifiable connected subspace of X, equipped with the induced path-
metric and f is the identity embedding:

dist(y, y′) = inf
γ

lengthX(γ)

where the infimum is taken over all paths in Y connecting y to y′, while the length
of these paths is computed using the metric of X. In this setting, the distortion
function of f is denoted ∆Y

X . (Note that f itself is 1-Lipschitz.)

Exercise 8.96. 1. Compute the distortion of the parabola y = x2 in the
Euclidean plane.

2. Compute the distortion of the cubic curve y = x3 in the Euclidean plane.
3. Composing f : X → Y with quasiisometries X → X ′ and Y ′ → Y , preserves

the � equivalence class of the distortion function.

We now specialize to the group-theoretic setting. Suppose that G is a finitely
generated group and H 6 G is a finitely generated subgroup; we let S be a finite
generating set of G and T be a finite generating set of H. We then have word-
metrics distS on G and distT on H, and the identity embedding f : H → G. In
order to analyze the distortion of H in G (up to the � equivalence relation), we
are free to choose the generating sets S and T (see Part 3 of Exercise 8.96); in
particular, we can assume that T ⊂ S and, hence, Cayley(H,T ) is a subgraph of
Cayley(G,S). Since H acts transitively on itself via left multiplication, we obtain
that

(8.12) ∆H
G (n) = max {distT (1, h) | h ∈ H , distS(1, h) 6 n} .

The subgroup H is called undistorted (in G) if ∆H
G (n) � n, equivalently, the

inclusion map H → G is a quasiisometric embedding.
In general, distortion functions for subgroups can be as bad as one can imagine,

for instance, nonrecursive.

Example 8.97. [Mikhailova’s construction] Let Q be a finitely presented group
with Dehn function δ(n). Let a1, . . . , am be generators of Q and φ : Fm → Q be
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the epimorphism from the free group of rank m sending free generators of Fm to
the elements ai, i = 1, . . . ,m. Consider the group G = Fm × Fm and its subgroup

H = 〈(g1, g2) ∈ G|φ(g1) = φ(g2)〉 .
This construction of H is called Mikhailova’s construction, it is a source of many
pathological examples in group theory. The subgroup H is finitely generated and
its distortion in G is � δ(n). In particular, if Q has unsolvable word problem then
its distortion in G is nonrecursive. We refer the reader to [OS01, Theorem 2] for
further details.

Below are the basic properties of the distortion function:

Proposition 8.98. (1) If X̃ and S̃ are finite generating sets of H and
G, respectively, and ∆̃H

G is the distortion function with respect to these
generating sets, then ∆̃H

G � ∆H
G . Thus up to the equivalence relation

�, the distortion function of the subgroup H in the group G is uniquely
defined by H and G.

(2) For every finitely generated subgroup H in a finitely generated group G,
∆H
G (n) � n.

(3) If H has finite index in G then ∆H
G (n) � n.

(4) Let K C G is a finite normal subgroup and let H 6 G be a finitely
generated subgroup; set Ḡ := G/K, H̄ := H/K. Then

∆H
G � ∆H̄

Ḡ .

(5) If K 6 H 6 G then

∆K
G � ∆K

H ◦∆H
G .

(6) Subgroups of finitely generated abelian groups are undistorted.

Proof. (1) follows from Part 3 of Exercise 8.96.
(2) If we take finite generating sets S and T of G and H, respectively such that

T ⊂ S, then the embedding H → G is 1-Lipschitz with respect to the resulting
word metrics. Whence ∆H

G (n) > n.
(3) The statement follows immediately from the fact that the inclusion map

H → G is a quasiisometry.
(4) This equivalence follows from the fact that the projections G → Ḡ and

H → H̄ are quasiisometries.
(5) Consider distK , distH and distG three word metrics, and an arbitrary ele-

ment k ∈ K such that distG(1, k) 6 n. Then distH(1, k) 6 ∆H
G (n) whence

distK(1, k) 6 ∆K
H

(
∆H
G (n)

)
.

(6) By the classification theorem of finitely generated abelian groups (Theorem
13.7), every subgroup H 6 G of an abelian group G is isomorphic to the direct
product of a finite group and free abelian group. In particular, every finitely gen-
erated abelian group is virtually torsion-free. Therefore, by combining (3) and (5),
it suffices to consider the case where G is torsion-free of rank n. Then G acts by
translations geometrically on Rn; its rank m subgroup H also acts geometrically
on a subspace Rm ⊂ Rn. Since Rm is isometrically embedded in Rn, it follows
that the embedding H → G is quasiisometric. Hence, H is undistorted in G and
∆H
G (n) � n. �
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CHAPTER 9

Coarse topology

So far, we succeeded in coarsifying Riemannian manifolds and groups, while
treating metric spaces up to quasiisometry. The trouble is that, in a way, we
succeeded all too well, and, seemingly, lost all the topological tools in the process.
Indeed, quasiisometries lack continuity and uniformly discrete spaces have very
boring (discrete) topology. The goal of this chapter is to describe tools of algebraic
topology for studying quasiisometries and other concepts of the Geometric Group
Theory. We will see how to define coarse topological invariants of metric spaces,
which are robust enough to be stable under quasiisometries. The price we have
to pay for this stability is that we will be forced to work not with simplicial/cell
complexes and their (co)homology groups as it is done in algebraic topology, but
with direct/inverse systems of such complexes and groups.

In this chapter we also introduce metric cell complexes with bounded geometry,
which will provide a class of spaces for which application of algebraic topology (in
the coarse setting) is possible.

Note that the coarse algebraic topology invariants defined and used in this
chapter and in this book are quite basic (homology, coarse separation, Poincaré
duality).

Question 9.1. Are there any interesting coarse topology applications of other
invariants of algebraic topology?

9.1. Ends

In this section we review the oldest coarse topological notion, the one of ends
of a topological space. Even though we are primarily interested in coarse topology
of metric spaces, we will also define ends in the more general, topological, setting.
We refer the reader to [BH99] and [Geo08] for a more detailed treatment of ends
of spaces.

9.1.1. The number of ends. We begin with the motivation. One of the sim-
plest topological invariants of a space X is the number of its connected components
or, more precisely, the cardinality of the set of its connected components. Alter-
natively, one can use the set π0(X) of path-connected components of X. Suppose,
however, we are dealing with a connected (or path-connected) topological space.
The next topological invariant one can try, is the number of connected components
of complements to points or, more generally, finite subsets, of X. For instance, if
one space can be disconnected by a point and the other cannot, then the two spaces
are not homeomorphic. In the coarse setting (of metric spaces) a point is undistin-
guishable from a bounded subset. Therefore, one naturally looks for complementary
components of bounded subsets, say, metric balls.
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Remark 9.2. In the topological setting, metric balls will be replaced with
compact subsets. In order to maintain consistency between the two notions (metric
and topological), we will later restrict to proper geodesic metric spaces on the metric
side and locally compact, locally path-connected Hausdorff topological spaces on
the topological side.

The trouble is that, say, a point might fail to disconnect a metric space, while
a larger bounded (or compact) subset, might disconnect X. Moreover, some com-
plementary components C of a bounded subset might be bounded themselves and,
hence, such C “disappears” if we remove a larger bounded subset from X. Such
bounded complementary components should be discarded, of course. This leads to
the first, numerical, definition below, which suffices for many purposes. In what
follows, for a subset B in X, Bc will denote the complement of B in X. For each
closed subset B ⊂ X we define the set πu0 (Bc) := π0(UB), where UB is the union of
unbounded path-connected components of Bc. (The letter u stays for unbounded).
In the topological setting, being unbounded, of course, makes no sense. Thus, for a
Hausdorff topological space X, we let UB denote the union of path-components of
Bc = X \B which are not relatively compact in X. We retain the notation πu0 (Bc)
for the set π0(UB).

From now on, let X be non-empty, locally compact, connected, locally path-
connected, second countable Hausdorff topological space, e.g., a proper geodesic
metric space.

Definition 9.3. The number of ends of X is the supremum, taken over all
compact subsets K ⊂ X, of cardinalities of πu0 (Kc). We will denote the number of
ends of X by η(X).

The reader has to be warned at this points that we, eventually, will define a
certain set ε(X), called the set of ends, of the space X. The cardinality of this set
equals η(X) if either one of them is finite; in the infinite case, card (ε(X)) > η(X).
In the group-theoretic setting, ε(X) will have the cardinality of continuum, once
it is infinite. Nevertheless, what we will really care about, as far as groups are
concerned, is finiteness or infiniteness of the number of ends. Thus, the distinction
between η(X) and card (ε(X)) will not be that important.

According to our definition, X has zero number of ends iff X is compact;
X has one end (is one-ended) iff X is non-compact and for each compact K ⊂
X, the complement Kc has exactly one unbounded component. The space X is
disconnected at infinity iff X has at least two ends. The space X has infinitely
many ends iff for every n ∈ N, there exists a compact K ⊂ X such that Kc has at
least n unbounded complementary components.

It is clear that the number of ends is a topological invariant of X. Note also
that for any compact subsets K1 ⊂ K2 ⊂ X we have

card (πu0 (Kc
2)) > card (πu0 (Kc

1)).

In particular, in the definition of the number of ends of a proper geodesic metric
space, we can take the supremum of cardinalities πu0 (Bc) over all metric balls in X;
equivalently, over all bounded subsets of X.

Exercise 9.4. (1) The real line R is 2-ended.
(2) Rn is one-ended for n > 2.
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(3) Suppose that X is a regular tree of finite valence k > 3. Then X has
infinitely many ends.

The proof of the following lemma is a model for many arguments appearing in
this chapter.

Lemma 9.5. The number of ends η(X) is a quasiisometry invariant of X.

Proof. Let f : X → Y be an (L,A)-quasiisometry of (proper, geodesic) metric
spaces. Suppose that η(X) > n, n ∈ N. This means that there exists a metric ball
B = B(x,R) ⊂ X such that Bc consists of at least n unbounded components. The
image of a bounded subset under quasiisometry is again bounded, while the image
of an unbounded complementary component C is still unbounded. The trouble is
that f(C), of course, may fail to be connected and be contained in the complement
of f(B); moreover, images of distinct complementary components under f might
be contained in the same complementary component of f(B).

We will deal with these three problems one at a time. Consider another metric
ball B′ = B(x,R′), R′ > R.

1. If R′−R > t, where L−1t−A > 0, then for each component C ′ of (B′)c, its
image f(C ′) is disjoint from f(B). (Thus, it suffices to take R′ > R+AL.)

2. If x1, x2 ∈ X are within distance 6 1 from each other, then

distY (f(x1), f(x2)) 6 r := L+A.

Therefore, the r-neighborhood Nr(f(C ′)) of f(C ′) in Y will be path-connected. In
order for this neighborhood to be disjoint from f(B), we need to increase R′ a little
bit: It suffices to take t such that L−1t−A > r, i.e. R′ > R+ L(A+ r).

3. The last issue we have to address is slightly more difficult: So far, we only
used the fact that f is a QI embedding. Considering the example of an isometric
embedding of the line into the plane, we see what can go wrong without the as-
sumption of coarse surjectivity of f . Suppose that C1, C2 are distinct unbounded
components of B and xi ∈ Ci, i = 1, 2, are points which are mapped to points
yi = f(xi) which are in the same complementary (path-connected) component of
cl(f(B))c. Pick a path p connecting y1, y2 and avoiding cl(f(B)). The composition
of p with the coarse inverse f̄ to f , is not a path in X, so we have to coarsify p.
We find a finite sequence z1 = y1, z2, . . . , zn = y2 in the image of p, such that

distY (zi, zi+1) 6 1, i = 1, . . . , n− 1.

Then points wi = f̄(zi) ∈ X satisfy

distX(wi, wi+1) 6 L+A, i = 1, . . . , n− 1.

The points x′1 := w1, x
′
2 := wn are within distance 6 A from the points w0 :=

x1, wn+1 := x2, respectively. Connecting the consecutive points wi, wi+1, i =
0, . . . , n, by geodesic segments in X results in a path q, connecting x1 to x2. This is
our replacement for the (likely discontinuous) path f̄ ◦ p. We would like to ensure
that the image of q is disjoint from B: This would result in a contradiction, as we
assumed that C1 6= C2 are distinct components of Bc. If the image Im(p) of the
path p lies outside of the ball B(y, r′), y = f(x), then

distX(x, Im(q)) > R′′ := L−1r′ − 3A− L.
We choose r′ such that R′′ > R. Therefore, if x1, x2 are sufficiently far away form
x (and this is certainly possible to achieve since we assume that the sets C1, C2
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are unbounded), then y1, y2 lie in distinct complementary components of B(y, r′).
Thus, there exists a bounded subset B′ = B(y, r′) ⊂ Y whose complement contains
at least n unbounded components. We proved that η(Y ) > η(X).

Reversing the roles of X and Y , we conclude that η(X) = η(Y ). �
In particular, we now can define the number of ends of finitely generated groups:

Definition 9.6. Let G be a finitely generated group. Then the number of
ends η(G) is the number of ends of its Cayley graph.

In view of Lemma 9.5, the quantity η(G) is well-defined, as the number of
ends is independent of the generating set of G. Moreover, η(G) is a quasiisometry
invariant of G.

9.1.2. The space of ends. Our next goal is to define a set ε(X) of ends of
a topological space X, such that card (ε(X)) = η(X) if either one is finite. We
will also equip ε(X) with a topology, which we then use in order to compactify X
by adding to it the set of ends. The idea is that the ends of X are encoded by
decreasing families of complementary components of compact subsets of X. We
refer the reader to Section 1.5 for the required background on inverse limits.

We again let X be a non-empty, locally compact, connected, locally path-
connected, second countable Hausdorff topological space. In particular, X admits
an exhaustion by a countable family (Bn)n∈N of compact subsets as in Proposition
1.22. For instance, if X is a proper metric space (the case we are mostly interested
in), we can take Bn = B̄(x, n), where x ∈ X is a fixed point, n ∈ N.

Define K = KX , the poset of compact subsets of X with the partial order
6 given by the inclusion. It is clear that the poset K is directed, as the union
of two compact sets is again compact. For each K ∈ K we have the set π0(Kc)
whose elements are connected (equivalently, path-connected) components of Kc.
Whenever K1 6 K2 are compact subsets of X, we have the associated map

fK1,K2
: π0(Kc

2)→ π0(Kc
1),

sending each component C2 of Kc
2 to the unique component C1 of Kc

1 such that C2

is contained in C1.

Exercise 9.7. Verify that the resulting collection of maps fK2,K1
is an inverse

system, i.e.
fK1,K2

◦ fK2,K3
= fK1,K3

, fK,K = Id .

We will use the notation π0(Kc) for this inverse system.

Definition 9.8. The set of ends of X, denoted ε(X), is the inverse limit of the
inverse system π0(Kc). We will equip ε(X) with the initial topology, where each
π0(Kc) is equipped with the discrete topology.

Exercise 9.9. Show that the space ε(X) is totally disconnected and Hausdorff.

Proposition 9.10. For every compact K ⊂ X, the set πu0 (Kc) is finite.

Proof. We will assume that K is non-empty since the proof is clear otherwise.
Since X admits an exhaustion by compact subsets, there exists a compact K ′ ⊂ X
whose interior contains K. We claim that only finitely many components of UK
have non-empty intersection with X \K ′. It suffices to exclude the case when UK
has countably infinitely many components Ui, i ∈ N. Since X is path-connected,
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for each component Ui, there exists a path connecting some x ∈ K to xi ∈ Ui \K ′.
Let yi be a point in this path which belongs to ∂K ′. Since ∂K ′ is compact, after
passing to a subsequence, we can assume that

lim
i→∞

yi = y ∈ ∂K ′.

Then V := X \K is a neighborhood of y. Since X is locally path-connected, there
exists a neighborhood W of y contained in V , such that for all i > i0 points y, yi
are connected by a path contained in W . It follows that Ui = Ui0 for all i > i0. �

In addition to the inverse system (π0(Kc))K∈K, we also have, similarly defined,
inverse systems

(πu0 (Kc))K∈K
and

(πu0 (Bcn))n∈N
where we use the standard order on N. Inclusion maps

{Bn : n ∈ N} ↪→ K
and

πu0 (Kc)→ π0(Kc)

induce maps of inverse limits

φ : lim←−π
u
0 (Bcn)→ lim←−π

u
0 (Kc)

and
ψ : lim←−π

u
0 (Kc)→ lim←−π0(Kc) = ε(X).

We again equip the inverse limits lim←−π
u
0 (Bcn) and lim←−π0(Kc) with the initial topol-

ogy.
Since each πu0 (Kc) is finite, the inverse limit

lim←−π
u
0 (Kc)

is compact by Tychonoff’s theorem, cf. Exercise 1.24.
In view of Proposition 9.10, each K1 ∈ K is contained in the interior of K2 ∈

K, such that the image of the map π0(Kc
2) → π0(Kc

1) is contained in πu0 (Kc
1).

Combined with the fact that (Bn) is cofinal in K, Exercises 1.25 and 1.25 now
imply that the maps φ and ψ are continuous bijections. Since the domain of each
map is compact and the range is Hausdorff, it follows that the maps φ, ψ are
homeomorphisms.

Therefore, we can identify elements of ε(X) with decreasing sequences, called
chains,

C1 ⊃ C2 ⊃ . . .
of components of the sets Bci , i ∈ N, defined with respect to a fixed exhaustion of
X as above.

One way to think about ends of X according to the definition, is that an end
of X is a map e : K → 2X , which sends each compact K ⊂ X to a component C of
Kc, such that

K1 ⊂ K2 ⇒ e(K2) ⊂ e(K1).

The topology on ε(X) extends to a topology on X̄ = X∪ε(X): The basis of topology
at e ∈ ε(X) is the collection of subsets BK,e ⊂ X̄,K ∈ K, where BK,e ∩X = e(K)
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and BK,e∩ ε(X) consists of all maps e′ : K → 2X , such that e′(K) = e(K). We will
also refer to each set e(K) as a neighborhood of e in X.

The topology on X is, of course, the original one. It is then immediate that X
is open and dense in X̄.

We will say that a compact subsetK ⊂ X separates ends e, e′ ofX if e, e′ belong
to distinct components of X̄ \K. Equivalently, there are unbounded components
C,C ′ of Kc such that (C, e) is a neighborhood of e and (C ′, e′) is a neighborhood
of e′ in ε(X).

Exercise 9.11. Every topological action G y X extends to a topological
action of G on X̄.

Remark 9.12. There is a terminological confusion here coming from the lit-
erature in differential geometry and geometric analysis, where X is a complete
Riemannian manifold: An analyst would call each unbounded set Ci above, an end
of X.

Here is yet another alternative description of the space ε(X). From each Ci we
pick a point xi. Then, for each chain (Ci) defining the end e ∈ ε(X), the sequence
(xi), denoted x•, represents the end e. Given a sequence x• representing e, we
connect each xi to xi+1 by a path contained in Ci. The concatenation of these
paths is a ray in X, i.e. a proper continuous map

r : R+ → X, r(i) = xi.

Conversely, given a ray r in X, every sequence ti ∈ R+ monotonically diverging to
infinity, defines the sequence x• (with xi = r(ti)) which represents an end e of X.
This end is independent of the choice of a sequence ti.

Two rays r1, r2 represent the same end of X if and only if for every compact
K ⊂ X there exists T such that for all t ≥ T the points r1(t), r2(t) lie in the same
component of Kc. We refer the reader to [BH99] and [Geo08] for more detailed
description of ε(X) and topology on X̄ using this interpretation of ends.

Exercise 9.13. 1. The space X̄ is Hausdorff.
2. If X is second countable, so is X̄.
3. A sequence x• in X represents the end e if and only if it converges to e in

the topology of X̄.
4. If X is a metric space and (xi), (x

′
i) are sequences within bounded distance

from each other:
sup
i

dist(xi, x
′
i) <∞

and (xi) represents e ∈ ε(X) then (x′i) also represents e.

An example of the space of ends is given by the Figure 9.1. The space X in
this picture has five visibly different ends: ε1, ..., ε5. We have K1 ⊂ K2 ⊂ K3. The
compact K1 separates the ends ε1, ε2. The next compact K2 separates ε3 from ε4.
Finally, the compact K3 separates ε4 from ε5.

Lemma 9.14. The space X̄ = X ∪ ε(X) is compact.

Proof. Let V = {Vj}j∈J be an open cover of X̄. Since ε(X) is compact, there
is a finite subset

{(Ki, ei) : i = 1, . . . , n} = V1 ⊂ V,
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Figure 9.1. Ends of X.

which still covers ε(X). Here Ki ∈ K and ei ∈ ε(X). Consider the open sets
Ci = ei(Ki) (here we think of ends of X as maps K → 2X). We claim that the
closed set

A = X \
n⋃
i=1

Ci

is compact in X. If not, then there exists a sequence xk ∈ A which is not contained
in any of the compact Ki, i ∈ N. After passing to a subsequence in the sequence
(xk), we get a decreasing sequence of complementary sets

Ckl ⊂ X \Kkl ,

such that xkl ∈ Ckl . This sequence of complementary sets defines an end e ∈ ε(X)
not covered by any of the sets (Ki, ei), i = 1, . . . , n, which is a contradiction.

Thus, A ⊂ X is compact. Then there exists another finite subset V2 ⊂ V,
which covers A. Therefore,

V1 ∪ V2

is a finite subcover of X̄. �
Corollary 9.15. 1. X̄ is a compactification of X.
2. The space X̄ is normal.

Exercise 9.16. 1. η(X) is finite if and only if ε(X) is finite.
2. If η(X) is finite, then η(X) equals the cardinality of ε(X).

Proofs of 1 and 2 amount to simply following the definitions of η(X) and ε(X).

Remark 9.17. One can think of the space of ends of X as its “π0 at infinity.”
One can also define higher homotopy and (co)homology groups of X “at infinity”, by
replacing π0(Kc) with suitable homotopy or (co)homology groups and then taking
inverse (or direct) limit. See [Geo08].
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Proposition 9.18. Every quasiisometry of proper geodesic metric spaces X →
X ′ induces a homeomorphism ε(X)→ ε(X ′).

Proof. The proof of this proposition follows the proof of Lemma 9.5 and below
we only sketch the proof, leaving details to the reader.

Let f : X → X ′ be an (L,A)-quasiisometry. As in the proof of Lemma 9.5, we
observe that there exists r = r(L,A) such that for every connected subset C ⊂ X,
the subset Nr(f(C)) ⊂ X ′ is also connected.

We define a map ε(f) : ε(X) → ε(X ′) as follows. Suppose that e ∈ ε(X) is
represented by a nested sequence (Ci), where Ci is a component ofKc

i ,Ki = B̄(x, i).
Each connected subset Nr(f(Ci′)) will be disjoint from B̄(x′, i) (x′ = f(x)), where
i 7→ i′ is a nonconstant linear function, depending only on L and A. Let Di denote
the (unbounded) component of B̄(x′, i) containing Nr(f(Ci′)). The sets Di are
nested: Di+1 ⊂ Di, i ∈ N. Therefore, the sequence (Di) defines an end e′ of X ′,
and we set ε(f)(e) := e′. Proof of injectivity of the map ε(f) is the same as the 3rd
part of the argument in Lemma 9.5.

In order to verify continuity of ε(f), let Di ⊂ Y be a neighborhood of e′ =
ε(f)(e), as above. Then, as we noted, f(Ci′) ⊂ Di, where i → i′ is a nonconstant
linear function. Thus, if (Cj) is a chain representing e, then for all j ≥ i′, f(Cj) ⊂
Di. Therefore, the entire neighborhood of e ∈ ε(X) defined by the pair (Ki′ , e),
is mapped by ε(f) into the neighborhood of e′, defined by the pair (B̄(x′, i), e′).
Continuity of ε(f) follows.

In order to prove surjectivity of ε(f), take r such that Nr(f(X)) = X ′. Then,
given a sequence (x′i) in X ′ representing an end e′ ∈ ε(X ′), find a sequence (xi) in
X such that

distY (f(xi), x
′
i) 6 r.

Then the sequence (xi) will converge to an end e of X and ε(f)(e) = e′. �
Exercise 9.19. 1. Show that every bounded perturbation of the identity f :

X → X extends to the identity map ε(f) : ε(X)→ ε(X).
2. Suppose that f : X → Y, g : Y → Z are quasiisometries. Show that

ε(g ◦ f) = ε(g) ◦ ε(f).

3. Conclude that if g : Y → X is a coarse inverse to f : X → Y , then ε(g) is
the inverse of ε(f). This gives another proof, in Proposition 9.18, of the claim that
ε(f) is invertible.

Proposition 9.18 immediately implies:

Corollary 9.20. Quasi-isometric spaces have homeomorphic spaces of ends.

Exercise 9.21. Suppose that X is a simplicial tree of finite valence, where all
but finitely many vertices have the same valence k ≥ 3. Then ε(X) is homeomorphic
to the Cantor set.

Hint: In order to prove this, consider first the case when X is a binary rooted
tree, i.e. a tree with one distinguished vertex v0 (the root) of valence 2 and the
rest of the vertices of the valence 3. Then consider the ternary Cantor set E. This
set is obtained by intersecting closed subsets Ai ⊂ [0, 1], i ∈ N; each Ai is the
disjoint union of 2i closed intervals Ji,k. Similarly, for i ∈ N, the complement to
the closed ball Ki = B̄(v0, i) ⊂ X consists of 2i components Ci,k. Points in E are
encoded by decreasing sequences of intervals Ji,k, while points in ε(X) are encoded
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by chains (Ci,k). Now use bijections between the sets {Ji,k : k = 1, . . . , 2i} and
{Ci,k : k = 1, . . . , 2i}. For more general simplicial trees follow the geometric proof
of the Example 8.50.

9.1.3. Ends of groups. Suppose that G is a finitely generated group. Then
we define the space of ends ε(G) as the space of ends of its Cayley graph X.
Corollary 9.20 shows that ε(G) is independent of the generating set. It follows from
the Exercise 9.11 that the group G acts topologically on X̄ = X ∪ ε(G). The same
applies if instead of the Cayley graph we use as X a Riemannian manifold M , on
which G acts isometrically, properly discontinuously and cocompactly.

A proof of the following theorem can be found for instance [BH99, Theorem
8.32]:

Theorem 9.22 (Properties of ε(X)). 1. Suppose that G is a finitely generated
group. Then ε(G) consists of 0, 1, or 2 points, or is infinite. In the latter case, the
topological space ε(G) is perfect. In particular, ε(G) is homeomorphic to the Cantor
set.

2. ε(G) is empty iff G is finite. ε(G) consists of 2-points if and only if G is
virtually (infinite) cyclic. In particular, G is quasiisometric to Z if and only if G
is virtually isomorphic to Z.

3. If G splits non-trivially over a finite subgroup then |ε(G)| > 1.

Below we prove Part 2 of this theorem. Our proof (which we learned from
Mladen Bestvina) is differential-geometric, in line with the arguments in Chapters
20 and 21. A combinatorial argument can be found in [BH99].

Proposition 9.23. Every 2-ended group G is virtually isomorphic to Z and,
hence, contains a finite-index subgroup isomorphic to Z.

Proof. Let M be an n-dimensional oriented Riemannian manifold on which
G acts isometrically, properly discontinuously and cocompactly, preserving orien-
tation. We let ω ∈ Λn(M) denote the volume form of M . Since M is QI to G, the
manifold M is also 2-ended. After passing to an index 2 subgroup of G, we can
assume that G fixes the ends e1, e2 of M . Every compact connected hypersurface
S ⊂ M separating the ends of M has a canonical coorientation, such that the end
e1 lies to the left of S. Since M is oriented, we, therefore, obtain a canonical ori-
entation on S. This orientation is preserved under the action of G. The oriented
hypersurface S will be regarded below as a smooth singular cycle in M , an element
of Zn−1(M). (This cycle is the image of the fundamental cycle of S under the
map Zn−1(S) → Zn−1(M).) Accordingly, −S is the hypersurface S with reversed
orientation. We claim that for every g ∈ G, the oriented hypersurfaces S, g(S),
represent the same homology class in Hn−1(M). Indeed, the hypersurface g(S) still
separates the ends of M . If g(S) ∩ S = ∅, then, since M is 2-ended, there exists a
compact submanifold B ⊂M whose (oriented) boundary equals −S∪g(S). Hence,
[S] = [g(S)] ∈ Hn−1(M). For arbitrary g ∈ G we take h ∈ G such that h(S)∩S = ∅
and h(S) ∩ g(S) and obtain

[S] = [h(S)] = [g(S)].

We, thus, obtain a homomorphism

φ : G→ R,
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defined by

φ(g) =

ˆ
B

ω

where B ∈ Cn(M) is a smooth singular chain such that

g(S)− S = B.

As we observed above, if g(S) ∩ S = ∅, then B is realized by a submanifold in
M , which implies that φ(g) 6= 0 in this case. Since the action of G onM is properly
discontinuous, the map φ : G→ R is proper. In particular, its image is an infinite
cyclic group and its kernel is finite. Therefore, the group G is virtually isomorphic
to Z. The existence of a finite-index subgroup of G isomorphic to Z was proven in
Corollary 7.110. �

Part 3 of Theorem 9.22 has a deep and important converse:

Theorem 9.24. If |ε(G)| > 1 then G splits non-trivially over a finite subgroup.

This theorem is due to Stallings [Sta68] (in the torsion-free case) and Bergman
[Ber68] for groups with torsion. A geometric proof could be found in Niblo’s paper
[Nib04] and a shorter, combinatorial, proof in Kron’s paper [Krö10]. For finitely
presented groups, there is an alternative combinatorial proof due to Dunwoody
using minimal tracks, [Dun85]; a combinatorial version of this argument could be
found in [DD89]. In Chapters 20 and 21 we prove Theorem 9.24 first for finitely
presented, and then for all finitely generated groups. We will also prove QI rigidity
of the class of virtually free groups.

An immediate corollary of Theorem 9.24 (and QI invariance of the number of
ends) is

Corollary 9.25. Suppose that a finitely generated group G splits non-trivially
as G1 ? G2 and G′ is a group quasiisometric to G. Then G′ splits non-trivially as
G′1 ?F G

′
2 (amalgamated product) or as G′1?F (HNN splitting), where F is a finite

group.

We conclude this section with a technical result which will be used in Section
21.3 for the proof of Stallings theorem via harmonic functions.

Lemma 9.26. Suppose thatM is a complete connected n-dimensional Riemann-
ian manifold and X is the corresponding metric space. Let χ : ε(X)→ {0, 1} be the
characteristic function of a clopen subset A ⊂ ε(X). Then χ admits a continuous
extension ϕ : X̄ → [0, 1] which is smooth on M and dϕ|

M
is compactly supported

in M .

Proof. Since the space X̄ is normal, the disjoint closed sets A and B =
ε(X) \ A admit disjoint open neihborhoods U ⊂ X̄ and V̄ ⊂ X̄, respectively. We
first extend χ to a function ψ : U ∪ V → {0, 1}, which is constant on U and
on V . Next, by Tietze–Urysohn extension theorem (Theorem 1.16) the function
ψ : U ∪ V → {0, 1} admits a continuous extension ζ : X̄ → R. After replacing
ζ with ζ0 = max(ζ, 0) and, afterwards, with ζ1 = min(ζ, 1), we may assume that
ζ : X̄ → [0, 1]. To get a smooth extension, consider a smooth partition of unity
{ηi}i∈I corresponding to a locally finite open covering {Ui}i∈I of M via subsets
diffeomorphic to the unit open ball D ⊂ Rn. We choose the functions ηi to have
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unit integrals over Ui (with respect to the Lebesgue measure coming from D). Using
the diffeomorphisms fi : Ui → B, we define convolutions

ζ ? ηi(x) =

ˆ
D
ζ(fi(y))ηi(fi(x))dx.

The sum
ϕ =

∑
i∈I

ζ ? ηi

is the required extension. �

9.2. Rips complexes and coarse homotopy theory

Connecting the dots. In the proof of Lemma 9.5, we saw an important
principle of coarse topology: In order to recover a useful topological object from the
image f(C) of a set under a quasiisometry f , we first discretize C (replace C with
a net C ′ ⊂ C) and then “connect the dots” in f(C ′): Connect certain points (which
are not too far from each other) in f(C ′) by geodesic segments in the ambients
space. How far the “connected dots” should be from each other is determined by
geometry of the metric spaces involved and quasiisometric constants of f . The same
principle will reappear in this section: “Connecting dots” will be replaced by taking
a subcomplex of a suitable Rips complex RipsR. The ambiguity in choosing the
scale R (how far apart the “dots” can be) forces us to work with direct systems of
Rips complexes and direct/inverse systems of the associated homotopy, homology
and cohomology groups.

9.2.1. Rips complexes. Recall (Definition 2.24) that the R-Rips complex of
a metric space X is the simplicial complex whose vertices are the points of X;
vertices x1, ..., xn span a simplex if and only if

dist(xi, xj) 6 R,∀i, j.
For each pair 0 6 R1 6 R2 <∞ we have a natural simplicial embedding

ιR1,R2
: RipsR1

(X)→ RipsR2
(X),

such that
ιR1,R3

= ιR2,R3
◦ ιR1,R2

,

provided that R1 6 R2 6 R3. Thus, the collection of Rips complexes of X forms a
direct system Rips•(X) of simplicial complexes indexed by positive real numbers.

Following the construction in Section 3.8, we metrize (connected) Rips com-
plexes RipsR(X) using the standard metric on simplicial complexes. Then, each
embedding ιR1,R2

is isometric on every simplex and is 1-Lipschitz overall. Note
that if X is uniformly discrete (see Definition 2.3), then for every R, the complex
RipsR(X) is a simplicial complex of bounded geometry (Definition 3.33).

Exercise 9.27. 1. Suppose thatX = G, a finitely generated group with a word
metric. Show that for every R, the action of G on itself extends to a simplicial action
of G on RipsR(G). Show that this action is geometric.

2. Show that a metric space X is quasigeodesic (see Section 8.1) if and only if
for all sufficiently large R the Rips complex RipsR(X) is connected and the inclusion
X → RipsR(X) is a quasiisometry.
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The following simple observation explains why Rips complexes are useful for
analyzing quasiisometries:

Lemma 9.28. Let f : X → Y be an (L,A)–coarse Lipschitz map. Then f
induces a simplicial map RipsR(X) → RipsLR+A(Y ) for each R > 0. We retain
the notation f for this simplicial map.

Proof. Consider an m-simplex σ in RipsR(X); the vertices of σ are distinct
points x0, x1, ..., xm ∈ X within distance 6 R from each other. Since f is (L,A)–
coarse Lipschitz, the points f(x0), ..., f(xm) ∈ Y are within distance 6 LR + A
from each other, hence, they span a simplex σ′ of dimension 6 m in RipsLR+A(Y ).
The map f sends vertices of σ to vertices of σ′. Thus, we have a simplicial map of
simplicial complexes RipsR(X)→ RipsLR+A(Y ). �

The idea behind the next definition is that the “coarse homotopy groups” of a
metric space X are the homotopy groups of the Rips complexes RipsR(X) of X.
Literally speaking, this does not make much sense since the above homotopy groups
depend on R. To eliminate this dependence, we have to take into account the maps
ιr,R.

Definition 9.29. 1. A metric space X is coarsely connected if Ripsr(X) is
connected for some r. (Equivalently, RipsR(X) is connected for all sufficiently
large R.)

2. A metric space X is coarsely k-connected if it is coarsely connected and for
each r there exists R > r such that the mapping Ripsr(X) → RipsR(X) induces
trivial maps of the homotopy groups

πi(Ripsr(X), x)→ πi(RipsR(X), x),

for all 1 6 i 6 k and x ∈ X.
In particular, X is coarsely simply-connected if it is coarsely 1-connected.

For instance, X is coarsely connected if there exists a number R such that each
pair of points x, y ∈ X can be connected by an R-chain of points xi ∈ X, i.e. a
finite sequence of points xi, where dist(xi, xi+1) 6 R for each i.

The definition of coarse k-connectedness is not quite satisfactory since it only
deals with “vanishing” of coarse homotopy groups without actually defining these
groups for a general metric space X. One way to deal with this issue is to consider
pro-groups, which are direct systems

πi(Ripsr(X)), r ∈ N,

of groups. Given such algebraic objects, one can define their pro-homomorphisms,
pro-monomorphisms, etc., see [KK05] where this is done in the category of abelian
groups (the homology groups). Alternatively, one can work with the direct limit of
the homotopy groups.

Remark 9.30. Arguing analogously to the proof of Lemma 9.54, one can show
that if X is coarsely 1-connected then there exists R0 such that the Rips complex
RipsR(X) is 1-connected for all R > R0. However, it is unclear to us if the same
holds for coarsely k-connected metric spaces, k > 2.
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9.2.2. Direct system of Rips complexes and coarse homotopy.

Lemma 9.31. Let X be a metric space. Then for r, c < ∞, each simplicial
spherical cycle σ of diameter 6 c in Ripsr(X) bounds a singular disk of diameter 6
r+c within Ripsr+c(X). More precisely, every simplicial map of a triangulated n−1
sphere, σ : Sn−1 → Ripsr(X), extends to a simplicial map τ : Dn → Ripsr+c(X),
where Dn is a triangulated n-disk whose triangulation agrees with that one of Sn−1.

Proof. Pick a vertex x ∈ Im(σ). Then Ripsr+c(X) contains the simplicial
cone C = τ(Dn) over Im(σ) with vertex at x. Clearly, diam(C) 6 r+ c. Coning off
the map σ from the vertex x, defines an extension τ of σ to the n-disk, which we
identify with the cone over Sn−1. �

Recall that the product of simplicial complexes C × [0, 1] admits a certain
standard triangulation (determined by an ordering of vertices of X and the set
{0, 1}). We will always equip this product simplicial complex with the standard
metric.

Proposition 9.32. Let f, g : X → Y be maps within distance 6 c from each
other, which extend to simplicial maps

f, g : Ripsr1(X)→ Ripsr2(Y ).

Then for r3 = r2 + c, the maps

f, g : Ripsr1 → Ripsr3(Y )

are homotopic via a 1-Lipschitz homotopy F : Ripsr1(X)×I → Ripsr3(Y ). Further-
more, tracks of this homotopy have length 6 (n+ 1), where n = dim(Ripsr1(X)).

Proof. The map F of the zero-skeleton of Ripsr1(X) × I is, of course, just
F (x, 0) = f(x), F (x, 1) = g(x). Let σ ⊂ Ripsr1(X)× I be an i–simplex. Then

diam (F (V (σ))) 6 r3 = r2 + c,

where V (σ) is the vertex set of σ. Therefore, F extends (linearly) from σ0 to
a (1-Lipschitz) map F : σ → Ripsr3(Y ) whose image is the simplex spanned by
F (σ0).

To estimate the lengths of the tracks of the homotopy F , we note that for each
x ∈ Ripsr1(X), the path F (x, t) has length 6 1 since the interval x × I is covered
by 6 (n+ 1) simplices, each of which has unit diameter. �

In view of the above lemma, we make the following definition:

Definition 9.33. Maps f, g : X → Y are coarsely homotopic if for all r1, r2,
such that f and g extend to

f, g : Ripsr1(X)→ Ripsr2(Y ),

there exist r3 and r4 so that the maps

f, g : Ripsr1(X)→ Ripsr3(Y )

are homotopic via a homotopy whose tracks have lengths 6 r4.

We then say that a map f : X → Y determines a coarse homotopy equivalence
(between the direct systems of Rips complexes of X,Y ), if there exists a map
g : Y → X such that the compositions g ◦ f, f ◦ g are coarsely homotopic to the
identity maps.

The next two corollaries, then, are immediate consequences of Proposition 9.32.
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Corollary 9.34. Let f, g : X → Y be L–Lipschitz maps within finite distance
from each other. Then they are coarsely homotopic.

Corollary 9.35. If f : X → Y is a quasiisometry, then f induces a coarse
homotopy-equivalence of the Rips complexes: Rips•(X)→ Rips•(Y ).

The following corollary is a coarse analogue of the familiar fact that homotopy
equivalence preserves connectivity properties of a space:

Corollary 9.36. Coarse k-connectedness is a QI invariant.

Proof. Suppose that X ′ is a coarsely k-connected metric space and f : X →
X ′ is an L–Lipschitz quasiisometry with L–Lipschitz coarse inverse f̄ : X ′ → X.
Let γ be a spherical i-cycle in Ripsr(X), 0 6 i 6 k. Then we have the spherical
i-cycle f(γ) ⊂ RipsLr(X

′). Since X ′ is coarsely k-connected, there exists r′ > Lr
such that f(γ) bounds a singular (i + 1)–disk β within Ripsr′(X

′). Consider now
f̄(β) ⊂ RipsL2r(X). The boundary of this singular disk is a singular i-sphere f̄(γ).
Since f̄ ◦ f is homotopic to Id within Ripsr′′(X), r′′ > L2r, there exists a singular
cylinder σ in Ripsr′′(X) which cobounds γ and f̄(γ). Note that r′′ does not depend
on γ. By combining σ and f̄(β) we get a singular (i+ 1)–disk in Ripsr′′(X) whose
boundary is γ. Hence, X is coarsely k-connected. �

9.3. Metric cell complexes

We now introduce a generalization of metric simplicial complexes, where the
notion of bounded geometry does not imply finite-dimensionality. The objects
that we will consider are called metric cell complexes, they are hybrids of metric
spaces and CW complexes. The advantage of metric cell complexes over metric
simplicial complexes is the same as of CW complexes over simplicial complexes in
the traditional algebraic topology: CW complexes are more flexible.

A metric cell complex is a cell complex X together with a metric d defined
on its 0-skeleton X(0). Note that if X is connected, its 1-skeleton X(1) is a
graph, and, hence, can be equipped with the standard metric dist. The map
(X(0), d) → (X(1),dist), in general, need not be a quasiisometry. However, in the
most interesting cases, coming from finitely generated groups, this map is actually
an isometry. Therefore, we impose, from now on, the condition:

Axiom 1. The map (X(0), d) → (X(1),dist) is a quasiisometry. Equivalenty,
X is a quasigeodesic metric space.

Even though this assumption could be avoided in what follows, restricting to
complexes satisfying this axiom makes our discussion more intuitive.

Our first goal is to define, using the metric d, certain metric concepts on the
entire complex X. We define inductively a map c, which sends cells in X to finite
subsets of X(0) as follows. For a vertex v ∈ X(0) we set c(v) = {v}. Suppose that
c is defined on X(i). For each closed i + 1-cell e, the support of e is the smallest
subcomplex Supp(e) of X(i), containing the image of the attaching map of e to
X(i). We then set

c(σ) = c(Supp(e)).

For instance, for every 1-cell σ, c(σ) consists of one or two vertices of X to which
σ is attached.
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Remark 9.37. The reader familiar with the concepts of controlled topology, see
e.g. [Ped95], will realize that the coarsely defined map c : X → X(0) is a control
map for X and (X(0), d) is the control space. Metric cell complexes form a subclass
of metric chain complexes defined in [KK05].

The diameter diam(σ) of a cell σ in X is defined to be the diameter of c(σ).

Example 9.38. Take a connected simplicial complex X and restrict its stan-
dard metric to X(0). Then, the diameter of a cell in X (as a simplicial complex) is
the same as its diameter in the sense of metric cell complexes.

Definition 9.39. A metric cell complex X is said to have bounded geometry if
there exists a collections of increasing functions φk(r) and numbers Dk < ∞ such
that the following axioms hold:

Axiom 2. For each ball B(x, r) ⊂ X(0), the set of k-cells σ such that c(σ) ⊂
B(x, r), contains at most φk(r) cells.

Axiom 3. The diameter of each k-cell is at most Dk = Dk,X , k ∈ N.
Axiom 4. D0 := inf{d(x, x′) : x 6= x′ ∈ X(0)} > 0.

Note that we allow X to be infinite-dimensional. We will refer to the function
φk(r) and the numbers Dk as geometric bounds on X, and set

(9.1) DX = sup
k>0

Dk,X .

The basic examples of metric cell complexes of bounded geometry are:
1. Simplicial complexes of bounded geometry.
2. Let M be a connected Riemannian manifold of bounded geometry and X is

a simplicial complex defined in Theorem 3.36. Now, equip X(0) with the distance
function d which is restriction of the Riemannian distance function on M to the
vertex set of X.

3. X(0) := G is a finitely generated group with its word metric and X is the
Cayley graph of G with the standard metric.

4. A covering space X of a connected finite cell complex Y . Equip X(0) with
the restriction of the distance function dist on X(1).

5. Consider the spheres Sn with the standard CW complex structure (single
0-cell and single n-cell). Then, the cellular embeddings Sn ↪→ Sn+1 give rise to an
infinite-dimensional cell complex S∞. This complex has bounded geometry (since
it has only one cell in every dimension). In view of this trivial example, the concept
of metric cell complexes is more flexible than the one of simplicial complexes.

Exercise 9.40. 1. Suppose that X is a simplicial complex. Then the two
notions of bounded geometry coincide for X. We will use this special class of
metric cell complexes in Section 9.6.

2. If X is a metric cell complex of bounded geometry and S ⊂ X is a
connected subcomplex, then for every two vertices u, v ∈ S there exists a chain
x0 = u, x1, ..., xm = v, such that d(xi, xi+1) 6 D1 for every i. In particular, if X is
connected, the identity map (X(0), d)→ (X(1),dist) is D1-Lipschitz.

Exercise 9.41. Let X,Y be metric cell complexes. Then the product cell–
complex X × Y is also a metric cell complex, where we equip the zero-skeleton
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X(0)×Y (0) of X×Y with the product–metric. Furthermore, if X,Y have bounded
geometry, then so does X × Y .

We now continue defining metric concepts for metric cell complexes. The
(coarse) R-ball B(x,R) centered at a vertex x ∈ X(0) is defined as the union
of the cells σ in X such that c(σ) ⊂ B(x,R).

We will say that the diameter diam(S) of a subcomplex S ⊂ X is the diameter of
c(S). Given a subcomplex W ⊂ X, we define the closed R-neighborhood N̄R(W ) of
W in X to be the largest subcomplex S ⊂ X such that for every σ ∈ S, there exists
a vertex τ ∈ W such that distHaus(c(v), c(w)) 6 R. A cellular map f : X → Y
between metric cell complexes is called L–Lipschitz if for every cell σ in X, we have
diam(f(σ)) 6 L. In particular, the map

f : (X(0), d)→ (Y (0), d)

is L
D0

-Lipschitz as a map of metric spaces.

Exercise 9.42. Suppose that fi : Xi → Xi+1 are Li-Lipschitz for i = 1, 2.
Show that f2 ◦ f1 is L3-Lipschitz with

L3 = L2 max
k

(φX2,k(L1)) .

Exercise 9.43. Construct examples of a cellular map f : X → Y between
metric graphs of bounded geometry, such that the restriction f |

X(0) is L–Lipschitz,
but f is not L′–Lipschitz, for any L′ <∞.

The following definition is a version of the notion of uniformly proper maps of
metric spaces in Definition 8.27. A map f : X → Y of metric cell complexes is
called a uniformly proper cellular map, if f is cellular, L-Lipschitz for some L <∞
and f |

X(0) is uniformly proper: There exists a proper function η(R) such that

d(f(x), f(x′)) > η(d(x, x′)),

for all x, x′ ∈ X(0). The function η(R) is called the (lower) distortion function of f .
We will frequently omit the adjective cellular when talking about uniformly proper
maps of metric cell complexes.

For instance, suppose that H is a finitely generated group and G 6 H is a
finitely generated subgroup, whose generating set is contained in the one of H. Let
X and Y denote the Cayley graphs of G and H, respectively. Then the inclusion
map X → Y is a uniformly proper cellular map. As another example, suppose that
G is the fundamental group of a finite cell complex X1, H is the fundamental group
of a finite cell complex Y1 and f1 : X1 → Y1 is a cellular map inducing the inclusion
of fundamental groups G ↪→ H. Let f : X → Y be a lift of f1 to the universal
covers X,Y of X1, Y1, respectively. Then f is a uniformly proper cellular map.

We now relate metric cell complexes of bounded geometry to simplicial com-
plexes of bounded geometry:

Exercise 9.44. LetX be a finite-dimensionalmetric cell complexes of bounded
geometry. Then there exists a simplicial complex Y of bounded geometry and a
cellular homotopy-equivalence X → Y which is a quasiisometry in the following
sense: f and has homotopy-inverse f̄ so that:

1. Both f, f̄ are L-Lipschitz for some L <∞.
2. f ◦ f̄ , f̄ ◦ f are homotopic to the identity.
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3. The maps f : X(0) → Y (0), f̄ : Y (0) → X(0) are coarse inverse to each other:

d(f ◦ f̄ , Id) 6 A, d(f̄ ◦ f, Id) 6 A.
Hint: Apply the standard construction which converts a finite-dimensional CW-

complex into a simplicial complex, see e.g. [Hat02].

Recall that quasiisometries are not necessarily continuous. In order to use
algebraic topology, we, thus, have to approximate quasiisometries by cellular maps
in the context of metric cell complexes, as it was done for Rips complexes (Lemma
9.28). In general, such approximation is, of course, impossible, since one complex
in question can be, say, 0-dimensional and the other 1-dimensional. The uniform
contractibility hypothesis allows one to resolve this issue.

Suppose that X and Y are call complexes and f : X → Y is a cellular map.
We will say that the map f is k-null if it induces zero map H̃0(X) → H̃0(Y ) and
trivial maps of all homotopy groups

πi(X)→ πi(Y ), 1 6 i 6 k.

Definition 9.45. A metric cell complex X is said to be uniformly contractible
if there exists a continuous function ψ(R) such that for every x ∈ X(0) the map

B(x,R)→ B(x, ψ(R))

is null-homotopic. Similarly, X is uniformly k-connected if there exists a function
ψk(R) such that for every x ∈ X(0) the map

(9.2) B(x,R) ↪→ B(x, ψk(R))

is k-null. We will refer to ψ,ψk as the contractibility functions of X. By the abuse
of terminology, we will say that the inclusion of the balls (9.2) induces trivial maps
of homotopy groups πi, i 6 k. (The abuse comes from the fact that for k = 0 we
use the reduced homology.)

The above definition implies, for instance, that the entire ball B(x,R) is con-
tained in a single connected component of B(x, ψ0(R)), every loop in B(x,R)
bounds a singular disk in B(x, ψ1(R)).

Example 9.46. Suppose that X is a connected metric graph with the standard
metric. Then X is uniformly 0-connected.

In general, even for simplicial complexes of bounded geometry, contractibility
does not imply uniform contractibility. For instance, start with a triangulated 2-
torus T 2, let X be an infinite cyclic cover of T 2. Of course, X is not contractible,
but we attach a triangulated disk D2 to X along a simple homotopically non-trivial
loop in X(1). The result is a contractible 2-dimensional simplicial complex Y which
clearly has bounded geometry.

Exercise 9.47. Show that Y is not uniformly contractible.

We will see, nevertheless, in Lemma 9.51, that under certain assumptions (pres-
ence of a cocompact group action) contractibility implies uniform contractibility.

The reader uncomfortable with metric cell complexes in the proofs below, can
think instead of Riemannian manifolds equipped with structures of CW-complexes,
which appear as Riemannian cellular coverings of compact Riemannian manifolds,
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Figure 9.2. Contractible but not uniformly contractible space.

which are given structures of finite CW complexes. Instead of the notions of diam-
eter in metric cell complexes used in the book, the reader can think of the ordinary
Riemannian diameters.

The following proposition is a metric analogue of the cellular approximation
theorem:

Proposition 9.48 (Lipschitz cellular approximation). Suppose that X,Y are
metric cell complexes, where X is finite-dimensional and has bounded geometry, Y
is uniformly contractible, and f : X(0) → Y (0) is an L–Lipschitz map. Then f
admits a (continuous) cellular extension f : X → Y , which is an L′–Lipschitz map,
where L′ depends on L and geometric bounds on the complex X and the uniform
contractibility function of Y . Furthermore, f(X) ⊂ N̄L′(f(X(0))).

Proof. The proof of this proposition is a prototype of most of the proofs which
appear in this and the following sections: It is a higher-dimensional version of the
“collect the dots” process. The proof essentially amounts to a quantitive version of
the proof of Whitehead’s theorem (see e.g. Theorem 4.5 in [Hat02]).

We extend f by induction on skeleta of X. We claim that (for certain constants
Ci, C

′
i+1, i > 0) we can construct a sequence of extensions fk : X(k) → Y (k) such

that:
1. diam(f(σ)) 6 Ck for every k-cell σ = ê(Dk) in X(k).
2. diam(f(∂τ)) 6 C ′k+1, for every (k + 1)–cell τ in X.

Base of the induction. We already have f = f0 : X(0) → Y (0) satisfying (1)
with C0 = 0. If x, x′ belong to the boundary of a 1-cell τ in X then

dist(f(x), f(x′)) 6 LD1,

where D1 = D1,X is the upper bound on the diameters of 1-cells in X. This
establishes (2) in the base case.

Inductively, assume that f = fk was defined on X(k), so that (1) and (2) hold.
Let σ = ê(Dk+1) be a (k + 1)–cell in X. Note that

diam(f(∂σ)) 6 C ′k+1,
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by the induction hypothesis. Then, using uniform contractibility of Y , we extend f
to σ so that the diameter of the image of σ in Y is bounded above by Ck+1 where
Ck+1 = ψ(C ′k). Namely, the composition f ◦ e : ∂Dn+1 → Y is null-homotopic
and, hence, extends to a map Dn+1 → Y of controlled diameter. Without loss
of generality (cf. Whitehead’s cellular approximation theorem, [Hat02, Theorem
4.8]), we can assume that this extension h is cellular, i.e. its image is contained in
Y (n+1). The extension of f ◦ e to Dn+1 determines the required extension of f to
ê(Dk+1):

f(x) := f̃(ê−1(x)), x ∈ σ.
We thus obtain a cellular map f : X(k+1) → Y (k+1).

Let us verify that the new map f : X(k+1) → Y (k+1) satisfies (2).
Suppose that τ is a (k + 2)–cell in X. Then, since X has bounded geometry,

diam(τ) 6 Dk+2 = Dk+2,X . In particular, ∂τ is connected and is contained in the
union of at most φ(Dk+2, k + 1) cells of dimension k + 1. Therefore,

diam(f(∂τ)) 6 Ck+1 · φ(Dk+2, k + 1) =: C ′k+2.

This proves (2).
Since X is, say, n-dimensional, the induction terminates after n steps. The

resulting map f : X → Y satisfies

L′ := diam(f(σ)) 6 max
i=1,...,n

Ci,

for every cell σ in X. Therefore, f : X → Y is L′–Lipschitz. The second assertion
of the proposition follows from the definition of Ci’s. �

We note that Proposition 9.48 can be relativized:

Lemma 9.49. Suppose that X,Y are metric cell complexes, X is finite-dimen-
sional and has bounded geometry, Y is uniformly contractible, and Z ⊂ X is a
subcomplex. Suppose that f : Z → Y is a continuous cellular map which extends to
an L–Lipschitz map f : X(0) → Y (0). Then f : Z∪X(0) → Y admits a (continuous)
cellular extension g : X → Y , which is an L′–Lipschitz map, where L′ depends on
L, geometric bounds on X and contractibility function of Y .

Proof. The proof is the same induction on skeleta argument as in Proposition
9.48. �

Corollary 9.50. Suppose that X,Y are as above and f0, f1 : X → Y are
L–Lipschitz cellular maps such that dist(f0, f1) 6 C in the sense that

d(f0(x), f1(x)) 6 C, ∀x ∈ X(0).

Then there exists an L′–Lipschitz homotopy f : X×I → Y between the maps f0, f1.

Proof. Consider the map f0 ∪ f1 : X × {0, 1} → Y , where X × {0, 1} is a
subcomplex in the metric cell complex W := X × I (see Exercise 9.41). Then the
required extension f : W → Y of this map exists by Lemma 9.49. �

9.4. Connectivity and coarse connectivity

Our next goal is to find a large supply of examples of metric spaces which are
coarsely m-connected.
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Lemma 9.51. If X is a finite-dimensional m-connected complex which admits
a properly discontinuous, cocompact, cellular, isometric (on X(0)) group action
Gy X, then X is uniformly m-connected.

Proof. Existence of the action Gy X implies that X is locally finite. Pick a
base-vertex x ∈ X and let r <∞ be such that the G-orbit of B(x, r) ⊂ X(0) is the
entire X(0). Therefore, if a subcomplex C ⊂ X has diameter 6 R/2, there exists
g ∈ G such that C ′ = g(C) ⊂ B(x, r +R).

Since C is finite, its fundamental group π1(C ′) is finitely generated. Thus,
simple connectivity of X implies that there exists a finite subcomplex C ′′ ⊂ X such
that each generator of π1(C ′) vanishes in π1(C ′′). Consider now πi(C

′), 2 6 i 6 m.
Then, by Hurewicz theorem, the image of πi(C ′) in πi(X) ∼= Hi(X), is contained in
the image of Hi(C

′) in Hi(X). Since C ′ is a finite complex, we can choose C ′′ above
such that the map Hi(C

′) → Hi(C
′′) is zero. To summarize, there exists a finite

connected subcomplex C ′′ in X containing C ′, such that all maps πi(C ′)→ πi(C
′′)

are trivial, 1 6 i 6 m.
Since C ′′ is a finite complex, there exists R′ <∞ such

C ′′ ⊂ B(x, r +R+R′).

Hence, the inclusion map

C ′ → B(x, r +R+R′)

is m-null.
Set ψ(k, r) = ρ = r +R′. Therefore, taking into account action of G on X, we

conclude that for each subcomplex C ⊂ X of diameter 6 R/2, the inclusion map

C → Nρ(C)

is m-null. �
Our next goal is to relate the notion of coarse n-connectivity from Section 9.2.2

to uniform n-connectivity for metric cell complexes.

Theorem 9.52. Suppose that X is a uniformly n-connected metric cell complex
of bounded geometry. Then Z := X(0) is coarsely n-connected.

Proof. Let γ : Sk → RipsR(Z) be a sphericalm-cycle in RipsR(Z), 0 6 k 6 n.
Without loss of generality (using simplicial approximation) we can assume that γ
is a simplicial cycle, i.e. the sphere Sk is given a triangulation τ such that γ is a
simplicial map.

Lemma 9.53. There exists a cellular map γ′ : (Sk, τ)→ X which agrees with γ
on the vertex set of τ and such that diam(γ′(σ)) 6 R′, for each simplex σ ∈ τ , where
R′ > R depends only on R and contractibility functions ψi(k, ·) of X, i = 0, . . . , k.

Proof. We construct γ′ by induction on skeleta of (Sk, τ). The map is already
defined on the 0-skeleton, namely, it is the map γ and images of all vertices of τ
are within distance 6 R from each other. This map extends to the 1-skeleton of τ :
Given an edge σ = [v, w] of τ , we extend γ to σ using a path of length 6 ψ(1, R)
in X(1) connecting the vertices γ(v), γ(w) ∈ X(0).

Suppose we constructed the required extension

γ′ : τ (i) → X
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such that
diam(γ′(σ)) 6 Ri = Ri(R,ψ(k, diam(σ)))

for each i-simplex σ.
Let σ be an i + 1-simplex in τ . We already have a map γ′ defined on the

boundary of σ and diam(γ′(∂σ)) 6 Ri. Then, as in the proof of Proposition 9.48,
using uniform contractibility of X, we extend γ′ to the simplex σ, so that the new
cellular map γ′ map satisfies

diam(γ′(σ)) 6 ψ(i+ 1, Ri).

This implies that the image γ′(σ) is contained in B(γ(v), 2ψ(i+ 1, Ri)), where v is
a vertex of σ. Thus,

diam(γ′(τ i+1)) 6 Ri+1 := R+ ψ(i+ 1, Ri).

Now, the lemma follows by induction. �
Since X is k-connected, the map γ′ extends to a cellular map γ′ : Dk+1 →

X(k+1), where Dk+1 is a triangulated disk whose triangulation T extends the trian-
gulation τ of Sk. Our next goal is to “push” γ′ into a map γ′′ : Dk+1 → RipsR′(Z),
relative to the restriction of γ to the vertex set of τ .

Let σ be a simplex in T . A simplicial map is determined by images of vertices.
By definition of the number R′, images of the vertices of σ under γ′ are within
distance 6 R′ from each other. Therefore, we have a canonical extension γ′′ of
γ′|

σ(0) to a map σ → RipsR′(Z). If σ1 is a face of σ2, then γ′′ : σ1 → RipsR′(Z)
agrees with the restriction of γ′′ : σ2 → RipsR′(Z), since maps are determined by
their vertex values. We thus obtain a simplicial map

γ′′ : Dk+1 → RipsR′(Z)

which agrees with γ on the boundary sphere. We conclude that the inclusion map
RipsR(Z)→ RipsR′(Z) is n-null, i.e. Z is coarsely n-connected. �

So far we have seen, how to go from uniform k-connectivity of a metric cell
complex X to coarse k-connectivity of its 0-skeleton. Our goal now is to go in the
opposite direction: Convert a coarsely k-connected space to a uniformly k-connected
metric cell complex.

Lemma 9.54. Let G be a finitely generated group with word metric. Then G
is coarsely simply-connected if and only if RipsR(G) is simply-connected for all
sufficiently large R.

Proof. One direction is clear, we only need to show that coarse simple con-
nectivity of G implies that RipsR(G) is simply-connected for all sufficiently large
R. Our argument is similar to the proof of Theorem 9.52. Note that the 1-skeleton
of Rips1(G) is just a Cayley graph of G. Using coarse simple connectivity of G, we
find D > 1 such that the map

Rips1(G)→ RipsD(G)

is 1-null (i.e. induces trivial map of fundamental groups). We claim that for all
R > D the Rips complex RipsR(G) is simply-connected. Let γ ⊂ RipsR(G) be a
simplicial loop. For every edge γi := [xi, xi+1] of γ we let γ′i ⊂ Rips1(X) denote a
geodesic path from xi to xi+1. The path γ′i necessarily has length 6 R. Therefore,
all the vertices of γ′i are contained in the ball B(xi, R) ⊂ G and, hence, span a

307



simplex in RipsR(G). Thus, the paths γi, γ′i are homotopic in RipsR(G), relative
their end-points. Let γ′ denote the loop in Rips1(G) which is the concatenation
of the paths γ′i. Then, by the above observation, γ′ is freely homotopic to γ in
RipsR(G). On the other hand, γ′ is null-homotopic in RipsR(G) since the map

π1(Rips1(G))→ π1(RipsR(G))

is trivial. We conclude that γ is null-homotopic in RipsR(G) as well. �
Corollary 9.55. Suppose that G is a finitely generated group with the word

metric. Then G is finitely presented if and only if G is coarsely simply-connected.
In particular, finite-presentability is a QI invariant.

Proof. Suppose that G is finitely presented and let Y be its finite presentation
complex (see Definition 7.92). Then the universal cover X of Y is simply-connected.
Hence, by Lemma 9.51, X is uniformly simply-connected and, by Theorem 9.52,
the group G is coarsely simply-connected.

Conversely, suppose that G is coarsely simply-connected. By Lemma 9.54, the
simplicial complex RipsR(G) is simply-connected for some R. The group G acts on
X := RipsR(G) simplicially, properly discontinuously and cocompactly. Therefore,
by Corollary 5.109, G admits a properly discontinuous, free cocompact action on
another simply-connected cell complex Z. It follows that G is finitely presented. �

We now proceed to k > 2. Recall (see Definition 5.105) that a group G has
type Fn (n 6∞) if its admits a free cellular action on a cell complex X such that
for each k 6 n:

1. X(k+1)/G is compact.
2. X(k+1) is k-connected.

Theorem 9.56 (M. Gromov, 1.C2 in [Gro93] and J. Alonso, [Alo94]). Type
Fn is a QI invariant for each n 6∞.

Proof. Our argument is similar to the proof of Corollary 9.55, except we
cannot rely on n − 1-connectivity of Rips complexes RipsR(G) for large R. If G
has type Fn, then it admits a free cellular action Gy X on some n− 1-connected
cell complex X, so that the quotient of each skeleton (of dimension 6 n) is a finite
complex. (In the case n =∞, we require, of course, the entire X to be contractible
and the quotient of each skeleton to be finite.) By combining Lemma 9.51 and
Theorem 9.52, we see that the group G is coarsely n− 1-connected. It remains to
prove

Proposition 9.57. If G is a coarsely n− 1-connected group, then G has type
Fn.

Proof. Note that we already proved this statement for n = 2: Coarsely
simply-connected groups are finitely presented (Corollary 9.55). The proof be-
low follows [KK05]. We break the argument in three parts: We first consider the
case when G is torsion-free and n < ∞, then the case when G is still torsion-free
but n =∞ and, lastly, the general case.

Our goal is to build a complex X on which G acts as required by the definition
of type Fn. We construct this complex and the action by induction on skeleta
X(0) ⊂ ... ⊂ X(n−1) ⊂ X(n). Furthermore, we will inductively construct cellular
G-equivariant maps

fi : Xi = X(i) → YRi = RipsRi(G)
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f̄i : Y
(i)
Ri
→ Xi, i = 0, ..., n,

and (cellular G-equivariant) homotopies

Hi : Xi−1 × [0, 1]→ Xi

of
hi−1 := f̄i−1 ◦ fi−1 : Xi−1 → Xi−1 ⊂ Xi

to the inclusion maps Xi−1 ↪→ Xi.

1. Torsion-free case, n < ∞. In this case the G-action on every Rips
complex is free and cocompact. Our construction is by induction on i.

i = 0. We let X0 = G,R0 = 0 and let f0 = f̄0 : G→ G be the identity map.

i = 1. We let R1 = 1 and let X1 = Y
(1)
R1

be the Cayley graph of G. Again,
f1 = f̄1 = Id, and, of course, H0(x, t) = x.

i = 2. According to Lemma 9.54, there exists R2 so that YR is simply-connected
for all R > R2. We then take X2 := Y

(2)
R2

. Again, we let f2 = f̄2 = Id, H1(x, t) = x.

i ⇒ i + 1. Suppose now that 3 6 i 6 n − 1, Xi, fi, f̄i, Hi are constructed and
Ri chosen; we will construct Xi+1, fi+1, f̄i+1 and Hi+1.

In the arguments below we will be using unbased spherical cycles when dealing
with homotopy groups of Xi: This is harmless since Xi is i − 1-connected and we
can identify homotopy and homology groups (in degree i) via Hurewicz theorem.
Our first task is to extend the homotopy Hi from Xi−1 × [0, 1] to Xi × [0, 1]. This
is impossible without increasing the dimension of Xi and this will be the first step
of our construction.

Lemma 9.58. There exists a bounded geometry cell complex Zi+1 of dimension
i+ 1 whose i-skeleton is Xi, such that:

1. The G-action extends from Xi to a free cellular properly discontinuous co-
compact action on Zi+1.

2. The homotopy Hi : Xi−1× [0, 1]→ Xi extends to a G-equivariant homotopy
Hi+1 : Xi × [0, 1]→ Zi+1 between the map hi and the inclusion map.

Proof. There are only finitely many i-cells in Xi modulo the G-action. It
suffices to extend Hi to the finitely many cells êγ : Di → Xi in each G-orbit.
Consider the i + 1-ball Di × [0, 1]. The homotopy Hi lifts to a homotopy Ĥi :
∂Di×[0, 1]→ Xi between the map hi−1◦eγ and the attaching map eγ ; furthermore,
we are also given maps eγ and hi ◦ eγ on Di × {1} and Di × {1} respectively. If we
knew that the resulting map of the boundary sphere of Di × [0, 1]

εγ : ∂(Di × [0, 1])→ Xi

is null-homotopic, we would be able to construct the required extension Ĥi+1. There
is no reason, of course, for this null-homotopy (since Xi is only required to be i−1-
connected and not i-connected). Therefore, we attach an i+ 1-cell to Xi along the
map εγ .

Since the homotopy Hi was G-equivariant, we can attach these cells in G-
equivariant fashion. The result is the G-complex Zi+1. Proper discontinuity of
the action of G on Xi ensures that Zi+1 has bounded geometry and the action
G y Zi+1 is properly discontinuous and cocompact. Freeness of the action of G
follows from the fact that G is torsion-free. �
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The next step is to construct Xi+1 by enlarging Zi+1. Let R′ > R = Ri be
such that the inclusion map

YR = RipsR(G)→ YR′ = RipsR′(G)

is i-null. Since Xi is i− 1-connected, the map

f̄i : Y
(i)
R → Xi

extends to a cellular G-equivariant map

f̃i : Y
(i)
R′ → Xi,

as in the proof of Proposition 9.48.

Lemma 9.59. There exists a finite set of spherical classes [σα], α ∈ A′, in
Hi(Zi+1), which generates Hi(Zi+1) as a G-module.

Proof. We let {∆α : α ∈ A} denote the set of i+ 1-simplices in YR′ . For each
simplex ∆α we let

τα : ∂∆α → YR′

denote the inclusion map. We will identify the boundary of ∆α with a triangulated
sphere Si and think of the maps τα as spherical cycles in YR′ . Since the map
Hi(YR)→ Hi(YR′) is trivial, each [η] ∈ Hi(YR) has the form

[η] =
∑
α∈A

zα[∂∆α], zα ∈ Z.

In other words, in the group Hi(Y
(i)
R′ ) we have the equality

[η] =
∑
α∈A

zα[τα].

Since the action of G on YR is cocompact, there exists a finite subset A′ ⊂ A,
such that each cycle τβ , β ∈ A belongs to the G-orbit of some τα, α ∈ A′. In
other words, the image M of Hi(Y

(i)
R ) in Hi(Y

(i)
R′ ) is a G-submodule of the finitely

generated G-module M ′ with the generators

{[τα] : α ∈ A′}.
Each [σ] ∈ Hi(Zi+1) is represented by a (spherical) cycle σ in Xi and

(f̄i ◦ fi)∗([σ]) = [σ]

in Hi(Zi+1) because of the homotopy Hi+1. Therefore, [σ] belongs to the finitely
generated G-module (f̃i)∗(M ′) whose generators are represented by spherical cycles

σα := f̃i(τα), α ∈ A′.
We conclude that the G-module Hi(Zi+1) is generated by the finite set [σα], α ∈
A′. �

We now use the maps eα = g ◦σα, α ∈ A′, as attaching maps for i+1-cells, and
let Xi+1 denote the cell complex obtained by (equivariantly) attaching cells to Zi+1

along these maps. Recall, for a future reference, that êα : Di+1 → Xi+1 denotes the
i + 1-cell defined via the attaching map eα. The G-action extends from Zi+1 to a
free cocompact properly discontinuous action on Xi+1. By the construction Xi+1

is i-connected, since we killed πi(Zi+1) by attaching i+ 1-cells along its generators.
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We next construct the maps fi+1 and f̄i+1. To construct the map fi+1 : Xi+1 →
YR′ , for each α ∈ A′, g ∈ G, we extend the map fi ◦ gσα : Si → Xi to Di+1 G-
equivariantly using vanishing of the map

πi(YR)→ πi(YR′).

The construction of f̄i+1 is similar: We already have an equivariant map f̃i : Y
(i)
R′ →

Xi. We extend this map to each i+ 1-simplex g∆α
∼= Di+1, α ∈ A′, using the map

g ◦ êα : Di+1 → X(i+1). This concludes the proof in the case when G is torsion-
free and n is finite. Note that at the last step of the construction, we only get a
homotopy Hn between hn−1 and Id: As we noted above, there is no reason for the
map hn to be homotopic to the identity.

2. n =∞. The inductive construction described in the proof, runs indefinitely.
We obtain an increasing sequence of i−1-connected i-dimensional G-complexes Xi.
Let X be the union ⋃

i≥0

Xi

equipped with the weak topology. Since each Xi is is i− 1-connected, the complex
X is contractible. The group G acts cellularly and freely on X, since it acts this
way on each i-skeleton. The quotients Xi/G are finite for every i ∈ N and the
action of G on each Xi is free and properly discontinuous. This concludes the proof
in the case of torsion-free groups G.

3. General Case. We now explain what to do in the case when G is not
torsion-free. The main problem is that a group G with torsion will not act freely
on its Rips complexes. Thus, while equivariant maps fi still exist, we would be
unable to construct equivariant maps f̄i : RipsR(G) → Xi. Furthermore, it could
happen that, for large R, the complex YR is contractible: This is clearly true if G
is finite, it also holds for all Gromov–hyperbolic groups. If we were to have fi and
f̄i as before, we would be able to conclude that Xi is contractible for large i, while
a group with torsion cannot act freely on a contractible cell complex.

We, therefore, have to modify the construction. For each R we let WR denote
the barycentric subdivision of Y (i)

R = RipsR(G)(i). Then G acts on WR without
inversions (see Definition 5.95). Let ŴR denote the regular cell complex obtained
by applying the Haefliger construction to WR, see Section 5.8.The complex ŴR is
infinite-dimensional if G has torsion, but this does not cause trouble since at each
step of induction we work only with finite skeleta. The action G y WR lifts to a
free (properly discontinuous) action Gy ŴR which is cocompact on each skeleton.
We then can apply the arguments from the torsion-free case to the complexes ŴR

instead of RipsR(G). The key is that, since the action of G on ŴR is free, the
construction of the equivariant maps f̄i : Y

(i)
Ri
→ X(i) goes through. Note also that

in the first steps of the induction we used the fact that YR is simply-connected for
sufficiently large R in order to construct X(2). Since the projection ŴR → WR

is a homotopy-equivalence, the 2-skeleton of ŴR is simply-connected for the same
values of R. �

This finishes the proof of Theorem 9.56 as well. �

Corollary 9.60. The condition of having the type Fn, 1 6 n 6 ∞, is a VI
invariant.
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The condition Fn has cohomological analogues, for instance, the condition FPn,
see [Bro82b]. The arguments used in this section apply in the context of FPn-
groups as well, see Alonso’s paper [Aea91] as well as Proposition 11.4 in [KK05].
The main difference is that instead of metric cell complexes, one works with metric
chain complexes and instead of k-connectedness of the system of Rips complexes,
one uses acyclicity over commutative rings R:

Theorem 9.61 (M. Kapovich, B. Kleiner, [KK05]). Let R be a commutative
ring with a unit. Then the property of being FPn over R is QI invariant.

Question 9.62. 1. Is the homological dimension (over Q) of a group a quasi-
isometric invariant?

2. Suppose that G has geometric dimension n < ∞. Is there a bounded
geometry uniformly contractible n-dimensional metric cell complex with free G-
action Gy X?

3. Is the geometric dimensions a quasiisometric invariant for torsion-free groups?
4. Is the property of having the type F invariant under quasiisometries?

Question 9.63. Suppose that G1, G2 are finitely generated torsion-free quasi-
isometric groups. Is it true that cd(G1) = cd(G2)?

According to R. Sauer, [Sau06], the problem reduces to showing that G1 has
finite cohomological dimension if and only if G2 does.

Note that cohomological dimension is (mostly) known to equal geometric di-
mension, except there could be groups satisfying

2 = cd(G) 6 gd(G) 6 3,

see [Bro82b]. On the other hand,

cd(G) 6 hd(G) 6 cd(G) + 1,

see [Bie76a]. Here cd stands for cohomological dimension, gd is the geometric
dimension and hd is the homological dimension. QI invariance of cohomological
dimension (over Q) was proven by R. Sauer:

Theorem 9.64 (R. Sauer [Sau06]). The cohomological dimension cdQ of a
group (over Q) is a QI invariant. Moreover, if G1, G2 are groups and f : G1 → G2

is a quasiisometric embedding, then cdQ(G1) 6 cdQ(G2).

Note that partial results on QI invariance of cohomological dimension were
proven earlier by P. Pansu [Pan83] (for virtually nilpotent groups), S. Gersten,
[Ger93b] (for groups of type FPn) and Y. Shalom, [Sha04] (for amenable groups).

9.5. Retractions

The goal of this section is to give a non-equivariant version of the construction
of the retractions ρi from the proof of Proposition 9.57 in the previous section.

Suppose that X,Y are uniformly contractible finite-dimensional metric cell
complexes of bounded geometry. Consider a uniformly proper map f : X → Y .
Our goal is to define a coarse left-inverse to f , a retraction ρ which maps an r-
neighborhood of V := f(X) back to X.

Lemma 9.65. Under the above assumptions, there exist numbers L,L′, A, a
function R = R(r) which depend only on the distortion function of f and on the
geometry of X and Y , such that:
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1. For every r ∈ N there exists a cellular L–Lipschitz map ρ = ρr : Nr(V )→ X
so that dist(ρ ◦ f, IdX) 6 A. Here and below we equip W (0) with the restriction of
the path-metric on the metric graph W (1) in order to satisfy Axiom 1 of metric cell
complexes.

2. ρ ◦ f is homotopic to the identity by an L′–Lipschitz cellular homotopy.
3. The composition h = f ◦ ρ : Nr(V ) → V ⊂ NR(V ) is homotopic to the

identity embedding Id : V → NR(V ).
4. If r1 6 r2, then ρr2|Nr1 (V )

= ρr1 .

Proof. Let D0 = 0, D1, D2, ... denote the geometric bounds on Y and

max
k>0

Dk = D <∞.

Since f is uniformly proper, there exists a proper monotonic function η : R+ → R+

such that
η(d(x, x′)) 6 d(f(x), f(x′)),∀x, x′ ∈ X(0).

Let A0, A1 denote real numbers for which

η(t) > 0, ∀t > A0,

η(t) > 2r +D1, ∀t > A1.

Recall that the neighborhood W := N̄r(V ) is a subcomplex of Y . For each vertex
y ∈ W (0) we pick a vertex ρ(y) := x ∈ X(0) such that the distance dist(y, f(x))
is the smallest possible. If there are several such points x, we pick one of them
arbitrarily. The fact that f is uniformly proper, ensures that

dist(ρ ◦ f, IdX(0)) 6 A := A0.

Indeed, if ρ(f(x)) = x′, then f(x) = f(x′); if d(x, x′) > A0, then

0 < η(d(x, x′)) 6 d(f(x), f(x′)),

contradicting that f(x) = f(x′). Thus, by our choice of the metric on W (0) coming
from W (1), we conclude that ρ is A1-Lipschitz.

Next, observe also that for each 1-cell σ in W , diam(ρ(∂σ)) 6 A1. Indeed, if
∂σ = {y1, y2}, then d(y1, y2) 6 D1, by the definition of a metric cell complex. For
y′i := f(xi), d(yi, y

′
i) 6 r. Thus, d(y′1, y

′
2) 6 2r + D1 and d(x1, x2) 6 A1, by the

definition of A1. Now, existence of L-Lipschitz extension ρ : W → X follows from
Proposition 9.48. This proves (1).

Part (2) follows from Corollary 9.50. To prove Part (3), observe that h = f ◦ρ :
N̄r(V ) → V is L′′-Lipschitz (see Exercise 9.42), dist(h, Id) 6 r. Now, (3) follows
from Corollary 9.50 since Y is also uniformly contractible.

Lastly, in order to guarantee (4), we can construct the retractions ρr by induc-
tion on the values of r and using the Extension Lemma 9.49. �

Corollary 9.66. There exists a function α(r) > r, such that for every r the
map h = f ◦ ρ : Nr(V ) → Nα(r)(V ) is properly homotopic to the identity, where
V = f(X).

We will think of this lemma and its corollary as a proper homotopy-equivalence
between X and the direct system of metric cell complexes NR(V ), R > 1. Re-
call that the usual proper homotopy-equivalence induces isomorphisms of com-
pactly supported cohomology groups. In our case we get an “approximate isomor-
phism” of H∗c (X) to the inverse system of compactly supported cohomology groups
H∗c (NR(V )):
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Corollary 9.67. 1. The induced maps ρ∗R : H∗c (X)→ H∗c (NR(V )) are injec-
tive.

2. The induced maps ρ∗R are approximately surjective in the sense that the
subgroup coker(ρ∗α(R)) maps to zero under the map induced by the restriction map

restR : H∗c (Nα(R)(V ))→ H∗c (NR(V )).

Proof. 1. Follows from the fact that ρ◦f is properly homotopic to the identity
and, hence, induces the identity map of H∗c (X), which means that f∗ is the right-
inverse to ρ∗R.

2. By Corollary 9.66 the restriction map restR equals the map ρ∗R ◦ f∗. There-
fore, the cohomology group H∗c (Nα(R)(V )) maps via restR to the image of ρ∗R. The
second claim follows. �

9.6. Poincaré duality and coarse separation

In this section we discuss coarse implications of Poincaré duality in the context
of triangulated manifolds. For a more general version of Poincaré duality, we refer
the reader to [Roe03]; this concept was coarsified in [KK05], where coarse Poincaré
duality was introduced and used in the context of metric cell complexes. We will be
working work with metric cell complexes which are simplicial complexes, the main
reason being that Poincaré duality has cleaner statement in this case.

Let X be a connected simplicial complex of bounded geometry, which is a tri-
angulation of a (possibly non-compact) n-dimensional manifold without boundary.
Suppose that W ⊂ X is a subcomplex, which is a triangulated manifold (possi-
bly with boundary). We will use the notation W ′ to denote its first barycentric
subdivision. We then have the Poincaré duality isomorphisms (see e.g. [Dol80,
7.12])

Pk : Hk
c (W )→ Hn−k(W,∂W ) = Hn−k(X,X \W ),

see e.g. [Dol80, 7.13]. Here, H∗c are the cohomology groups with compact support.
The Poincaré duality isomorphisms are natural in the sense that they commute
with proper embeddings of manifolds and manifold pairs. Furthermore, the isomor-
phisms Pk move cocycles by uniformly bounded amount: Suppose that ζ ∈ Zkc (W )
is a simplicial cocycle supported on a compact subcomplex K ⊂ W . Then the
corresponding relative cycle Pk(ζ) ∈ Zn−k(W,∂W ) is represented by a simplicial
chain in W ′, where each simplex has non-empty intersection with K.

Exercise 9.68. If W ( X is a proper subcomplex, then Hn
c (W ) = 0.

We will also have to use the Poincaré duality in the context of subcomplexes
V ⊂ X which are not submanifolds with boundary. Such V , nevertheless, admits a
(closed) regular neighborhood W = N (V ), which is a submanifold with boundary.
The neighborhood W is homotopy-equivalent to V .

In this section we will present two applications of Poincaré duality to the coarse
topology of X.

Coarse surjectivity

Theorem 9.69. Let X,Y be uniformly contractible simplicial complexes of
bounded geometry homeomorphic to Rn. Then every uniformly cellular proper map
f : X → Y is surjective.
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Proof. Assume to the contrary, i.e. V = f(X) 6= Y is a proper subcomplex.
Thus, Hn

c (V ) = 0 by Exercise 9.68. Let ρ : V → X be a retraction constructed
in Lemma 9.65. By Lemma 9.65, the composition h = ρ ◦ f : X → X is properly
homotopic to the identity. Thus, this map has to induce an isomorphism H∗c (X)→
H∗c (X). However, Hn

c (X) ∼= Z since X is homeomorphic to Rn, while Hn
c (V ) = 0.

Contradiction. �

Corollary 9.70. Let X,Y be as above and let f : X(0) → Y (0) be a quasiiso-
metric embedding. Then f is a quasiisometry.

Proof. Combine Proposition 9.48 with Theorem 9.69. �

Coarse separation.
Suppose that X is a simplicial complex and W ⊂ X is a subcomplex. Consider

NR(W ), the open metric R-neighborhoods of W in X, and their complements CR
in X.

For a component C ⊂ CR define the inradius, Inrad(C), of C to be the supre-
mum of radii of balls B(x,R) in X contained in C. A component C is called shallow
if Inrad(C) is finite and deep if Inrad(C) =∞.

Example 9.71. Suppose that W is compact. Then deep complementary com-
ponents of CR are components of infinite diameter. These are the components
which appear as neighborhoods of ends of X.

A subcomplex W is said to coarsely separate X if there is R such that NR(W )
has at least two distinct deep complementary components.

Example 9.72. A simple properly embedded curve Γ in R2 need not coarsely
separate R2 (see Figure 9.3). A straight line in R2 coarsely separates R2.

Γ

Figure 9.3. A separating curve which does not coarsely separate
the plane.

The following theorem is a coarse analogue of the Jordan separation theorem
which states that for the image of an arbitrary proper embedding f : Rn−1 →
Rn separates Rn into exactly two components. This topological theorem follows
immediately from the Jordan separation theorem for spheres, since we can take the
one-point compactifications of A = f(Rn−1) and Rn. Properness of f ensures that
the compactification of A is homeomorphic to Sn−1. The proof of the coarse Jordan
separation theorem follows the same arguments and the proof of the topological
separation theorem (via Poincaré duality).
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Theorem 9.73 (Coarse Jordan separation). Suppose that X and Y are uni-
formly contractible simplicial complexes of bounded geometry, homeomorphic to
Rn−1 and Rn, respectively. Then for each uniformly proper simplicial map f :
X → Y , the image V = f(X) coarsely separates Y . Moreover, for all sufficiently
large R, Y \ NR(V ) has exactly two deep components.

Proof. Actually, our proof will use the assumption on the topology of X only
weakly: To get coarse separation it suffices to assume that Hn−1

c (X) 6= 0.
Recall that in Section 9.5 we constructed a system of retractions

ρR : NR(V )→ X, R ∈ N
and proper homotopy-equivalences f ◦ ρ ≡ Id, for which

ρR ◦ f |NR(V )
≡ Id : NR(V )→ Nα(R)(V ).

Furthermore, we have the restriction maps

restR1,R2
: H∗c (N̄R2

(V ))→ H∗c (N̄R1
(V )), R1 6 R2.

These maps satisfy
restR1,R2 ◦ ρ∗R2

= ρ∗R1

by Part 4 of Lemma 9.65. We also have the projection maps

projR1,R2
: H∗(Y, Y − N̄R2

(V ))→ H∗(Y, Y − N̄R1
(V )), R1 6 R2,

induced by inclusion maps of pairs (Y, Y − N̄R2
(V )) ↪→ (Y, Y − N̄R1

(V )). The
Poincaré duality in Y also gives us a system of isomorphisms

P : H∗c (N̄R(V )) ∼= Hn−∗(Y, Y −NR(V )).

By naturality of the Poincaré duality, we have a commutative diagram:

H∗c (N̄R2
(V ))

P- Hn−∗(Y,CR2
)

H∗c (N̄R1
(V ))

restR1,R2

?
P- Hn−∗(Y,CR1

)

projR1,R2

?

where P ’s are the Poincaré duality isomorphisms.
Let ω be a generator of Hn−1

c (X) ∼= R. Given R > 0 consider the pull-back
ωR := ρ∗R(ω) and the relative cycle σR = P (ωR). Then ωr = restr,R(ωR) and

σr = projr,R(σR) ∈ H1(Y,Cr),

for all r < R, see Figure 9.4. Observe that for every r, ωr is non-zero, since
f∗ ◦ ρ∗ = Id on the compactly supported cohomology of X. Hence, every σr is
non-zero as well.

Contractibility of Y and the long exact sequence of the homology groups of the
pair (Y,Cr) implies that

H1(Y,Cr) ∼= H̃0(Cr).

We let τr denote the image of σr under this isomorphism. The class τr is represented
by a 0-cycle, the boundary of the chain representing σr. Running the Poincaré
duality in the reverse and using the fact that ω is a generator of Hn−1

c (X), we see
that τr is represented by the difference y′r − y′′r , where y′r, y′′r ∈ Cr. Nontriviality
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Figure 9.4. Coarse separation.

of τr means that y′r, y′′r belong to distinct components C ′r, C ′′r of Cr. Furthermore,
since for r < R,

projr,R(σR) = σr,

it follows that
C ′R ⊂ C ′r, C ′′R ⊂ C ′′r .

Because this can be done for arbitrarily large r,R, we conclude that both compo-
nents C ′r, C ′′r are deep. The same argument run in the reverse implies that there
are exactly two deep complementary components. �

We refer to [FS96] and [KK05] for further discussion and generalization of
coarse separation and coarse Poincaré/Alexander duality.

9.7. Metric filling functions

This is a technical section. Here we define coarse notions of loops, filling disks,
isoperimetric functions and minimal filling area in the setting of geodesic metric
spaces, following [Bow91] and [Gro93]. We then relate them to the notions of
volume, area and Dehn functions defined earlier, in sections 3.4, 7.10.1, 7.10.4.
We further show that growth rates of the functions thus defined are stable under
quasiisometry.

Throughout this section, (X,dist) will be a coarsely connected metric space.
Thus, there exists a constant ρ, which we fix once and for all, such that the Rips
complex RipsR(X) is connected for all R > ρ. Given any pair of points x, y ∈ X,
consider the shortest edge-path

pxy = [x = qxy(0), qxy(1)] ∪ ... ∪ [qxy(n− 1), qxy(n) = y],

in Ripsρ(X) connecting x to y. The map qxy : {0, . . . , n} → X is the correspond-
ing vertex-path connecting x to y. We let `(px,y) = n denote the combinatorial
lengthpxy.

Since X is a quasigeodesic metric space, the map

X → Ripsρ(X)
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is a quasiisometry. In particular,
1

ρ
distX(x, y) 6 length(px,y) 6 kdistX(x, y) + a

for some uniform constants k and a.

9.7.1. Coarse isoperimetric functions and coarse filling radius. Our
first goal is to discretize/coarsify the usual notions of Lipschitz maps of the unit
circle and the unit disk to X. We fix a number δ > 0, the scale of coarsification.
Our definitions follow the ones in [Gro93, Chapter 5] and [Bow91].

For a triangulation T of the circle S1, we let V (T ) and E(T ) denote the vertex
and edge sets of T . Similarly, if D is a triangulation of the disk D2, extending T ,
then V (D), E(D), F (D) will denote the sets of vertices, edges and 2-dimensional
faces of D.

A (coarse) δ-loop in X is a pair consisting of a triangulated circle (S1, T ) and
a map

c : V (T )→ X

such that for every edge e = [u,w] ∈ E(T ),

(9.3) distX(c(u), c(v)) 6 δ.
If X is geodesic, one can define a geodesic extension of c to a Lipschitz map of the
entire circle, sending each edge of the triangulation to a geodesic segment connecting
images of its end-points. In view of non-uniqueness of geodesics in X, the geodesic
extension is not unique, nevertheless, by abusing the notation, we will denote it by
c̃.

We let Ωδ(X) denote the space of δ-loops in X. We then define the δ-length
function

` = `δ : Ωδ(X)→ N.
The δ-length `δ(c) of the δ-loop c is the number of edges in the triangulation T .

Similarly, a (coarse) δ-disk is a map

d : V (D)→ X

satisfying the inequality (9.3) for every edge of D. The δ-disk d is a (coarse) filling
disk of the coarse loop c, if the triangulations T and D agree on the boundary circle
and

c = d|
V (T )

.

Thus, a filling disk is a discretization of the notion of a Lipschitz-continuous exten-
sion D2 → X of a Lipschitz-continuous map S1 → X.

Let τ be a 2-face of D, with the vertex set V (τ). The restrictions

d|
V (τ)

, τ ∈ F (D),

are called bricks of the coarse filling disk d.
The combinatorial area of a coarse filling disk (see Section 7.10.1) is the number

of 2-simplices in the triangulation D, i.e. the number of bricks.

Definition 9.74. The δ-filling area of the coarse loop c is defined to be the
minimum of combinatorial areas Areacom(d) of δ-filling disks d of c. We will use
both notation Arδ(c) and P(c, δ) for the δ-filling area.
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To motivate the definition, suppose for a moment that X is a Riemannian
manifold of bounded geometry. Then every brick in a δ-filling disk can be filled in
with a smooth triangle of the area 6 Cδ2, where C is a uniform constant. Therefore,
the filling area, in this case, approximates (as δ tends to zero) δ2 times the least
area of a singular disk in X bounded by the loop c̃.

We, likewise, define the δ-filling radius function as

rδ : Ωδ(X)→ R+,

rδ(c) = inf

{
max
x∈V (D)

distX (d(x), c(V (T ))) : d is a δ-filling disk of the loop c

}
.

Again, in the case when X is a Riemannian manifold of bounded geometry, the
function rδ approximates (as δ tends to zero) the radius of the least radius singular
2-disk bounding the geodesic extension of the loop c.

Both functions Arδ and rδ depend on the parameter δ, and may take infinite
values. In order to obtain real-valued functions, we add the hypothesis that X is
coarsely simply connected, i.e. there exists µ > ρ > 0, such that for all δ > µ, every
δ-loop in X admits a δ-filling disk. Recall (Corollary 9.36) that quasiisometries
preserve coarse simple connectivity.

Suppose that X is µ-simply connected and δ > µ. We define the δ-coarse
(one-dimensional) isoperimetric function

Arδ = Arδ,X = IP coarseδ,X,1 : Z+ → Z+

by
Arδ(`) := sup{Arδ(c) : c ∈ Ωδ(X), `δ(c) 6 `},

i.e. the maximal δ-area needed to fill in a coarse loop of δ-length at most `. When
δ is fixed, we will also refer to the function Arδ as the coarse isoperimetric function
or the coarse filling area function.

The function Arδ is a coarsification of the classical isoperimetric functions from
the Riemannian geometry IPM = IPM,1 defined via maps of 2-disks into a Rie-
mannian manifold M , see Section 3.5.

The following theorem relates the coarse isoperimetric functions to the Rie-
mannian ones:

Theorem 9.75. (Cf. [BT02].) If M is a simply-connected Riemannian man-
ifold of bounded geometry, and X = V (G), where G is a graph approximating M as
in Section 8.3, then for all δ > 0,

IPM (`) ≈ Arδ,X(`).

Likewise, using the radius function we define the δ-filling radius function as

r = rδ,X : R+ → R+, rδ(`) = sup{rδ(c) : c ∈ Ωδ(X), `(c) 6 `} .
Again, we regard rδ as a coarse filling radius function.

Example 9.76. In order to get a better feel for the δ-filling area function, let
us estimate Arδ (from below) in the case X = R2.

Suppose that c is a δ-loop in R2 with a δ-filling disk d : V (D)→ R2. We let

g : D2 → R2
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denote the unique extension of d, which is affine on every simplex in D. Then, in
view of Heron’s formula for the triangle area, for every 2-simplex τ in D we obtain
the inequality:

Area(g(τ)) 6
√

3

4
δ2

Therefore, summing up over all 2-simplices τ in D, we obtain an upper bound on
the area of the polygon in R2, which is the image of g:

(9.4) Area(g(D2)) 6
∑
τ

δ2

√
3

4
6 δ2

√
3

4
Arδ(c).

9.7.2. Quasi-isometric invariance of coarse filling functions. We first
consider the behavior of the isoperimetric functions and the filling radius under the
change of the parameter δ:

Lemma 9.77. Suppose that X is a ρ-coarsely connected metric space, i.e. Ripsρ(X)
is connected. Assume also that Arδ1 takes only finite values. Then there exists
K = K(δ1, δ2, k, a) such that for all δ2 > δ1 > ρ,

Arδ1(`) 6 Arδ2(`) 6 Arδ1(K)Arδ2(`)

and
rδ1(`) 6 rδ2(`) 6 rδ2(δ1) rδ1(`) .

In particular, if both Arδ1 , Arδ2 are real-valued functions, then

Arδ1 � Arδ2 and rδ1 � rδ2 .
Proof. We will consider only the isoperimetric function as the proof for the

filling radius function is nearly the same. The inequality

Arδ1 6 Arδ2
is immediate from the definition, as each δ1-filling disk for a δ1-loop c is also a
δ2-filling disk for the same loop. Consider a coarse loop c ∈ Ωδ1(X). Since δ1 6 δ2,
we can treat c as a δ2-loop in X.

Let d be a δ2-filling disk of c. Our goal is to replace the triangulation D (this
is a triangulation of the 2-disk associated with the map d) with its subdivision D̃
and extend the map d to a δ1-filling disk

d̃ : V (D̃)→ X.

Let τ be one of the 2-simplices of D and

σ : V (τ) = {u1, u2, u3} → X,σ(uj) = xj , j = 1, 2, 3,

be the corresponding brick of d. Since δ1 > ρ, we obtain vertex-paths

qj = qxjxj+1
: {0, . . . , Nj + 1} → X,

connecting xj to xj+1 (j ∈ {1, 2, 3}), defined in the beginning of this section. (Here
and in what follows, the we compute j + 1 modulo 3.) Thus,

Nj 6 λ = dkδ2 + ae,
and for all i = 0, . . . , Nj ,

distX(qj(i), qj(i+ 1)) 6 δ1,
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j = 1, 2, 3. We then subdivide each edge of the simplex τ into at most λ new edges
and using the maps q1, q2, q3 we define a map

cτ : V (Tτ )→ X,

where Tτ is the resulting triangulation of the boundary of τ .

Figure 9.5

The new map cτ agrees with c on the vertices u1, u2, u3 and sends vertices on
the edge [uj , uj+1] to the points qj(i), i = 0, . . . , Nj , j = 1, 2, 3. By the construction,
the map cτ is a δ1-loop in X. Furthermore,

`δ1(cτ ) 6 δ1(N1 +N2 +N3) 6 K := 3δ1(kδ2 + a+ 1)

Therefore, we can fill in this coarse loop with a δ1-disk of δ1-area at most

Arδ1(cτ ) 6 Arδ1(K).

By repeating this filling for each brick in D, we construct a δ1-filling disk d̃ for the
δ1-loop c, such that

Area(d̃) 6 Arδ1(K)Arδ2(`δ1(c)).

Therefore,
Arδ1(`) 6 Arδ1(K)Arδ2(`),

for every `. �
We can now prove quasiisometric invariance of the filling area and filling radius

functions:

Theorem 9.78. Suppose that X1, X2 are quasiisometric ρ-path connected met-
ric spaces with real-valued coarse isoperimetric functions. Then their coarse isoperi-
metric functions and, respectively their filling radii, functions, are approximately
equivalent in the sense of Definition 1.3.

Proof. We again consider only the coarse isoperimetric function and leave the
case of the filling radius function as an exercise to the reader. Our proof is parallel
to the one of Corollary 9.36. Let f : X1 → X2 be an (L,A)-quasiisometry with
coarse inverse f̄ : X1 → X2. Consider a δ1-loop c1 ∈ Ωδ1(X) of the length `.
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The composition c2 = f ◦ c1 is a δ2-loop in X2, where

δ2 = Lδ1 +A.

Since δ2 > δ1 and Arδ2(Lδ1 +A) <∞, the coarse loop c2 admits a δ2-filling disk

d2 : V (D2)→ X2,

where D2 is a triangulation of D2.
Next, apply the coarse inverse map f̄ to the coarse disk d2: The composition

d3 := f̄ ◦ d2

is a δ3-filling disk for the coarse loop

c3 = f̄ ◦ c2,
where

δ3 = Lδ2 +A.

The δ3-length of c3 is the same as the one of c1 and

Arδ3(c3) = Arδ1(c1),

since we did not change the triangulation of the unit circle and the unit disk. Of
course, the coarse loop c3 is not the same as c1, but they are within distance 6 A
from each other:

distX1
(c1(v), c3(v)) 6 A,

for every vertex v of the triangulation of the circle S1. Observe now that A does
not exceed δ3. Therefore, we can add to the coarse disk d3 a “coarse annulus”
a : A → X, as in the Figure 9.6. This requires adding ` vertices, 3` edges and
2` faces to the original triangulation D of the disk D2. We let D̃ denote the new
triangulation of the 2-disk. We let d4 denote the extension of the map d3 via the
map c1 of the boundary vertices.

The result is a δ3-coarse disk

d4 : V (D̃)→ X

extending the map c1; the combinatorial area of this disk is

2`+ Area(d2) 6 2`+Arδ2,X2(`)

This proves that
Arδ3,X1

(`) 6 2`+Arδ2,X2
(`).

Taking into account Lemma 9.77, we conclude that

Arδ,X1
- Arδ,X2

for any δ > µ. Therefore, the spaces X1, X2 have approximately equivalent coarse
isoperimetric functions:

ArX1
≈ ArX2

. �

An immediate corollary of this theorem is that the approximate growth rates
of the filling area and filling radius, are quasiisometry invariants of the metric space
X. The order of the filling function of a metric space X is also called the filling
order of X. If the coarse isoperimetric function Ar(`) of a metric space X satisfies
Ar(`) ≺ ` or `2 or e`, it is said that the space X satisfies a linear, quadratic or
exponential isoperimetric inequality .
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Figure 9.6. A coarse annulus

Filling area/radius in the Rips complex. Suppose that X is a µ-simply
connected metric space and δ > µ. Instead of filling coarse loops in X by δ-disks,
one can fill in polygonal loops in P = Ripsδ(X) by simplicial maps of triangulated
disks. Let c be a δ-loop in X. Then we have a triangulation of the circle S1 such
that diam(c(∂e)) 6 δ for every edge e of the triangulation. Thus, we define an
edge-loop cδ = c̃ in P by connecting points c(∂e) by the edges in P (provided that
these points are distinct, of course). We will think of cδ as a simplicial map S1 → P
(this map may send some edges to vertices). Then

lengthcom(cδ) = `(c).

It is clear that for δ > 0 the map

{δ-loops in X of length 6 `} → {edge-loops in P of length 6 `}
c 7→ cδ

is surjective. Furthermore, every δ-disk D which fills in c, yields a simplicial map
Dδ : D2 → P which is an extension of cδ. The combinatorial area is preserved under
this construction:

Area(Dδ) = Area(D).

We leave it to the reader to verify that the above procedure yields all simplicial
maps D2 → P extending cδ and we obtain

Area(cδ) = Arδ(c).

Summarizing all this, we obtain

ARipsδ(X)(`) = Arδ(`),
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where the left hand side is defined analogously to the function Ar, only using
simplicial maps to the Rips complex instead of δ-maps to X itself. The same
argument applies to the filling radius and we obtain:

Observation 9.79. Studying the coarse filling area and filling radius functions
in X (up to the equivalence relation ≈) is equivalent to studying the simplicial
filling area and filling radius functions in Ripsδ(X).

Lastly, we relate the filling area function to the Dehn function:

Theorem 9.80. For every finitely presented group G, the coarse isoperimetric
function and the Dehn function are also approximately equivalent.

Proof. Let G be a finitely presented group with the finite presentation 〈S|R〉,
and equipped with the word metric distS . We let µ denote the length of the
longest relator in R and let DehnG denote the Dehn function associated with the
presentation 〈S|R〉.

Exercise 9.81. For every finitely presented groupG, the metric space (G,distS)
is µ-simply connected.

We will prove the approximate inequality

Arµ,G - DehnG
and leave the opposite inequality as an exercise to the reader.

We let Y denote the presentation complex of 〈S|R〉 and let Ỹ denote its uni-
versal cover: The vertex set of the complex Ỹ is the group G, the 1-skeleton of Ỹ
is the Cayley graph Cayley(G,S) of G (with respect to the generating set S).

Let c be a coarse loop in G, an element of Ω1(G); this coarse loop defines an
(almost) regular cellular map c = c̃ : S1 → Cayley(G,S), form the triangulated unit
circle. Our goal is to estimate above the coarse filling area of c via van Kampen
diagrams extending the map c.

The loop c projects to a map cw : S1 → Y (1) corresponding to some, possibly
nonreduced, word w in S. (See Section 7.10.4.) Replacing w with its free reduction
w′ will change very little:

A(w′) = A(w)

and the lift c′ of the loop cw′ will satisfy

Arµ(c) 6 Arµ(c′) + `(c).

Here c′ is the restriction of c′ to the vertex set of the triangulation of S1. Therefore,
in what follows, we will assume that w is reduced.

Every van Kampen diagram h : K → Y of the word w lifts to a map

f : K → Ỹ ,

whose boundary value ∂f : S1 → Ỹ is a lift of cw. The van Kampen diagram f

extends to an almost regular map g = f̂ : K̂ → Ỹ as in Section 7.10.4 and

Areacom(g) = Area(h).

By the construction, f̂ sends cells of K̃ to cells of Cayley(G,S); the only problem
is that K̃ is not a simplicial complex. However, the second barycentric subdivision
of K̃ is a triangulation D of the disk D2. The total number of faces of D is at most
12µArea(h). In order to extend g to the vertices of D, for each vertex v ∈ V (D),
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we let σv be the smallest cell of K̂ containing v. Lastly, let g(v) be an arbitrarily
chosen vertex in g(σv). Thus, we define the new map d : V (D)→ G = V (Ỹ ), equal
to the restriction of g to V (D). The map d is a µ-disk in G extending the coarse
loop c. We obtain

Arµ(c) 6 12µArea(h) 6 12µDehnG(`) 6 12µDehnG(`(c)).

where ` is the word-length of w. The approximate inequality

Arµ - DehnG
follows. �

The filling radius function is not as commonly used in Geometric Group Theory
as the coarse isoperimetric function and the Dehn function. As we noted earlier,
Gersten proved that solvability of the word problem for G is equivalent to the
recursivity of its Dehn function. In the same paper [Ger93a] Gersten also proved:

Proposition 9.82. For a finitely presented group G the following are equiva-
lent.

1. G has solvable word problem.
2. The filling radius function of G is recursive.

9.7.3. Higher Dehn functions. The Dehn functions Dehn(`) generalize to
“higher Dehn functions” (“higher isoperimetric functions”) Dehnn for groups G of
type Fn, with Dehn = Dehn1. All the definitions amount to a coarsification of the
Riemannian isoperimetric function IPM,n responsible for the least volume extension
of maps of n-spheres to maps of n+ 1-balls, see Section 3.5.

Below we list four higher isoperimetric functions. They are all defined in a
similar fashion as a max-min of a certain geometric quantity; the differences come
from different notions of “volume” used for these functions. We purposefully restrict
ourselves to the discussion of functions which measure complexity of extending
maps of spheres to maps of balls, there are other isoperimetric functions dealing
with “filling in” cycles and currents, see [ABD+13, Wen05].

9.7.3.A. Combinatorial, simplicial and cellular isoperimetric functions. Recall
that in Definition 7.88 we introduced the notions of simplicial and combinatorial
volumes of maps between simplicial complexes.

The simplicial (resp. combinatorial) filling volume of a simplicial map f : Z →
X of a triangulated n-dimensional sphere Z into X is defined as

FillV olsim(f) := inf
f̂ :W→X

V olsimn+1(f̂),

and
FillV olcom(f) := inf

f̂ :W→X
V olcomn+1(f̂),

where in both definitions the infimum is taken over all extensions f̂ of f , such that
f : W → X is a simplicial map of a triangulated n + 1-dimensional ball W whose
boundary is Z.

Definition 9.83. The simplicial (resp. combinatorial) filling functions of a
simplicial complex X are

IP simX,n : A 7→ sup{FillV olsim(f)|V olsimn (f) ≤ A},
IP comX,n : A 7→ sup{FillV olcom(f)|V olcomn (f) ≤ A},
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where the supremum in both definitions is taken over all simplicial maps f : Z → X
of triangulated n-dimensional spheres.

One also defines isoperimetric functions (higher Dehn functions) δX,n for bounded
geometry almost regular cell complexesX using maps of spheres (and balls) equipped
with structure of CW complexes and then defining the cellular n-volume by count-
ing numbers of n-cells in the domain which are mapped homeomorphically onto
n-cells in the target, see Definition 7.90.

With this definition, we define the cellular filling volume FillV olcell(f) of al-
most regular maps f : Z → X of the n-sphere (equipped with the structure of an
almost regular cell complex Z) and the cellular nth order isoperimetric function

δX,n = IP cellX,n

of X by repeating verbatim the simplicial definition.

Exercise 9.84. Let X be an almost regular bounded geometry cell complex
and let X ′′ be the simplicial complex equal to the second barycentric subdivision
of X. Then

IP cellX,n ≈ IP simX′′,n

for all n > 1.

Theorem 9.85. (See [AWP99, Ril03].) Suppose that X,Y are quasiisometric
uniformly n-connected bounded geometry simplicial complexes with finite isoperi-
metric functions δX,k, δY,k, 0 6 k 6 n. Then

δX,n ≈ δY,n.
Definition 9.86. Let G be a group of type Fn, 1 6 n < ∞. The n-th order

Dehn function, DehnG,n is defined as the function δX,n for some cell n-connected
complex X on which G acts properly discontinuously and cocompactly.

In view of Theorem 9.85, the asymptotic equivalence class of DehnG,n is inde-
pendent of the choice of X.

The following result was proven by P. Papasoglou:

Theorem 9.87 (P. Papasoglou, [Pap00]). The second Dehn function Dehn2

of a group of type F3 is bounded above by a recursive function.

This theorem represents a striking contrast with the fact that there are finitely
presented groups with unsolvable word problem and, hence, Dehn function which
is not bounded above by any recursive function.

Here is the idea of the proof of Theorem 9.87. Let Y be a finite cell complex
with π1(Y ) ∼= G and π2(Y ) = 0. Consider cellular maps s : S2 → Y . Every such
map s is null-homotopic and for every `, there are only finitely many such maps
with V olsim2 (s) 6 `. The key then is to design an algorithm which, for each s, finds
some extension f : D3 → Y : This algorithm uses the algorithmic recognition of
3-dimensional balls (and, hence, fails for Dehnn, n > 3). One then computes the
simplicial volume V olsim3 (f) and takes the maximum ∆(`), over all maps s. The
resulting function ∆(`) gives the required recursive upper bound:

Dehn2 - ∆(`).

We observe that one gets only an upper bound onDehn2 since the filling maps f
above might not be optimal. Observe also that this proof also fails for the ordinary
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Dehn function since the presentation complex Y is (usually) not simply connected
and the recognizing which loops in Y are null-homotopic is algorithmically impos-
sible.

9.7.3.B. Coarse isoperimetric functions. The coarse higher isoperimetric func-
tions generalize the coarse 1-dimensional function defined earlier; our discussion
is inspired by [Gro93, Chapter 5]. The definitions that we are about to give are
modeled on the definition of the coarse 1-dimensional isoperimetric function given
in 9.5.

Let (X,dist) be a metric space and µ > 0 is a positive number, the measure of
“coarseness” of maps into X.

Definition 9.88. Let Z be a simplicial complex. A µ-coarse map Z → X is a
map f : Z0 → X defined on the vertex set of Z such that for every edge [u, v] in
Z, dist(f(u), f(v)) ≤ µ.

If Z is a subcomplex inW then the restriction of a µ-coarse map f : W → X to
Z is the restriction g of f : W 0 → X to the vertex set of Z, such that g is µ-coarse.
The map f is then said to be the µ-coarse extension of the map g.

Definition 9.89. The n-dimensional volume V olcoarseµ,n (f) of a µ-coarse map
f : Z → X is the number of n-dimensional simplices in Z.

Definition 9.90. Let X be a metric space and µ > 0. Suppose that Z is a
triangulated n-dimensional sphere and f : Z → X is a µ-coarse map. The coarse
filling volume FillV olcoarseµ (f) of f is

min
f̂
V olcoarseµ,n+1 (f̂)

where the minimum is taken over all µ-coarse extensions f̂ of f , where f̂ : W → X
is a µ-coarse map of a triangulated n + 1-dimensional ball whose boundary is Z.
(The triangulation W of Bn+1 is not fixed, of course, but is required to coincide
with the given triangulation Z of Sn.)

Lastly:

Definition 9.91.

IP coarseµ,X,n : A 7→ sup{FillV olcoarseµ (f) : V olcoarseµ,n (f) 6 A}
is the µ-coarse n-dimensional isoperimetric function of X, where the supremum is
taken over all µ-coarse maps f : Z → X of triangulated n-dimensional spheres.

The reader will notice that for n = 1, we obtain

ArX(`) = IP coarseµ,X,1 (`).

Exercise 9.92. For every metric space X and µ > 0 we have

IP coarseµ,X,n = IP comRipsµ(X),n.

Note that both IP coarse and FillV olcoarse are allowed to take infinite values.
We say that a function R+ → [0,∞] is finite if it takes values in [0,∞).

Exercise 9.93. Suppose that IP coarseρ,X,k is a finite function for 0 6 k 6 n. Then
for all µ > ρ the functions

IP coarseµ,X,k , 0 6 k 6 n
are also finite.
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The proofs of Lemma 9.77 and Theorem 9.78 go through almost verbatim for
the higher coarse isoperimetric functions and we obtain:

Theorem 9.94. 1. Suppose that ρ > 0 is such that the functions IP coarseρ,X,k are
finite for 0 6 k 6 n− 1. Then for all µ > ρ, ν > ρ we have

IP coarseµ,X,n ≈ IP coarseν,X,n .

2. Suppose that X,Y are quasiisometric metric spaces such that (for some
ρ > 0) IP coarseρ,X,k , IP coarseρ,Y,k , 0 6 k 6 n − 1, are finite functions. Then for all
sufficiently large µ, we have

IP coarseµ,X,n ≈ IP coarseµ,Y,n .

Exercise 9.95. Prove Theorem 9.85 using the arguments of the proof of The-
orem 9.78.

9.7.3.C. Relation between different isoperimetric functions. As we noted above,
we have equivalence of the higher order isoperimetric functions

δX,n ≈ IP cellX,n ≈ IP simX,n .

In the case n = 1, Theorem 9.80 also yields

IP coarseG,1 ≈ DehnG
for finitely presented groups G.

Exercise 9.96. Extend the proof of Theorem 9.80 to complexes X of bounded
geometry and prove

IP comX,1 ≈ IP coarseX,1 ≈ IP simX,1 .

However, it appears to be unknown if the last approximate equivalence also
holds for n > 2 even for universal covers of finite simplicial complexes.

We next turn to the metric isoperimetric functions introduced in (3.3) and
(3.5):

Theorem 9.97. Suppose that (M, g) is a Riemannian manifold of bounded
geometry, τ : X →M is a bounded geometry triangulation of M . Then

IPmetM,n ≈ IP comX,n

for all n > 1.

This theorem is proven by Groft in [Gro09] in the case when (M, g) covers a
compact Riemannian manifold (M ′, g′) and the triangulation is lifted from a trian-
gulation of (M ′, g′). However, examining Groft’s proof one sees that the existence
(M ′, g′) is used only to ensure the existence of a bounded geometry triangulation
of (M, g).

Theorem 9.98. If X is a simplicial complex of bounded geometry then

IPmetX,n ≈ IP comX,n

for all n > 1.
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This theorem (as Theorem 9.97) is essentially contained in Groft’s paper [Gro09],
who proved this result for covering spaces of compact Lipschitz neighborhood re-
tracts, but his proof, as in the manifold case, uses the covering space assumption
only to guarantee uniform control on Lipschitz constants of local retractions.

Lastly, we relate metric isoperimetric functions of Riemannian manifolds of
bounded geometry and their Lipschitz simplicial models.

Corollary 9.99. Let (M, g) be a Riemannian manifold of bounded geometry
and take its Lipschitz simplicial model X as in Theorem 3.37. Then

IPmetM,n ≈ IPmetX,n , n > 1.

Proof. The proof is similar to that of Theorem 9.78. We will use the notation
from Theorem 3.37. Let σ : Sn → M be a Lipschitz map of the (n-dimensional
metric) volume A. Then the volume of f ◦ σ : Sn → X is at most LnA. Hence,
there exists a Lipschitz map ϕ : Bn+1 → X of volume 6 V = IPX,n(LnA). The
volume of ψ = f̄ ◦ ϕ is at most Ln+1V . Consider the map

η : Sn × [0, 1]→M,η(x, t) = H(ψ(x), t).

This map interpolates between σ and ψ, and its volume is at most Ln+1A. Now,
we attach the spherical shell Sn × [0, 1] to the unit ball so that Sn × 1 is attached
to the boundary sphere Sn = ∂Bn+1. The result is again a ball Dn+1 and we define
the Lipschitz map

σ̂ : Dn+1 →M

to be equal to η on the spherical shell and ψ on Bn, so that σ̂ restricts to the map
σ on ∂Dn+1. The volume of σ̂ is at most Ln+1(A+ V ). It follows that

IPmetM,n - IPmetX,n .

The opposite inequality is proven in a similar fashion using the homotopy H̄ instead
of H. �

Corollary 9.100. If (M, g) is a Riemannian manifold of bounded geometry
and (X, f) is its Lipschitz simplicial model, then

IPmetM,n ≈ IP simX,n , n > 1.

9.7.4. Coarse Besikovitch inequality. In this section we will prove coarse
analogues of the classical Besikovitch inequality (see e.g. [BZ88]).

Let Q ⊂ R2 denote the unit square; then the topological circle C = ∂Q has
the natural structure of a simplicial complex with the consecutive edges e1, . . . , e4.
Subdividing the edges of Q further, we obtain a triangulated topological circle
(S1, T ), which will be used in the proposition below. We will regard the sides ei
(i = 1, 2, 3, 4) of Q as subcomplexes of T . A topological quadrilateral in a topological
space X is a continuous map f : C → X. Similarly, one defines a topological triangle
in X as a continuous map form f : T → X, where T ⊂ R2 is a triangle with the
edges e1, e2, e3 (recall that triangles are always treated as 1-dimensional objects).
Again, we will regard the edges of T as subcomplexes of a fixed triangulation T of
T , refining the original simplicial structure.

Given a topological quadrilateral f : ∂Q → X in a metric space X, we define
its separation sep(f) as the pair (d1, d2), where

di = dist(f(ei), f(ei+2)), i = 1, 2,
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where dist is the minimal distance between subsets of X (see Section 2.1). For in-
stance, suppose that f : Q→ R2 is an affine map, whose image is the parallelogram
P , with the side-lengths s1 (the length of f(e1)) and s2 (the length of f(e2)) and
the angle α between f(e1), f(e2). Then the separation of f |

∂Q
equals

(d1, d2) = (s2 sin(α), s1 sin(α)).

It is then immediate that
Area(P ) 6 d1d2.

Besikovitch proved that the same inequality holds for topological quadrilaterals in
arbitrary metric spaces, where Area of a topological quadrilateral is understood as
the least area of 2-disks that its bounds in X.

The notion of minsize for topological triangles defined below is an analogue of
separation for topological quadrilaterals.

Definition 9.101. The minimal size (minsize) of a topological triangle f :
T → X is defined as

minsize(f) = inf{diam{f(y1), f(y2), f(y3)} ; yi ∈ ei, i = 1, 2, 3} .

Next, we coarsify the notions of topological triangles and quadrilaterals, their
minsize and separation. In what follows, we fix X, a µ-coarsely simply connected
metric space, δ > µ and (C, T ), a triangulated topological circle (a subdivided
quadrilateral or a triangle). A δ-loop c : V (T ) → X will be regarded as a coarse
quadrilateral, resp. a coarse triangle in X.

Definition 9.102. The separation of a coarse quadrilateral c is defined as the
pair (d1, d2), where

di = dist (c(V (ei)), c(V (ei+2))) , i = 1, 2.

The minsize of a coarse triangle c is defined as

minsize(c) = min{diam{c(y1), c(y2), c(y3)} ; yi ∈ V (ei), i = 1, 2, 3} .
Proposition 9.103 (The coarse Besikovitch inequality). With the notation as

above, for each coarse quadrilateral c ∈ Ωδ(X) we have

Arδ(c) >
2√
3δ2

d1d2 .

Proof. Our proof follows closely the proof of the classical Besikovitch inequal-
ity. Consider the plane R2, whose points will be denoted (s, t). Define the map
β : X → R2,

β(x) = (dist(x, c(V (e1)) , dist(x, c(V (e2))) .

Since each component of β is a 1–Lipschitz map, the map β itself is
√

2–Lipschitz.
Define the composition

β ◦ c : V (T )→ R2

and its geodesic extension f . Then the image f(e1) ⊂ R2 is a vertical segment
connecting the origin to a point (0, t1), with t1 > d2, while f(e2) is a horizontal
segment connecting the origin to a point (s2, 0), with s2 > d1.

Similarly, the image f(e3) is a path to the right of the vertical line {s = d1}
and f(e4) is another path above the horizontal line t = d2. Thus, the rectangle
R ⊂ R2 with the vertices

(0, 0), (d1, 0), (d1, d2), (0, d2),
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is separated from the infinity by the curve β ◦ c̃(S1) (see Figure 9.7).
In particular, the image of any continuous extension g of the map f to the

entire square Q, contains the rectangle R. Thus,

Area(g(Q)) > Area(R) = d1d2.

By taking into the account the fact that the map β is
√

2-Lipschitz, and the in-
equality (9.4), we obtain

d1d2 6 ε2
√

3

4
Arε(β ◦ c),

where ε =
√

2δ.
Consider a δ-filling disk d of the δ-loop c and let g be the extension of the map

β ◦ d, defined as in Example 9.76. The simplicial area of β ◦ d is, of course, exactly
the same as the one of the map d. Putting this all together:

sArea(d) > Arδ(c) >
2√
3δ2

d1d2,

as required. �

Figure 9.7. The map β.

Besikovitch’s inequality generalizes from maps of squares to maps of triangles:
This generalization has interesting applications to δ-hyperbolic spaces which will
be discussed in Section 11.22.1.

Proposition 9.104 (Minsize inequality). Let X be a µ–simply connected met-
ric space and let δ > µ. Then each coarse topological triangle c : V (T ) → X, c ∈
Ωδ(X), satisfies the minsize inequality

Arδ(c) >
1

2
√

3δ2
[minsize(c)]2 .

Proof. The proof is analogous to the one for coarse quadrilaterals. Define the√
2–Lipschitz map β : X → R2,

β(x) = (β1, β2) = (dist(x, c(V (e1)),dist(x, c(V (e2))) ,

the composition β ◦ c : V (T )→ R and the geodesic extension f = (f1, f2) : T → R2

of the latter.
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As in the proof of the coarse Besikovitch inequality for quadrilaterals, f sends
the edges e1, e2 to coordinate segments, while the restriction of f to e3 satisfies:

max(f1(x), f2(x)) > m

2
,∀x ∈ e3,

where m = minsize(c). Therefore, the image of any continuous extension g of of f
contains the square with the vertices

(0, 0), (
m

2
, 0), (

m

2
,
m

2
), (0,

m

2
).

Arguing as in the case of coarse quadrilaterals, we obtain the estimate
m2

4
6 Area(g)

and, hence,

Arδ(c) >
2√
3δ2

m2

4
=

1

2
√

3δ2
m2 .

�
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CHAPTER 10

Ultralimits of Metric Spaces

Let (Xi)i∈I be an indexed family of metric spaces. The goal of this chapter is
to describe the asymptotic behavior of the family (Xi) by studying limits of indexed
families of finite subsets Yi ⊂ Xi. Ultrafilters are an efficient technical device for
simultaneously taking limits of all such families of subspaces and putting them
together to form one object, namely an ultralimit of (Xi). The price to pay for this
efficiency is that our discussion will have to rely upon a version of the Axiom of
Choice.

10.1. The Axiom of Choice and its weaker versions

We first recall that the Zermelo–Fraenkel axioms (ZF) form a list of axioms
which are the basis of axiomatic set theory in its standard form, see for instance
[Kun80], [HJ99], [Jec03].

The Axiom of Choice (AC) can be seen as a rule of building sets from other
sets. It was first formulated by Ernesto Zermelo in [Zer04]. According to work of
Kurt Gödel and Paul Cohen, the Axiom of Choice is logically independent of the
Zermelo–Fraenkel axioms (i.e. neither it nor its negation can be proven in ZF).

Given a non-empty collection S of non-empty sets, a choice function defined on
S is a function f : S → ∪A∈SA, such that for every set A in S, f(A) is an element
of A. In other words, a choice function on S is an element of the Cartesian product∏
A∈S A.

Axiom of choice: On any non-empty collection of non-empty sets there exists
a choice function. Equivalently, the Cartesian product of a non-empty family of
non-empty sets is non-empty:

S 6= ∅ & ∀A ∈ S, A 6= ∅ ⇒
∏
A∈S

A 6= ∅.

We will use the abbreviation ZFC for the Zermelo–Fraenkel axioms plus the
Axiom of Choice.

Remark 10.1. If S = {A} then the existence of f follows from the fact that
A is non-empty. If S is finite or countable, the existence of a choice function can
be proved by induction. Thus, if the collection S is finite or countable then the
existence of a choice function follows from ZF.

Remark 10.2. Assuming ZF, the Axiom of Choice is equivalent to each of the
following statements (see [HJ99] and [RR85] for a much longer list):

(1) Zorn’s lemma: Suppose that S is a partially ordered set where every to-
tally ordered subset has an upper bound. Then S has a maximal element.
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(2) Every vector space has a basis.
(3) Every ideal in a unital ring is contained in a maximal ideal.
(4) If A is a subset in a topological space X and B is a subset in a topological

space Y , the closure of A × B in X × Y is equal to the product of the
closure of A in X with the closure of B in Y .

(5) Tychonoff’s theorem: If (Xi)i∈I is a collection of non-empty compact
topological spaces, then

∏
i∈I Xi is compact.

Remark 10.3. The following statements require the Axiom of Choice (i.e. are
unprovable in ZF, but hold in ZFC), see [HJ99, RR85]:

(1) Every union of countably many countable sets is countable.
(2) The Nielsen–Schreier theorem: Every subgroup of a free group is free

(Theorem 7.42), to ensure the existence of a maximal subtree. (Note that
the Axiom of Choice is needed only for free groups of uncountable rank.)

Note that for finitely generated free groups (and we are mostly interested in
these) the Nielsen–Schreier theorem does not require the Axiom of Choice.

In ZF, we have the following irreversible sequence of implications:

Axiom of choice ⇒ Ultrafilter lemma ⇒ Hahn–Banach extension theorem.

The first implication is easy (see Lemma 10.18), it was proved to be irreversible
in [Hal64]. Proof of the second implication can be found in [ŁRN51], [Lux62],
[Lux67], [Lux69], while proofs of its irreversibility is can be found in [Pin72] and
[Pin74].

Thus, the Hahn–Banach extension theorem (see below) can be seen as the
analyst’s Axiom of Choice, in a weaker form.

Theorem 10.4 (Hahn–Banach Theorem, see e.g. [Roy68]). Let V be a real
vector space, U a subspace of V , and ϕ : U → R a linear function. Let p : V → R
be a map with the following properties:

p(λx) = λp(x) and p(x+ y) 6 p(x) + p(y) , ∀x, y ∈ V, λ ∈ [0,+∞) ,

such that ϕ(x) 6 p(x) for every x ∈ U . Then there exists a linear extension of ϕ,
ϕ : V → R such that ϕ(x) 6 p(x) for every x ∈ V .

In order to state the Ultrafilter Lemma (which we will use to prove existence of
ultrafilters and, hence, ultralimits and asymptotic cones), we first define filters. We
refer the reader to [Bou65, §I.6.4] for the basic properties of filters and ultrafilters,
and to [Kei10] for an in depth survey, including ultraproducts.

Definition 10.5. A filter F on a set I is a collection of subsets of I satisfying
the following conditions:

(F1) ∅ 6∈ F .
(F2) If A,B ∈ F then A ∩B ∈ F .
(F3) If A ∈ F , A ⊆ B ⊆ I, then B ∈ F .
Exercise 10.6. Given an infinite set I, prove that the collection of all com-

plements of finite sets is a filter on I. This filter is called the Fréchet filter (or the
cofinite filter); it is used to define the cofinite topology on a topological space.

Definition 10.7. Subsets A ⊂ I which belong to a filter F are called F-large.
We say that a property (P) holds for F-all i if (P) is satisfied for all i in some
F-large set.
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Definition 10.8. A base of a filter on a set I is a subset B of the power set
2I of I, which satisfies the properties:

(B1) If Bi ∈ B, i = 1, 2, then B1 ∩B2 contains an element of B;
(B2) ∅ 6∈ B and B is not empty.

As an example, consider a point x in a topological space X. We let Fx denote
the system of neighborhoods of X, i.e. all subsets N ⊂ X which contain x together
with some open neighborhood of x. Then Fx is a filter. A neighborhood basis of
x is an example of a base of a filter. This topological intuition is somewhat useful
when thinking about filters on N (more precisely, non-principal ultrafilters defined
below): Such a filter can be regarded as a system of punctured neighborhoods of ∞
in a topology on N ∪ {∞}.

Exercise 10.9. If B is a base of a filter, then the set 〈B〉 of subsets of I
containing some B ∈ B is a filter.

We will say that 〈B〉 is the filter generated by B. Thus, one can generate filters
using bases in the same fashion one generates a topology using its neighborhood
bases.

Given a set I, we let Filter(I) ⊂ 22I denote the set of all filters on I. In
particular, Filter(I) has a natural partially order given by the inclusion. If Fα, α ∈
A, is a (non-empty) collection of filters on I, then the union

B =
⋃
α∈A
Fα

is not (in general) a filter on I, but it is a base of a filter. Therefore, 〈B〉 is a filter
on I.

Exercise 10.10. Use this construction to show that every totally ordered sub-
set A of Filter(I) has an upper bound in Filter(I).

Remark 10.11. The set Filter(I) has the same cardinality as 22I , see [Pos37].

Definition 10.12. An ultrafilter on a set I is a filter U on I which is a max-
imal element in the ordered set Filter(I). Equivalently, an ultrafilter can be de-
fined (see [Bou65, §I.6.4]) as a collection of subsets of I satisfying the conditions
(F1), (F2), (F3) defining a filter and the additional condition:

(F4) For every A ⊆ I, either A ∈ U or Ac = I \A ∈ U .
One direction in this equivalence is clear: If F satisfies the axioms (F1)—(F4),

then F has to be a maximal filter, since every strictly larger filter would have as its
members a subset A ⊂ I as well as Ac, but A ∩ Ac = ∅, contradicting the axioms
(F1) and (F2).

Exercise 10.13. Given a set I, take a point x ∈ I and consider the collection
Ux of subsets of I containing x. Prove that Ux is an ultrafilter on I.

Exercise 10.14. Given the set Z of integers, prove, using Zorn’s lemma, that
there exists an ultrafilter containing all the non-trivial subgroups of Z. Such an
ultrafilter is called profinite ultrafilter. Hint: In the double power set 22I consider
the partially ordered subset S consisting of all filters which contain all the non-
trivial subgroups of Z.
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Definition 10.15. An ultrafilter as in Exercise 10.13 is called a principal (or
atomic) ultrafilter. A filter that cannot be defined in such a way is called a a
non-principal (or free) ultrafilter.

Proposition 10.16. An ultrafilter on an infinite set I is non-principal if and
only if it contains the Fréchet filter.

Proof. We will prove the equivalence between the negations of the two state-
ments. A principal ultrafilter Ux on I defined by a point x contains {x}; hence, by
(F4), it does not contain I \ {x} which is an element of the Fréchet filter.

Let now U be an ultrafilter that does not contain the Fréchet filter. This and
the axiom (F4) imply that U contains a finite subset F of I. If

F ∩
⋂
A∈U

A = ∅,

then there exist A1, . . . , An ∈ U such that

F ∩A1 ∩ · · · ∩An = ∅.
This and the property (F2) contradict the property (F1).

It follows that
F ∩

⋂
A∈U

A = F ′ 6= ∅,

in particular, given an element x ∈ F ′, U is contained in the principal ultrafilter
Ux. The maximality of U implies that U = Ux. �

Exercise 10.17. (1) Let J be an infinite subset of I. Prove (using
Zorn’s lemma) that there exists a non-principal ultrafilter U such that
J ∈ U .

(2) Let J1 ⊃ J2 ⊃ J3 ⊃ · · · ⊃ Jm ⊃ . . . be an infinite sequence of infinite
subsets of I. Prove that there exists a non-principal ultrafilter containing
all Jm, ∀m ∈ N, as its elements.

Lemma 10.18 (The Ultrafilter Lemma). Every filter on a set I is a subset of
some ultrafilter on I.

Proof. Let F be the Fréchet filter of I. By Zorn’s lemma (cf. Exercise 10.10),
there exists a maximal filter U on I containing F . By maximality, U is an ultrafilter;
U is non-principal by Proposition 10.16. �

In ZF, the Axiom of Choice is equivalent to Zorn’s lemma, and the latter, as
we just saw, implies the Ultrafilter Lemma.

Here is an alternative way to define ultrafilters:

Definition 10.19. An ultrafilter on a set I is a finitely additive measure ω on
the set I, such that ω takes only the values 0 and 1, and such that ω(I) = 1.

We would like to stress that each subset of I is supposed to be measurable
with respect to ω, in contrast to the measures (like the Lebesgue measure) that one
usually encounters in analysis.

In order to verify equivalence two definitions, consider a measure ω, as Defini-
tion 10.19,. This measure defines a subset U ⊂ 2I ,

(10.1) J ∈ U ⇐⇒ ω(J) = 1, J /∈ U ⇐⇒ ω(J) = 0.
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Conversely, given an ultrafilter U , we define a measure ω on 2I by the equations
(10.1). We leave it to the reader to check that the filter axioms exactly match the
finitely additive measure axioms.

Note that for an atomic ultrafilter Ux defined in Example 10.13, the correspond-
ing measure is the (atomic) Dirac measure δx.

Definition 10.20. A non-principal ultrafilter on a set I is a finitely additive
measure ω : 2I → {0, 1} such that ω(I) = 1 and ω(F ) = 0 for every finite subset F
of I.

Exercise 10.21. Prove the equivalence between Definitions 10.15 and 10.20.

Thus, in what follows, we will use the terminology ultrafilter for both maximal
filters on I and finitely additive measures on I as above.

Remark 10.22. Suppose that ω is an ultrafilter on I. Then:
(1) If ω(A1 t · · · t An) = 1, then there exists i0 ∈ {1, 2, . . . , n} such that

ω(Ai0) = 1 and ω(Aj) = 0 for every j 6= i0.

(2) If ω(A) = 1 and ω(B) = 1 then ω(A ∩B) = 1 .

Notation 10.23. Let (Ai)i∈I and (Bi)i∈I be two families of sets or numbers
indexed by I, and let R be a relation which holds for Ai and Bi, for every i ∈ I.
We then write AiRω Bi if and only if AiRBi ω-almost surely, that is

ω ({i ∈ I | AiRBi}) = 1 .

Examples of such Rω’s are: =ω , <ω , ⊂ω. For instance, suppose that (xn), (yn)
are sequences of real numbers and ω is an ultrafilter on N, such that for ω-all n ∈ N,
xn < yn. Then we will say that

xn <ω yn.

Below we explain how existence of non-principal ultrafilters implies the Hahn–
Banach in the following special case: V is the real vector space of bounded sequences
of real numbers x = (xn), U ⊂ V is the subspace of convergent sequences of real
numbers, p is the sup-norm

‖x‖∞ = sup
n∈N
|xn|

and ϕ : U → R is the limit function, i.e.

ϕ(x) = lim
n→∞

xn.

Instead of the sup-norm, we can as well take

p : x 7→ lim supxn.

In other words, we will show how, using a non-principal ultrafilter, one can
extend the notion of limit from convergent sequences to bounded sequences. The
main tool in this extension is the concept of an ultralimit, which we will frequently
use in the book.

Definition 10.24. [Ultralimit of a function] Given a function f : I → Y (where
Y is a topological space) define the ω–limit

ω-lim
i

f(i)

to be a point y ∈ Y such that for every neighborhood U of y, the pre-image f−1U
belongs to ω. The point y is called the ultralimit of the function f .
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Note that, in general, an ultralimit need not be unique. However, it is unique
in the case when Y is Hausdorff:

Lemma 10.25. 1. If Y is compact, then every function f : I → Y has an
ultralimit.

2. If Y is Hausdorff, then every function f : I → Y has at most one ultralimit.

Proof. 1. To prove existence of a limit, assume that there is no point y ∈ Y
satisfying the definition of the ultralimit. Then each point z ∈ Y possesses a
neighborhood Uz such that f−1Uz 6∈ ω. By compactness, we can cover Y with
finitely many of these neighborhoods Uzi , i = 1, . . . , n. Therefore,

I =

n⋃
i=1

f−1(Uzi)

and, thus,

∅ =

n⋂
i=1

(I \ f−1(Uzi)) ∈ ω.

This contradicts the definition of a filter.
2. The proof of uniqueness of ultralimits is the same as for uniqueness of or-

dinary limits in Hausdorff spaces. Suppose that f : I → Y has two ultralimits
y1 6= y2. Since Y is Hausdorff, the points y1, y2 have disjoint neighborhoods U1, U2.
By the assumption, both sets f−1(U1), f−1(U2) are ω-large. However, their inter-
section is empty since U1 ∩ U2 is empty. This contradicts Axiom (F2) of filters.
(Note that in this part of the proof we did not use the assumption that ω is an
ultrafilter, only that it is a filter.) �

Example 10.26. Suppose that I = N and xi = (−1)n. Then ω-limxi is either
−1 or 1, depending on whether the set of odd or even numbers belongs to ω.

Note that the ω–limit satisfies the “usual “calculus properties,” e.g., linearity:

ω-lim(λf + µg) = λω-lim f + µω-lim g

for all bounded functions f, g : I → R. (Boundedness is needed to ensure exis-
tence of ultralimits.) Now, we can prove Hahn–Banach theorem for the space of
convergent sequences U , the space of all bounded sequences V and the functional
ϕ := lim : U → R. We take

ϕ̄((xi)) = ω-limxi.

Lemma 10.25 implies that every bounded function f : I → R has an ultralimit. In
the case when the ordinary limit limi→∞ xi exists, it equals the ultralimit ω-limxi.
We leave it to the reader to check the inequality

ω-limxi 6 p((xi))

for both p((xi)) = supi |xi| and p(xi) = lim supxi. This proves Hahn–Banach
theorem (in the special case).

Exercise 10.27. Show that the ω–limit of a function f : I → Y is an accumu-
lation point of the subset f(I) ⊂ Y .
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Conversely, if y is an accumulation point of {f(i)}i∈I , then there is a non-
principal ultrafilter ω with ω-lim f = y, namely an ultrafilter containing the filter
F on I, which is the preimage of the neighborhood basis of y under f .

Thus, an ultrafilter is a device which selects accumulation points for subsets A
in compact Hausdorff spaces Y , in a coherent manner.

Note that when the ultrafilter is principal, that is ω = δi0 for some i0 ∈ I, and
Y is Hausdorff, the δi0–limit of a function f : I → Y is simply the element f(i0),
which is not very interesting. Thus, when considering ω–limits we shall always
choose the ultrafilter ω to be non-principal.

Remark 10.28. Recall that when we have a countable collection of sequences

x(k) =
(
x(k)
n

)
n∈N

, k ∈ N, x(k)
n ∈ X,

where X is a compact space, we can select a subset of indices I ⊂ N, such that for
every k ∈ N the subsequence

(
x

(k)
i

)
i∈I

converges. This is achieved by the diagonal
procedure. The ω–limit allows, in some sense, to do the same for an uncountable
collection of (uncountable) sets. Thus, an ultralimit can be seen as an uncountable
version of the diagonal procedure.

Note also that for applications in Geometric Group Theory, most of the time,
one considers only countable index sets I. Thus, in principle, one can avoid us-
ing ultrafilters at the expense of getting complicated proofs involving passage to
multiple subsequences.

Using ultralimits of maps we will later define ultralimits of sequences of met-
ric spaces; in particular, given metric space (X,dist), we will define an “image of
(X,dist) seen from infinitely far away” (an asymptotic cone of (X,dist)). Ultralim-
its and asymptotic cones will be among key technical tools used in this book.

10.2. Ultrafilters and the Stone–Čech compactification

Let X be a Hausdorff topological space. The Stone–Čech compactification of X
is a pair consisting of a compact Hausdorff topological space βX and a continuous
map X → βX which satisfies the following universal property:

For every continuous map f : X → Y , where Y is a compact Hausdorff space,
there exists a unique continuous map g : X → Y , such that the following diagram
commutes:

X - βX

Y

g

?

f
-

This universal property implies uniqueness of the Stone–Čech compactification in
the sense that for any two such compactifications c1 : X → X ′, c2 : X → X ′′, there
exists a homeomorphism h : X ′ → X ′′ such that c2 = h ◦ c1.

Exercise 10.29. Show that X → βX is injective and its image is dense in βX.

In view of this exercise, we will regard X as a subset of βX, so that βX is a
compactification of X.
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We will now explain how to construct βX using ultrafilters, provided that X
has discrete topology, e.g., X = N. We declare βX to be the set of all ultrafilters
on X. Then, βX is a subset Filter(X), which, in turn, is a subset of the power set

22X .

We equip 2X and, hence, 22X , with the product topology and the subset βX ⊂ 22X

with the subspace topology.

Exercise 10.30. Show that the subset βX ⊂ 22X is closed. Thus, by the
Tychonoff’s theorem, βX is also compact. Since X is Hausdorff, so is 2X and,
hence, 22X .

Every x ∈ X determines the principal ultrafilter δx; thus, we obtain an em-
bedding X ↪→ βX, x 7→ δx. This embedding is continuous since X has discrete
topology. Therefore, from now, on we will regard X as a subset of βX.

Exercise 10.31. Let ω ∈ βX be a non-principal ultrafilter. Show that for every
neighborhood U of ω in βX, the intersection X ∩ U is an ω-large set. Conversely,
for every ω-large set A ⊂ X, there exists a neighborhood U of ω in βX such that
A = U ∩X. In particular, X is dense in βX.

We will now verify the universal property of βX. Let f : X → Y be a contin-
uous map to a compact Hausdorff space. For every ω ∈ βX \X we set

g(ω) := ω-lim f.

By the definition of the ultralimit of a map, for every point y ∈ Y and its nei-
ghborhood V in Y , the preimage A = f−1(V ) is ω-large. Therefore, by Exercise
10.31, there exists a neighborhood U of ω in βX such that A = U ∩X. This proves
that the map g is continuous. Hence, g is the required continuous extension of f .
Uniqueness of g follows from the fact that X is dense in βX.

10.3. Elements of nonstandard algebra

Our discussion of nonstandard algebra mostly follows [Gol98], [dDW84].
Given an ultrafilter ω on I and a collection of sets Xi, i ∈ I, define the ultra-

product ∏
i∈I

Xi/ω

to be the collection of equivalence classes of maps

f : I →
⋃
i∈I

Xi

with f(i) ∈ Xi for every i ∈ I, with respect to the equivalence relation f ∼ g
defined by the property that f(i) = g(i) for ω–all i. Thus, an ultraproduct is a
certain quotient of the ordinary product of the sets Xi.

The equivalence class of a map f in the ultraproduct is denoted by fω. When
the map is given by an indexed family of values (xi)i∈I , where xi = f(i) , we will
also use the notation (xi)

ω for the equivalence class.
When Xi = X for all i ∈ I, the ultraproduct is called the ultrapower of X and

denoted by Xω. Every subset A of X can be embedded into Xω by

a 7→ â := (a)ω.
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We let Â denote the image of A in Xω.

Note that any algebraic structure on X (group, ring, order, order, etc.) defines
the same structure on Xω, e.g., if G is a group then Gω is a group, etc. When
X = K is either N,Z or R, the ultrapower Kω is sometimes called the nonstandard
extension of K, and the elements in Kω \ K are called nonstandard elements. If
X is totally ordered then Xω is totally ordered as well: fω 6 gω (for f, g ∈ Xω)
if and only if f(i) 6ω g(i), with the Notation 10.23. Since ω is an ultrafilter, it
follows that 6ω is a total order: This is where ultraproducts are superior to the
ordinary products, since the ordinary product of totally ordered sets is (in general)
only partially ordered.

In particular, we define the ordered semigroup Nω (the nonstandard natural
numbers) and the ordered field Rω (the nonstandard real numbers).

Definition 10.32. An element R ∈ Rω is called infinitely large if given any
r ∈ R ⊂ Rω, one has R > r̂. Note that given any R ∈ Rω, there exists n ∈ Nω such
that n > R.

Exercise 10.33. Prove that R = (Ri)
ω ∈ Rω is infinitely large if and only if

ω-limiRi = +∞ .

Definition 10.34 (Internal subsets). A subset Wω ⊂ Xω is called internal if
“membership in W can be determined by coordinate-wise computation”, i.e. if for
each i ∈ I there is a subset Wi ⊂ X such that for f ∈ XI

fω ∈Wω ⇐⇒ f(i) ∈ω Wi .

(Recall that the latter means that f(i) ∈ Wi for ω–all i.) The sets Wi are called
coordinates of W . We will write Wω = (Wi)

ω.

Lemma 10.35. (1) If an internal subset Aω is defined by a family of sub-
sets of bounded cardinality Ai = {a1

i , . . . , a
k
i }, then Aω = {a1

ω, . . . , a
k
ω},

where ajω =
(
aji

)ω
.

(2) In particular, if an internal subset Aω is defined by a constant family of
finite subsets Ai = A ⊆ X then Aω = Â.

(3) Every finite subset in Xω is internal.

Proof. (1) Let x = (xi)
ω ∈ Aω. The set of indices decomposes as I =

I1 t · · · t Ik, where Ij =
{
i ∈ I ; xi = aji

}
. Then there exists j ∈ {1, . . . , k} such

that ω(Ij) = 1, that is xi =ω a
j
i , and x = ajω.

(2) is an immediate consequence of (1).

(3) Let U be a subset in Xω of cardinality k, and let x1, . . . , xk be its elements.
Each element xr is of the form (xri )

ω and ω-almost surely xri 6= xsi when r 6= s.
Therefore ω-almost surely the set Ai = {x1

i , . . . , x
k
i } has cardinality k. It follows

that Aω = (Ai)
ω has cardinality k, according to (1), and it contains U . Therefore

U = Aω. �

Lemma 10.36. If A is an infinite subset in X, then Â is not internal.
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Proof. Assume Â = (Bi)
ω for a family (Bi)i∈I of subsets. For every a ∈ A,

â ∈ (Bi)
ω, i.e.

(10.2) a ∈ Bi ω − almost surely.

Take an infinite sequence a1, a2, . . . , ak, . . . of distinct elements in A. Consider
the nested sequence of sets

Ik = {i ∈ I | {a1, a2, . . . , ak} ⊆ Bi} .
From (10.2) and Remark 10.22, (2), it follows that ω(Ik) = 1 for every k.

The intersection J =
⋂
n>1 Ik has ω-measure either 0 or 1. Assume first that

ω(J) = 0 . Since

I1 =

∞⊔
k=1

(Ik \ Ik+1) t J,

it follows that the set

J ′ =

∞⊔
k=1

(Ik \ Ik+1)

has ω(J ′) = 1.

Define the indexed family (xi) such that xi = ak for every i ∈ Ik \ Ik+1. By
the definition, xi ∈ Bi for every i ∈ J ′. Thus

(xi)
ω ∈ (Bi)

ω = Â ,

which implies that xi = a ω-a.s. for some a ∈ A.
Let E = {i ∈ I | xi = a}, ω(E) = 1. Remark 10.22, (2), implies that E∩J ′ 6= ∅,

hence, for some k ∈ N,
E ∩ (Ik \ Ik+1) 6= ∅.

For i ∈ E ∩ (Ik \ Ik+1) we have xi = a = ak.

The fact that ω(Ik+1) = 1 implies that E ∩ Ik+1 ∩ J ′ 6= ∅. Hence, for some
j > k + 1,

E ∩ (Ij \ Ij+1) 6= ∅.
For an index i in E ∩ (Ij \ Ij+1) we have the equality xi = a = aj . But as j > k,
aj 6= ak, and, thus, we obtain a contradiction.

Assume now that ω(J) = 1. Suppose that this occurs for every sequence (ak)
of distinct elements in A. It follows that ω-almost surely A ⊆ Bi . �

Definition 10.37 (internal maps). A map fω : Xω → Y ω is internal if there
exists an indexed family of maps fi : Xi → Yi , i ∈ I , such that fω (xω) = (fi(xi))

ω.

Note that the range of an internal map is an internal set.
For instance, given a collection of metric spaces (Xi,disti), one defines a metric

distω on Xω as the internal function distω : Xω×Xω → Rω given by the collection
of functions (disti), that is distω : Xω ×Xω → Rω,
(10.3) distω ((xi)

ω , (yi)
ω) = (disti(xi, yi))

ω
.

The main problem is that distω does not take values in R but in Rω.
Let (Π) be a property of a structure on a set X that can be expressed using

elements, subsets, ∈,⊂,⊆,= and the logical quantifiers ∃,∀,∧ (and), ∨ (or), ¬ (not)
and ⇒ (implies).
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The non-standard interpretation (Π)ω of (Π) is the statement obtained by re-
placing “x ∈ X” with “xω ∈ Xω”, and “A subset of X” with “Aω internal subset of
Xω”.

Theorem 10.38 (Łoś’ Theorem, see e.g. [BS69], [Kei76], Chapter 1, [dDW84],
p.361). A property (Π) is true in X if and only if its non-standard interpretation
(Π)ω is true in Xω.

We will use the following special cases of this theorem when proving Gromov’s
theorem on groups of polynomial growth:

Corollary 10.39. (1) Every non-empty internal subset in Rω that is
bounded from above (below) has a supremum (infimum).

(2) Every non-empty internal subset in Nω that is bounded from above (below)
has a maximal (minimal) element.

Corollary 10.40 (non-standard induction). If a non-empty internal subset
Aω in Nω satisfies the properties:

• 1̂ ∈ Aω;
• for every nω ∈ Aω, nω + 1 ∈ Aω,

then Aω = Nω.

Exercise 10.41. (1) Give a direct proof of Corollary 10.39, (1), for Rω.
(2) Deduce Corollary 10.39 from Theorem 10.38.
(3) Deduce Corollary 10.40 from Corollary 10.39.

Suppose we are given an ∈ Rω, where n ∈ Nω. Using the nonstandard induction
principle on can define the nonstandard products:

a1 · · · an, n ∈ Nω,

using the internal function f : Nω → Rω, given by f(1) = a1, f(n+ 1) = f(n)an+1.

Various properties of groups can be characterized in terms of ultrapowers, as
explained below and in Chapter 18, Section 18.8.

Ultrapowers and laws in groups.

Suppose that G satisfies a law w(x1, . . . , xn) = 1. Then the ordinary product

GI =
∏
i∈I

G

also satisfies this law: For every function f ∈ GI and all i ∈ I,
w(f1, . . . , fn)(i) = w(f1(i), . . . , fn(i)) = 1.

Therefore, being a quotient of GI , the group Gω satisfies the law w(x1, . . . , xn) = 1
as well.

Moreover:

Lemma 10.42 (See Lemma 6.15 in [DS05b]). A group G satisfies a law if and
only if for one (equivalently, every) non-principal ultrafilter ω on N, the ultrapower
Gω does not contain free non-abelian subgroups.
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Proof. For the direct implication note that if G satisfies a law, then Gω also
satisfies the same law. Since a free nonabelian group cannot satisfy a law, the claim
follows.

For the converse implication, let ω be an ultrafilter on N, and assume that
G does not satisfy any law. Enumerate all the reduced words u1, u2, . . . in two
variables x, y and define the sequence of iterated left-commutators:

v1 = u1, v2 = [u1, u2], v3 = [v2, u3], v4 = [v3, u4], . . . ,

vn = [[[u1, u2], . . . , un−1], un], . . .

We will think of vn’s as words in x, y.
Since G does not satisfy any law, for every n there exists a pair (xn, yn) of

elements in G such that vn(xn, yn) 6= 1 in G. Consider the corresponding elements
x = (xn)ω, y = (yn)ω in the ultrapower Gω. We claim that the subgroup F < Gω

generated by x and y is free. Suppose that the subgroup F satisfies a reduced
relation. That relation is given by a reduced word ui for some i ∈ N. Hence,
ui(xn, yn) = 1 ω–almost surely. In particular, since ω is a non-principal ultrafilter,
for some n > i, ui(xn, yn) = 1. But then vn(xn, yn) = 1 since ui appears in the
iterated commutator vn, contradicting the choice of xn, yn. �

10.4. Ultralimits of families of metric spaces

Let (Xi)i∈I be a family of metric spaces parameterized by an infinite set I.

Convention 10.43. From now on, all ultrafilters are non-principal, and we
will omit mentioning this property henceforth.

For an ultrafilter ω on I we define the ultralimit

Xω = ω-lim
i

Xi

as follows. Let
∏
iXi be the product of the sets Xi, i.e. it is the set of indexed

families of points (xi)i∈I with xi ∈ Xi. Define the distance between two points
(xi), (yi) ∈

∏
iXi by

distω
(
(xi), (yi)

)
:= ω-lim

(
i 7→ distXi(xi, yi)

)
,

where we take the ultralimit of the function i 7→ distXi(xi, yi) with values in the
compact set [0,∞]. The function distω is a pseudo-distance on

∏
iXi with values

in [0,∞]. Set
(Xω,distω) := (

∏
i

Xi,disti)/ ∼

where we identify points with zero distω–distance. In the case when Xi = Y , for
all i, the ultralimit (Xω,distω) is called a constant ultralimit.

The reader will notice similarities between this construction and the Cauchy–
Bourbaki completion of a metric space. The difference is that we allow distinct
metric spaces instead of a single space and, even if Xi = Y for all i, we do not
restrict to indexed families of points (xi) which are Cauchy. The price we have to
pay for this is that, at the moment, distω is merely a pseudo-metric, as it takes
infinite values (unless the spaces Xi have uniformly bounded diameter).

Given an indexed family of points (xi)i∈I with xi ∈ Xi we denote the equiva-
lence class corresponding to it either by xω or by ω-limxi .
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Exercise 10.44. If (Xω,distω) is a constant ultralimit of a sequence of compact
metric spaces Xi = Y , then Xω is isometric to Y for all ultrafilters ω.

If the spaces Xi do not have uniformly bounded diameter, then the ultra-
limit Xω decomposes into (in general, uncountably many) components consisting
of points at mutually finite distance. In order to pick one of these components, we
introduce a family of base-points ei in Xi. The pair (Xi, ei) is called a based or
pointed metric space. The indexed family (ei) defines a base-point e = eω in Xω

and we set
Xω,e :=

{
xω ∈ Xω | distω(xω, eω) <∞

}
.

We define the based ultralimit as

ω-lim
i

(Xi, ei) := (Xω,e, eω).

By abusing the notation, we will frequently drop e in the notation Xω,e when the
choice of the base-point is clear. Given a family of subsets Ai ⊂ Xi we let Aω
denote the subset of Xω,e represented by indexed families (ai)i∈I , ai ∈ Ai.

Exercise 10.45. Let X = Rn with the Euclidean metric. Then for every
sequence ei ∈ X, ω-lim(X, ei) ∼= (Rn, 0).

The following theorem relates Gromov-Hausdorff convergence and ultralimits:

Theorem 10.46 (M. Kapovich and B. Leeb, [KL95]). Suppose that

(Xi,distXi , xi)i∈N

is a sequence of proper metric spaces Gromov-Hausdorff converging to a pointed
proper metric space (X,distX , x). Then for all ultrafilters ω there exists an isometry
between ω-lim(Xi,distXi , xi) and (X,distX , x) sending xω = ω-limxn to x .

Proof. In view of the properness assumption (and the Arzela-Ascoli theo-
rem), it suffices to show that for each r > 0, the Gromov-Hausdorff limit of
the sequence pointed of closed metric balls (B̄(xi, r), xi) in Xi is isometric to
ω-lim(B̄(xi, r),disti, xi), where disti is the restriction of the distance function distXi
to B̄(xi, r). Therefore, the problem reduces to the case when Xi, i ∈ N, and Y are
all compact. We realize Gromov-Hausdorff convergence as Hausdorff convergence
in a compact metric space Y , i.e. embed each Xi and X isometrically into Y via
isometric maps

fi : Xi → X ′i := fi(Xi) ⊂ Y,
such that the Hausdorff limit of the sequence (X ′i) is X ′ ∼= X:

lim
Haus

X ′i = X ′.

Then the sequence of isometric embeddings there is an isometric embedding

fω : Xω → ω-limY = Y.

Since ω is non-principal, the ω-limit is independent of any finite collections of Xi’s
and we get:

fω(Xω) ⊂
⋂
i0∈I

⋃
i>i0

X ′i = X ′.

On the other hand, X ⊂ fω(Xω) since fω((xi)) = x whenever limi∈I xi = x ∈ Y .
Hence, X ′ = fω(Xω). �
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Example 10.47. Suppose that Xi is the sequence of spheres of radius Ri →∞
in En with the induced path-metric. Then

Xω = ω-lim(Xi, xi) ∼= En−1

for any choice of base-points xi ∈ Xi. Indeed, for each fixed r, define the sequence
of subsets closed r-balls Yi(xi, r) ⊂ Xi. Then, since the sequence Ri diverges to
infinity, the sequence of spaces Yi(xi, r) Gromov-Hausdorff converges to the closed
r-ball B̄(o, r) ⊂ En−1. Therefore, by the above lemma, for each r there is an
isometry hr : (B̄(o, r), o)→ ω-lim(Yi(xi, r), xi). It is clear that

Xω =
⋃
r>0

Yω(r),

where each Yω(r) is isometric to ω-lim(Yi(xi, r), xi). Composing the isometries hr
and ω-lim(Yi(xi, r), xi)→ (Yω(r), xr) and taking an ultralimit as r →∞, we obtain
the required isometry En−1 → Xω.

Lemma 10.48 (Functoriality of ultralimits). 1. Let (Xi, ei), (X
′
i, e
′
i), i ∈ I, be

families of pointed metric spaces with ultralimits Xω, X
′
ω, respectively. Let fi :

(Xi, ei)→ (X ′i, e
′
i) be isometric embeddings such that

ω-limdist(f(ei), e
′
i) <∞,

i.e.
dist(f(ei), e

′
i) 6 Const, for ω-all i,

Then the maps fi yield an isometric embedding of the ultralimits fω : Xω → X ′ω.
2. If each fi is an isometry, then so is fω.
3. Φω : (fi) 7→ fω preserves compositions:

Φω : (gi ◦ fi) = Φω((gi)) ◦ Φω((fi)).

Proof. We define fω as

fω((xi)) = (fi(x
′
i)).

By the definition of distances in Xω and X ′ω,

d(fω(xω), fω(yω)) = ω-lim d(fi(xi), fi(yi)) = ω-lim d(xi, yi) = d(xω, yω)

for any pair of points xω, yω ∈ Xω. If each fi is surjective, then, clearly, fω is
surjective as well. The composition property is clear as well. �

Exercise 10.49. Show that injectivity of each fi does not imply injectivity of
fω.

The map fω defined in this lemma is called the ultralimit of the sequence of
maps (fi). An important example illustrating this lemma is the case when each
Xi is an interval in R and, hence, each fi is a geodesic in Yi. Then the ultralimit
fω : Jω → Xω is a geodesic in Xω (here Jω is an interval in R).

Definition 10.50. Geodesics fω : Jω → Xω are called limit geodesics in Xω.

In general, Xω contains geodesics which are not limit geodesics. In the extreme
case, Yi may contain only constant geodesics, while Yω is a geodesic metric space
(containing more than one point). For instance, let X = Q with the metric induced
from R. Of course, Q contains no nonconstant geodesics, but

ω-lim(X, 0) ∼= (R, 0),

346



see Exercise 10.62.

Lemma 10.51. Each ultralimit (Xω, eω) of a sequence of pointed geodesic metric
spaces (Xi, ei) is again a geodesic metric space.

Proof. Let xω = (xi), yω = (yi) be points in Xω. Let γi : [0, Ti] → Xi be
geodesics connecting xi to yi. Clearly,

ω-limTi = T = d(xω, yω) = T <∞.
We define the ultralimit γω of the maps γi. Then γω : [0, T ] → Xω is a geodesic
connecting xω to yω. �

Exercise 10.52. Let X be a path-metric space. Then every constant ultralimit
of X is a geodesic metric space.

We now return to the discussion of basic properties of ultralimits.

Lemma 10.53. Let (Xi, ei) be pointed CAT (κi) metric spaces, κi 6 0, and
κ = ω-limκi. Then the ultralimit (Xω, eω) of the sequence (Xi, ei) is again a
pointed CAT (κ) space.

Proof. It is clear that comparison inequalities for triangles in Xi yield com-
parison inequalities for limit triangles in Xω. It remains to show that Xω is a
uniquely geodesic metric space, in which case every geodesic segment in Xω is a
limit geodesic. Suppose that mω ∈ Xω is a point such that

d(xω, zω) + d(zω, yω) = d(xω, yω),

equivalently, zω belongs to some geodesic connecting xω to yω.
Thus, if zi ∈ Xi is a sequence representing zω, then

0 6 d(xi, zi) + d(zi, yi) = d(xi, yi) 6 ηi, ω-lim ηi = 0.

Let us assume that si = d(xi, zi) 6 d(zi, yi) and consider the point qi ∈ xiyi within
distance si from xi. Compare the triangle Ti = T (xi, yi, zi) with the Euclidean
triangle using the comparison points pi = zi and qi. In the Euclidean comparison
triangle T̃i, we have

ω-lim d(z̃i, q̃i) = 0

(since the constant ultralimit of the sequence of Euclidean planes is the Euclidean
plane and, hence, is uniquely geodesic). Since, by the CAT (0)-comparison inequal-
ity,

d(zi, qi) 6 d(z̃i, q̃i),

we conclude that (qi) = zω in the space Xω. Thus, zω lies on the limit geodesic
connecting xω and yω. �

Exercise 10.54. Show that every ultralimit of any sequence of median spaces
is again median. Hint: Follow the proof of Proposition 6.42.

Lemma 10.55 (Ultralimits preserve direct products of metric spaces). Suppose
that Xi = X ′i ×X ′′i , i ∈ I, is an indexed family of direct products of metric spaces,
i.e. the metrics on Xi are given by the Pythagorean formula (2.2). Then for every
ω and a family of base-points ei ∈ Xi, ei = e′i × e′′i we have an isometry

Xω = ω-lim(Xi, ei) ∼= ω-lim(X ′i, e
′
i)× ω-lim(X ′′i , e

′′
i ).
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Proof. By the definition of an ultralimit, as a set, Xω splits naturally as a
direct product of two ultralimits X ′ω = ω-lim(X ′i, e

′
i) and X ′′ω = ω-lim(X ′′i , e

′′
i ).

Consider points xω = x′ω × x′′ω and yω = y′ω × y′′ω in Xω, where x′ω = (x′i), y
′
ω =

(y′i), x
′′
ω = (x′′i ), y′′ω = (y′′i ). The distance between these points is given by

dist2(xω, yω) = ω-limdist2
Xi(xi, yi) =

ω-lim
(

dist2
X′i

(x′i, y
′
i) + dist2

X′′i
(x′′i , y

′′
i )
)

=

ω-limdist2
X′i

(x′i, y
′
i) + ω-limdist2

X′′i
(x′′i , y

′′
i ) = dist2

X′ω
(x′ω, y

′
ω) + dist2

X′′ω
(x′′ω, y

′′
ω).

Lemma follows. �

10.5. Completeness of ultralimits and incompleteness of ultrafilters

So far, our discussion of ultralimits did not depend on the nature of the set I
and the ultrafilter ω (as long as the latter was non-principal). In this section we
discuss the question of completeness of ultralimits of families of metric spaces. It
turns out that the answer depends on the ultrafilter.

Definition 10.56. An ultrafilter ω is called countably complete if it is closed
under countable intersections.

Each principal ultrafilter is obviously countably complete. (In fact, a principal
ultrafilter is closed under arbitrary intersections.) On the other hand, as we will
see soon, any non-principal ultrafilter on a countable set is countably incomplete,
and, hence, for the purposes of Geometric Group Theory, countably complete ul-
trafilters are irrelevant. Existence of countably complete non-principal ultrafilters
is unprovable in ZFC, we refer the refer to [Kei10] for details and references.

Below is a characterization of complete ultrafilters that we will need.

Lemma 10.57. The following are equivalent for an ultrafilter ω on a set I:
1. ω is countably incomplete.
2. There exists a map ν : I → N, which sends ω to a non-principal ultrafilter,

ν(ω), i.e. for each finite subset S ⊂ N the preimage of S under ν is ω-large.

Proof. 1. Suppose that ω is countably incomplete and, hence, there exists
a sequence (Jn) of ω-large subsets of I with intersection J not in ω. By taking
finite intersections of the sets Jn, we can assume that the sequence Jn is strictly
decreasing:

J1 ⊃ J2 ⊃ J3 ⊃ . . .
We define the following function ν : I → N ∪ {∞}:

For each i ∈ I we let ν(i) denote the supremum of the set

{n : i ∈ Jn}.
If this set is empty, we, of course, have ν(i) = 1; if this set is unbounded, ν(i) =∞.
Clearly, ν−1(∞) = J is not ω-large. If there exists a finite subset [1, n] ⊂ N
such that K = ν−1([1, n]) is ω-large, then K is disjoint from Jn+1, which is a
contradiction. Hence, ν(ω) is a non-principal ultrafilter.

2. Suppose there exists a map ν : I → N which sends ω to a non-principal
ultrafilter. Then for each interval [n,∞) ⊂ N, the preimage ν−1([n,∞)) is ω-
large. The intersection of these preimages is empty and, hence, ω is countably
incomplete. �
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Corollary 10.58. Any non-principal ultrafilter on a countable set is countably
incomplete.

Countably complete ultrafilters behave essentially like principal ultrafilters, as
far as convergence in metric spaces is concerned:

Lemma 10.59. Suppose that X is a first countable Hausdorff topological space
and (xi)i∈I is an indexed family in X which ω-converges to some x ∈ X. Then the
family (xi)i∈I is ω-constant:

ω({i ∈ I : xi = x}) = 1.

Proof. Consider a countable basis of topology Un at the point x. Then for
each n,

ω({i : xi ∈ Un}) = 1.

Since the intersection J of the sets {i : xi ∈ Un} is still ω-large and X is Hausdorff,
we conclude that for ω-all i’s, xi = x. �

Corollary 10.60. Suppose that ω is countably complete. Then for each family
(Xi, ei)i∈I of pointed metric spaces, the ultralimit ω-lim(Xi, ei) is isometric to the
pointed ultraproduct (∏

i∈I
(Xi, ei)

)
/ω.

In particular, the constant ultralimit (X, e)i∈I of an incomplete metric space X is
still incomplete.

Thus, countably complete ultrafilters lead to incomplete ultralimits. We now
turn to countably incomplete ultrafilters. The reader interested only in Geometric
Group Theory applications, can safely assume here that the index set I is countable.

Lemma 10.61. Let (Yi)i∈I be a family of of metric spaces, and for every i let
Xi be a dense subset in Yi. Then for every countably incomplete ultrafilter ω on
I, the natural isometric embedding of the ultralimit ω-limiXi into the ultralimit
Yω = ω-limi Yi is surjective. In particular, this holds when Yi = X̂i, the metric
completion of Xi.

Proof. We first give a proof in the case when I is countable, since it is based on
a diagonal subsequence argument probably familiar to the reader. We will identify
I with the set of the natural numbers N and consider a point yω ∈ Yω and the
corresponding indexed family (yi)i∈I . By density of Xi in Yi, for each i there exists
a sequence (xin)n∈N in Xi whose limit is yi. For each i we choose ni such that for
xi := xini ,

distYi(xi, yi) <
1

i
.

It follows that
ω-limdistYi(xi, yi) = 0

and, hence, (xi) = (yi) in Yω.
Suppose now that ω is a general countably incomplete ultrafilter and ν : I → N

is a mapping which sends ω to a non-principal ultrafilter on N. For each i choose
xi ∈ Xi such that

distYi(xi, yi) <
1

ν(i)
.
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(Here we are using the AC!) Since ν(ω) is a non-principal ultrafilter on N,

ω-lim
1

ν(i)
= 0,

hence,
ω-limdistYi(xi, yi) = 0

as well. We again conclude that (xi) = (yi) in Yω. �
Exercise 10.62. Let Y be a proper metric space, take a subset X ⊂ Y

equipped with the restriction metric. Then for each countably incomplete ultrafil-
ter ω, the constant ultralimit ω-lim(X, e) is naturally isometric to (X̄, e), where X̄
is the closure of X in Y . Hint: Use Exercise 10.44.

In the next proposition, we make no assumptions about completeness of the
ultrafilter ω:

Proposition 10.63. Every based ultralimit ω-limi(Xi, ei) of a family of com-
plete metric spaces is a complete metric space.

Proof. We will prove that every Cauchy sequence (x(k)) in Xω,e contains a
convergent subsequence, this will imply that (x(k)) converges as well. We select a
subsequence (which we again denote (x(k))) such that

distω

(
x(k), x(k+1)

)
<

1

2k
.

Equivalently,

ω-lim
i

disti

(
x

(k)
i , x

(k+1)
i

)
<

1

2k
,

which implies that

disti

(
x

(k)
i , x

(k+1)
i

)
<

1

2k
, ω − a.s.,

i.e. for every k the following set is ω-large:

Ik =

{
i ∈ I ; disti

(
x

(k)
i , x

(k+1)
i

)
<

1

2k

}
.

We can assume that Ik+1 ⊆ Ik, otherwise we replace Ik+1 with Ik+1 ∩ Ik. Thus, we
obtain a nested sequence of subsets Ik in I:

I1 ⊃ I2 ⊃ I3 ⊃ . . . .

Case 1. Assume first that the intersection J :=
⋂
k>1 Ik of these subsets is

also ω-large. (This will be always the case is ω is countably complete.)
For every i ∈ J the sequence

(
x

(k)
i

)
is Cauchy, therefore, since the space Xi is

complete, this sequence converges to some yi ∈ Xi. The inequalities

disti

(
x

(k)
i , x

(k+1)
i

)
<

1

2k
, k ∈ N ,

imply that for every m > k,

disti

(
x

(k)
i , x

(m)
i

)
<

1

2k−1
.

The latter gives, by taking the limit as m→∞, that

disti

(
x

(k)
i , yi

)
6 1

2k−1
.
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Hence,

distω

(
x(k) , yω

)
6 1

2k−1
,

for yω = ω-lim yi . We have, thus, obtained a limit yω of the sequence
(
x(k)

)
.

Case 2. Assume now that ω (J) = 0 . Since for every k > 1 we have that

Ik = J t
∞⊔
j=k

(Ij \ Ij+1)

and ω(Ik) = 1, it follows that

ω

 ∞⊔
j=k

(Ij \ Ij+1)

 = 1 .

We define subsets

Jk :=

∞⊔
j=k

(Ij \ Ij+1) ⊂ I.

We claim that the limit point of the sequence (x(k)) is yω = (yi) ∈ Yω, where
yi = x

(k)
i whenever i ∈ Ik \ Ik+1. This defines yi for all i ∈ J1. We extend this

definition to the rest of I arbitrarily: Values taken on ω-small sets of indices i ∈ I
do not matter.

For every

i ∈ Jk =

∞⊔
j=k

(Ij \ Ij+1)

there exists j > k such that i ∈ Ij \ Ij+1 . By the definition, yi = x
(j)
i .

Since
i ∈ Ij ⊆ Ij−1 ⊆ · · · ⊆ Ik+1 ⊆ Ik

we may write

disti

(
x

(k)
i , yi

)
6 disti

(
x

(k)
i , x

(k+1)
i

)
+ · · ·+ disti

(
x

(j−1)
i , x

(j)
i

)
6

1

2k
+

1

2k+1
+ · · ·+ 1

2j−1
6 1

2k
1

1− 1
2

=
1

2k−1
.

Thus, we have

distω

(
x(k), yω

)
6 1

2k−1
,

which implies that the sequence x(k) indeed converges to yω . �
Corollary 10.64. Suppose that ω is a countably incomplete ultrafilter (e.g.,

I is countable). Then:
1. The ultralimit ω-lim(Xi, ei) of any family of based metric spaces (Xi, ei)i∈I

is complete.
2. For each family Ai ⊂ Xi of subsets, the ultralimit Aω ⊂ Xω is a closed

subset.

Proof. This is a combination of Lemma 10.61 with Proposition 10.63. �
Thus, (countably) incomplete ultrafilters, lead to metric completeness of ultra-

limits.
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Example 10.65. Let (Hi)i∈N be a sequence of Hilbert spaces and let Yi =
S(0, Ri) ⊂ Hi be metric spheres of radii Ri diverging to infinity. Then for each non-
principal ultrafilter ω and choice of base-points yi ∈ Yi, the ultralimit ω-lim(Yi, yi)
is isometric to a Hilbert space. Indeed, in view of the Example 10.47, if we fix
n and let Σi denote the intersection of Yi with an n-dimensional subspace in Hi
containing yi, then ω-lim(Σi, yi) ∼= En−1. It follows that Yω is a complete (see
Proposition 10.63) geodesic metric space such that:

1. Each finite subset of Yω is isometric to a subset of a Euclidean space.
2. For each geodesic segment xy ⊂ Yω there exists a complete geodesic in Yω

containing xy.
Combining the first property with Theorem 2.90, we conclude that there exists

an isometric embedding φ : Yω → H, where H is a Hilbert space. Without loss of
generality, we may asume that φ(yω) = 0. Since Yω is a geodesic metric space and
H is uniquely geodesic with geodesics given by line segments, the image φ(Yω) is
a convex subset of H. Furthermore, the second property mentioned above implies
with each point y 6= 0, the subset φ(Yω) contains the line Ry ⊂ H. It follows that
φ(Yω) is a linear subspace V in H. Completeness of V follows from that of Yω.

10.6. Asymptotic cones of metric spaces

The concept of an asymptotic cone was first introduced in the Geometric Group
Theory by van den Dries and Wilkie in [dDW84], although its version for groups of
polynomial growth was already used by Gromov in [Gro81a], who used Gromov-
Hausdorff convergence as a tool. Asymptotic cones (and ultralimits) for general
metric spaces were defined by Gromov in [Gro93]. The idea is to construct, for
a metric space (X,dist), its “image” seen from “infinitely far.” More precisely, one
defines the notion of a limit of a sequence of metric spaces (X, εdist), ε > 0, as
ε→ 0.

Let (X, dX) be a metric space and ω be a non-principal ultrafilter on I. For
each positive real number λ we define the new metric space λX = (X,λdX) by
rescaling the metric dX . Suppose that we are given a family λ = (λi)i∈I of positive
real numbers indexed by I such that ω-limλi = 0 and a family e = (ei)i∈I of base-
points ei ∈ X indexed by I. Given this data, the asymptotic cone Coneω(X, e,λ)
of X is defined as the based ultralimit of rescaled copies of X:

Coneω(X, e,λ) := ω-lim
i

(λi ·X, ei).

For a family of points (xi)i∈I in X, the corresponding subset in the asymp-
totic cone Coneω(X, e,λ), which is either a one-point set, or the empty set if
ω-limλidist(xi, ei) =∞, is denoted by ω-limxi .

The family λ = (λi)i∈I is called the scaling family. When either the scal-
ing family or the family of base-points are irrelevant, they are omitted from the
notation.

Thus, to each metric space X we attach a collection of metric spaces Cones(X)
consisting of all asymptotic cones Coneω(X, e,λ) of X, that is of all the “images of
X seen from infinitely far.” The first questions to ask are: How large is the collection
Cones(X) for specific metric spaces X, and what features of X are inherited by the
metric spaces in Cones(X).

An asymptotic cone of a finitely generated group is the asymptotic cone of this
group regarded as a metric space, where we use the word metric defined by the
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given finite generating set. As we will see below, the bi-Lipschitz homeomorphism
class of such asymptotic cone is independent of the generating set and the choice
of base-points, but does depend on the ultrafilter ω and the scaling family λ.

We begin by noting that the choice of base-points is irrelevant for spaces that
are quasihomogeneous:

Exercise 10.66. [See also Proposition 10.72.] When the space X is quasiho-
mogeneous, all cones defined by the same fixed ultrafilter ω and sequence of scaling
constants λ, are isometric.

Another simple observation is:

Remark 10.67. Let α be a positive real number. The map

Iα : Coneω(X, e,λ)→ Coneω (X, e, αλ) , Iα(ω-limxi) = ω-limxi

is a similarity: It multiplies all the distances by the factor α. Thus, for a fixed
metric space X, the collection of asymptotic cones Cones(X) is stable with respect
to rescaling of the metric on X.

In particular, since the Euclidean space En is proper, homogeneous and self-
similar (En is isometric to αEn for each α > 0), it follows that

Coneω En ∼= En.

The same applies to all finite-dimensional normed vector spaces (V, ‖ · ‖):
Coneω(V, ‖ · ‖) ∼= (V, ‖ · ‖).

Lemmata 10.55 and 10.51 imply that asymptotic cones preserve direct product
decompositions of metric spaces and geodesic metric spaces:

Corollary 10.68. (1) Coneω(X × Y ) = Coneω(X)× Coneω(Y ).
(2) The asymptotic cone of a geodesic space is a geodesic space.

Definition 10.69. Given a family (Ai)i∈I of subsets of (X,dist), we denote
either by ω-limAi or by Aω the subset of Coneω(X, e,λ) that consists of all the
elements ω-limxi such that xi ∈ Ai ω–almost surely. We call ω-limAi the limit set
of the family (Ai)i∈I .

Note that if ω-limλidist(ei, Ai) =∞ then the set ω-limAi is empty.

Proposition 10.70 (Van den Dries and Wilkie, Proposition 4.2 in [dDW84]).
If ω is countably incomplete (e.g., the index set I is countable) then:

(1) Any asymptotic cone (with respect to ω) of a metric space is complete.

(2) For each family Ai ⊂ Xi, the limit set ω-limAi is a closed subset of
Coneω(X, e,λ).

Proof. This is an immediate consequence of Proposition 10.63. �
In Definition 10.50 we introduced the notion of limit geodesics in the ultralimit

of a sequence of metric spaces. Let γi : [ai, bi] → X be a family of geodesics with
the limit geodesic γω in Coneω(X, e,λ).

Exercise 10.71. Show that the image of γω is the limit set of the sequence of
images of the geodesics γi.
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We saw earlier that geodesics in the ultralimit may fail to be limit geodesics.
However, in our example, we took a sequence of metric spaces which were not
geodesic. It turns out that, in general, there exist geodesics in Coneω(X, e,λ) that
are not limit geodesic, even when X is the Cayley graph of a finitely generated
group with a word metric. An example of this can be found in [Dru09].

Suppose that X is a metric space and G ⊂ Isom(X) is a subgroup. Given a
non-principal ultrafilter ω consider the ultraproduct Gω =

∏
i∈I G/ω. For a family

of positive real numbers λ = (λi)i∈I such that ω-limλi = 0 and a family of base-
points e = (ei) in X, let Coneω(X, e,λ) be the corresponding asymptotic cone. In
view of Lemma 10.48, the group Gω acts isometrically on the ultralimit

U := ω-lim(λi ·X).

Let Gωe ⊂ Gω denote the stabilizer in Gω of the component Coneω(X, e,λ) ⊂ U .
In other words,

Gωe = {(gi)ω ∈ Gω : ω-limλidist(gi(ei), ei) <∞}.
There is a natural homomorphism Gωe → Isom(Coneω(X, e,λ)). Observe also that
if (ei) is a bounded family in X then the group G has a diagonal embedding into
Gωe .

Proposition 10.72. Suppose that G ⊂ Isom(X) and the action G y X
is cobounded. Then for every asymptotic cone Coneω(X, e,λ) the action Gωe y
Coneω(X, e,λ) is transitive. In particular, Coneω(X, e,λ) is a homogeneous met-
ric space.

Proof. Let D < ∞ be such that G · x is a D-net in X. Given two indexed
families (xi), (yi) of points in X, there exists an indexed family (gi) of elements of
G such that

dist(gi(xi), yi) 6 2D.

Therefore, if gω := (gi)
ω ∈ Gω, then gω(ω-limi xi) = ω-limi yi. Hence the action

Gω y U = ω-lim
i

(λi ·X)

is transitive. It follows that the action Gωe y Coneω(X, e,λ) is transitive as well.
�

Exercise 10.73. 1. Construct an example of a metric space X, a bounded se-
quence (ei) and an asymptotic cone Coneω(X, e,λ) so that for the isometry group
G = Isom(X) the action Gωe y Coneω(X, e,λ) is not effective, i.e. the homomor-
phism

Gωe → Isom (Coneω(X, e,λ))

has non-trivial kernel. Construct an example when the kernel of the above homo-
morphism contains the entire group G embedded diagonally in Gωe .

2. Show that Ker(G→ QI(X)) is contained in Ker(G→ Isom(Xω)).

Suppose thatX admits a cocompact discrete action of a subgroupG < Isom(X).
The problem of how large the class of spaces Cones(X) can be, that is the problem
of the dependence of the topological/metric type of Coneω(X, e,λ) on the ultra-
filter ω and the scaling sequence λ, is, in general, quite hard. In some special
cases, it is related to the Continuum Hypothesis (the hypothesis stating that there
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is no cardinal number between ℵ0 and 2ℵ0). Consider, for concreteness, the group
SL(n,R), n > 3, equipped with a fixed left-invariant metric.

Kramer, Shelah, Tent and Thomas have shown in [KSTT05] that:

(1) If the Continuum Hypothesis (CH) is not true then the group SL(n,R),
n > 3, has 22ℵ0 non-homeomorphic asymptotic cones.

(2) If the CH is true then all asymptotic cones of SL(n,R), n > 3, are iso-
metric. Moreover, under the same assumption, a finitely generated group
(with a fixed finite generating set) has at most continuum of non-isometric
asymptotic cones.

Moreover, according to Theorem 1.4 in Blake Thornthon’s PhD thesis [Tho02]:

Theorem 10.74. Assuming CH, if X is a non-positively curved symmetric
space then all asymptotic cones of X are isometric to each other, i.e. up to isom-
etry asymptotic cones are independent of the scaling sequence and the choice of a
nonprincipal ultrafilter.

The case of SL(2,R) was settled independently of the CH by A. Dyubina–
Erschler and I. Polterovich (see Theorem 11.174).

Chronologically, the first non-trivial example of metric space X such that the
set Cones(X) contains very few elements (up to bilipschitz homeomorphisms) is
that of virtually nilpotent groups, and is due to P. Pansu, see Theorem 16.28.

C. Druţu and M. Sapir constructed in [DS05b] an example of two-generated
and recursively presented (but not finitely presented) group with continuum of
pairwise non-homeomorphic asymptotic cones. The construction is independent
of the Continuum Hypothesis. The example can be adapted so that at least one
asymptotic cone is a real tree.

Note that if a finitely presented group G has one asymptotic cone which is a
real tree, then the group is hyperbolic and hence every asymptotic cone of G is a
real tree, see Theorem 11.170.

Historical remarks. The first instance (that we are aware of) where asymp-
totic cones of metric spaces were defined is the 1966 paper [BDCK66], where this
is done in the context of normed vector spaces. Their definition, though, works for
all metric spaces.

On the other hand, Gromov introduced the modified Hausdorff distance (see
Section 8.1 for a definition) and the corresponding limits of sequences of pointed
metric spaces in his work on groups of polynomial growth [Gro81a]. This approach
is no longer appropriate in the case of more general metric spaces, as we will explain
below.

Firstly, the modified Hausdorff distance does not distinguish between a space
its dense subset, therefore in order to have a well defined limit one has to require a
priori for the limit be complete.

Secondly, if a pointed sequence of proper geodesic metric spaces (Xn,distn, xn)
converges to a complete geodesic metric space (X,dist, x) in the modified Hausdorff
distance, then the limit space X is proper. Indeed given a ball B(x,R) in X, for
every ε there exists an n such that B(x,R) is at Hausdorff distance at most ε
from the ball B(xn, R) in Xn. From this and the fact that all spaces Xn are
proper it follows that for every sequence (yn) in B(x,R) and every ε there exists
a subsequence of (yn) of diameter 6 ε. A diagonal argument and completeness of
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X allow to conclude that (yn) has a convergent subsequence, and therefore that
B(x,R) is compact.

In view of Theorem 10.46, for a proper geodesic metric space (X,dist), the ex-
istence of a sequence of pointed metric spaces of the form (X,λndist, en) convergent
in the modified Hausdorff metric, implies the existence of proper asymptotic cones.
On the other hand, if X is, for instance, the hyperbolic plane or a non-elementary
hyperbolic group, no asymptotic cone of X is proper, see Theorem 11.174. There-
fore, in such a case, the sequence (X, 1

ndist) has no subsequence convergent with
respect to the modified Hausdorff metric.

10.7. Ultralimits of asymptotic cones are asymptotic cones

In this section we show that ultralimits of asymptotic cones are asymptotic
cones, following [DS05b]. To this end, we first describe a construction of ultra-
filters on Cartesian products that generalizes the standard notion of product of
ultrafilters, as defined in [She78, Definition 3.2 in Chapter VI]. In what follows,
we view ultrafilters as in Definition 10.19. Throughout the section, ω will denote
an ultrafilter on a set I and µ = (µi)i∈I a family, indexed by I, of ultrafilters on a
set J .

Definition 10.75. We define a new ultrafilter ωµ on I ×J such that for every
subset A in I × J , ωµ(A) is equal to the ω–measure of the set of all i ∈ I such that
µi(A ∩ ({i} × J)) = 1.

Lemma 10.76. ωµ is an ultrafilter over I × J .
Proof. It suffices to prove that ωµ is finitely additive and that it takes the

zero value on finite sets.
We first prove that ωµ is finitely additive, using the fact that ω and µi are

finitely additive. Let A and B be two disjoint subsets of I × J . Fix an arbitrary
i ∈ I. The sets A ∩ ({i} × J) and B ∩ ({i} × J) are disjoint, hence

µi((A ∪B) ∩ ({i} × J)) = µi(A ∩ ({i} × J)) + µi(B ∩ ({i} × J)).

The finite additivity of ω implies that

ωµ(A tB) = ωµ(A) + ωµ(B).

Also, given a finite subset A of I × J , ωµ(A) = 0. Indeed, since the set of i’s
for which µi(A ∩ ({i} × J)) = 1 is empty, ωµ(A) = 0 by definition. �

Lemma 10.77 (double ultralimit of real numbers). For every doubly indexed
family of real numbers αij, i ∈ I, j ∈ J we have that

(10.4) ωµ- limαij = ω-lim (µi-limjαij) ,

where the second limit on the right hand side is taken with respect to j ∈ J .
Proof. Let a be the limit ωµ-limαij . For every neighborhood U of a,

ωµ {(i, j) | αij ∈ U} = 1⇔
ω {i ∈ I | µi {j | αij ∈ U} = 1} = 1 .

This implies that

ω
{
i ∈ I | µi-limjαij ∈ U

}
= 1 ,
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which, in turn, implies that

ω-lim(µi-limjαij) ∈ U .
This holds for every neighborhood U of a ∈ R∪{±∞}. Therefore, we conclude

that
ω-lim(µi-lim αij) = a.

�

Lemma 10.77 implies a similar result for ultralimits of spaces.

Proposition 10.78 (double ultralimit of spaces). Let (Xij ,distij) be a doubly
indexed sequence of metric spaces, (i, j) ∈ I × J , and let e = (eij) be a doubly
indexed sequence of points eij ∈ Xij. We denote by ei the sequence (eij)j∈J .

Then the map

(10.5) ωµ-lim (xij) 7→ ω-lim (µi-limxij) ,

is an isometry from
ωµ- lim(Xij , eij)

onto
ω- lim (µi- lim (Xij , eij) , e

′
i)

where, e′i = µi- lim eij.

Corollary 10.79 (ultralimits of asymptotic cones are asymptotic cones). Let
X be a metric space. Consider double indexed families of points e = (eij)(i,j)∈I×J
in X and of positive real numbers λ = (λij)(i,j)∈I×J such that

µi-limjλij = 0

for every i ∈ I. Let Coneµi (X, (eij), (λij)) be the corresponding asymptotic cone of
X. The map

(10.6) ωµ-lim (xij) 7→ ω-lim (µi-lim (xij)) ,

is an isometry from Coneωµ(X, e,λ) onto

ω-lim (Coneµi (X, (eij), (λij)) , µi-limeij) .

Proof. The statement follows from Proposition 10.78. The only thing to be
proved here is that

ωµ-limλij = 0

Let ε > 0. For every i ∈ I we have that

µi-limλij = 0,

whence,
µi {j ∈ I | λij < ε} = 1 .

It follows that
{i ∈ I | µi {j ∈ I | λij < ε} = 1} = I,

therefore, the ω-measure of this set is 1. We conclude that

ωµ {(i, j) ∈ I × J | λij < ε} = 1. �
Corollary 10.80. Let X be a metric space. The collection of all asymptotic

cones of X is stable with respect to rescaling, ultralimits and taking asymptotic
cones.
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Proof. It is an immediate consequence of Corollary 10.79 and Remark 10.67.
�

Corollary 10.81. Let X,Y be metric spaces such that all asymptotic cones
of X are isometric to Y . Then all asymptotic cones of Y are isometric to Y .

This, in particular, implies that the following are examples of metric spaces
isometric to all their asymptotic cones.

Examples 10.82. (1) The 2ℵ0–universal real tree TC , according to The-
orem 11.174.

(2) A non-discrete Euclidean building that is the asymptotic cone of SL(n,R),
n > 3, under the Continuum Hypothesis, according to [KSTT05] and
[KL98b].

(3) A graded nilpotent Lie group with a Carnot–Caratheodory metric, ac-
cording to Theorem 16.28 of P. Pansu.

10.8. Asymptotic cones and quasiisometries

The following simple lemma shows why asymptotic cones are useful in studying
quasiisometries, since they become bi-Lipschitz maps of asymptotic cones, and the
latter maps are much easier to handle. It is a direct generalization of Lemma 10.48
on functoriality of ultralimits with respect to isometries.

Lemma 10.83. Let (X, ei), (X
′, e′i) be pointed metric spaces, and let λ = (λi)

be a scaling family. Define the asymptotic cones

Xω = Coneω(X, (ei),λ), X ′ω = Coneω(X ′, (e′i),λ).

Then the following holds for every family of (L,A)-coarse Lipschitz maps fi : X →
X ′, satisfying

ω-lim d(fi(ei), e
′
i) <∞ :

1. The ultralimit fω : Xω → X ′ω of the family (fi),

fω((xi)) := (fi(xi)),

is L-Lipschitz.
2. If fi is an (L,A)-quasiisometric embedding, then fω is an L-bi-Lipschitz

embedding.
3. The correspondence Φω : (fi) 7→ fω is functorial:

Φω : (gi ◦ fi) 7→ gω ◦ fω.
4. If X = X ′ and fi’s have uniformly bounded displacement, i.e. for ω-all i,

dist(fi(x), x)) 6 A, ∀x ∈ X,
then fω = IdX .

5. If each fi is an (L,A)-quasiisometry, then fω is an L-bi-Lipschitz homeo-
morphism.

Proof. 1. We have the inequalities:
1

λi
dist(fi(xi), fi(yi)) 6 L

1

λi
dist(xi, yi) +

A

λi
.

Passing to the ω–limit, we obtain

distω(fω(xω), fω(yω)) 6 L distω(xω, yω).
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where xω = (xi), yω = (yi). Thus, fω is L-Lipschitz.
2. In this case we also have the inequalities

L−1 1

λi
dist(xi, yi)−

A

λi
6 1

λi
dist(fi(xi), fi(yi)),

which, after passing to the ultralimit, become

L−1distω(xω, yω) 6 distω(fω(xω), fω(yω)).

Thus, fω is an L-bi-Lipschitz embedding.
Parts 3 and 4 are clear. Part 5 follows from 1, 3 and 4. �
One may ask if a converse to this lemma is true, for instance: Does the existence

of a (coarse Lipschitz) map between metric spaces that induces bi-Lipschitz maps
between asymptotic cones imply quasiisometry of the original metric spaces? We
say that two spaces are asymptotically bi-Lipschitz if the latter holds. (This notion
is introduced in [dC11].) See Remark 16.29 for an example of asymptotically bi-
Lipschitz spaces which are not quasiisometric to each other.

Here is an example of application of asymptotic cones to the study of quasi-
isometries.

Lemma 10.84. Suppose that X = En or R+ and f : X → X is an (L,A)–
quasiisometric embedding. Then f is a quasiisometry, furthermore, NC(f(X)) =
X, for some C = C(L,A).

Proof. We will give a proof in the case of En as the other case is analogous.
Suppose that the assertion is false, i.e. there is a sequence of (L,A)–quasiisometric
embeddings fi : En → En, sequence of real numbers ri diverging to infinity and
points yi ∈ En such that dist(yi, f(En)) = ri. Let xi ∈ En be a point such that
dist(f(xi), yi) 6 ri + 1. Using xi, yi as base-points on the domain and range for
fi, rescale the metrics on the domain and the range by λi = 1

ri
and take the

corresponding ultralimits. In the limit we get a bi-Lipschitz embedding

fω : En → En,

whose image misses the point yω ∈ En. However each bi-Lipschitz embedding
of Euclidean spaces is necessarily proper, therefore, by the invariance of domain
theorem, the image of fω is both closed and open. Contradiction. �

Remark 10.85. Alternatively, one can prove the above lemma (without using
ultralimits) as follows: Approximate f by a continuous mapping g. Then, since g
is proper, it has to be onto.

Corollary 10.86. En is quasiisometric to Em if and only if n = m.

On the other hand, one cannot use ultralimits (at least directly) to prove that
hyperbolic spaces of different dimensions are not quasiisometric to each other: All
their ultralimits are isometric to the same universal real tree.

10.9. Assouad–type theorems

In this section we prove Assouad’s Theorem (and some of its generalizations)
stating that the problem of embedding a space into one of the spaces from a specific
collection C can be decided by looking at finite subspaces, provided that both the
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type of embedding considered and the collection C are stable with respect to ultra-
limits. The arguments in this section were inspired by arguments in [BDCK66,
Troisième partie, §2, pp. 252].

Definition 10.87. Consider a class C of metric spaces. We say that C is
stable with respect to ultralimits if for every set of indices I, every nonprincipal
ultrafilter ω on I, every collection (Xi,disti)i∈I of metric spaces in C and every sets
of base-points (ei)i∈I with ei ∈ Xi, the ultralimit ω-lim(Xi, ei,disti) is isometric to
a metric space in C .

We say that C is stable with respect to rescaled ultralimits if for every choice
of I, ω, (Xi,disti)i∈I and (ei)i∈I as above, and, moreover, every indexed set of
positive real numbers (λi)i∈I , the ultralimit of rescaled spaces ω-lim(Xi, ei, λidisti)
is isometric to a metric space in C .

Note that in this definition we are not making any assumptions about the limits
ω-limλi; in particular, they are allowed to be zero and ∞.

Example 10.88. The class of CAT (0) spaces is stable with respect to rescaled
ultralimits.

Since in a normed vector space V the scaling x 7→ λx, λ ∈ R+, scales the metric
by λ, the metric space (V, λdist) is isometric to (V,dist), where dist(u, v) = ‖u−v‖.
Therefore, taking rescaled ultralimits of normed spaces is the same as taking their
ultralimits. Since ultralimits of families of complete metric spaces are complete, we
conclude that the class of Banach spaces is stable under ultralimits. In section 19.1
we will prove that the classes of Hilbert spaces and of abstract Lp-spaces are stable
under ultralimits.

In what follows we consider two continuous functions ρ± : R+ → R+ as in
Definition 8.25 of coarse embeddings, i.e. such that ρ−(x) 6 ρ+(x) for every x ∈
R+ , and such that both functions have limit +∞ at +∞.

Theorem 10.89. Let C be a collection of metric spaces stable with respect to
ultralimits.

A metric space (X,dist) has a (ρ−, ρ+)–embedding into some space Y in C if
and only if every finite subset of X has a (ρ−, ρ+)–embedding into some space in C.

Proof. The direct implication is obvious, we will prove the converse. Let
(X,dist) be a metric space such that for every finite subset F in X endowed
with the induced metric, there exists a (ρ−, ρ+)–embedding ϕF : F → YF , where
(YF , distF ) is a metric space in C . We fix a base-point e in X. In every finite
subset of X we fix a base-point eF , such that eF = e whenever e ∈ F , and we
denote ϕF (eF ) by yF .

Let I be the collection of all finite subsets of X. Let B be the collection of
subsets of I of the form IF = {F ′ ∈ I | F ⊆ F ′} , where F is a fixed element of I.
Then B is the base of a filter. Indeed:

1. IF1
∩ IF2

= IF1∪F2
.

2. For every F , IF contains F and, hence, is non-empty.
3. I = I∅ ∈ B .
Therefore, it follows from Exercise 10.9 and the Ultrafilter Lemma 10.18 that

there exists an ultrafilter ω on I such that for every finite subset of F ⊂ X, ω(IF ) =
1.
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Consider the ultralimitsXω = ω-lim(X, e, dist) and Yω = ω-lim(YF , yF , distF ).
By hypothesis, the space (Yω, yω,distω) belongs to the class C.

We have the diagonal isometric embedding ι : X → Xω, ι(x) = xω. Set
X0
ω := ι(X). We define a map

ϕω : X0
ω → Yω

by ϕω(xω) := ω-lim zF , where zF = ϕF (x) whenever x ∈ F , and zF = yF when
x 6∈ F .

Let us check that ϕω is a (ρ−, ρ+)–embedding. Consider two points xω, x′ω in
X0
ω. Recall that ω(I{x,x′}) = 1 by the definition of ω . Therefore, if ϕω(xω) =

ω-lim zF and ϕω(x′ω) = ω-lim z′F , then ω-almost surely zF = ϕF (x) and z′F =
ϕF (x′). Hence, ω-almost surely

ρ−(dist(x, x′)) 6 distF (zF , z
′
F ) 6 ρ+(dist(x, x′)) .

By passing to the ultralimit we obtain

ρ−(dist(x, x′)) 6 distω (ϕω(xω) , ϕω(x′ω)) 6 ρ+(dist(x, x′)) .

�
The following result first appeared in [BDCK66, Troisième partie, §2, pp.

252].

Corollary 10.90. Let p be an real number in [1,∞). A metric space (X,dist)
has a (ρ−, ρ+)–embedding into an Lp–space if and only if every finite subset of X
has such a (ρ−, ρ+)–embedding.

Corollary 10.91 (Assouad’s Theorem [WW75], Corollary 5.6). Let p be a
real number in [1,∞). A metric space (X,dist) has an isometric embedding into an
Lp–space if and only if every finite subset of X has such an isometric embedding.

Note that the same statement holds if one replaces “isometry” by “(L,C)–quasi-
isometry”, with fixed L > 1 and C > 0.

It may now be the right place to explain the importance of coarse embeddings.
This increased when G. Yu, following a suggestion of Gromov [Gro93], proved in
[Yu00] that every discrete metric space which embeds coarsely into a Hilbert space
satisfies the Coarse Baum-Connes Conjecture. In particular, if the considered space
is a finitely generated group with a word metric, its coarse embeddability into a
Hilbert space implies the Novikov Conjecture. This latter result has been later
extended to groups with a coarse embedding into special kinds of Banach spaces
by Kasparov and Yu [KY12].

When introducing the notion of coarse embedding, Gromov asked if every sep-
arable metric space coarsely embeds in a Hilbert space [Gro93, p.218]. Following
a counter-example to this initial question due to Dranishnikov, Gong, Lafforgue
and Yu [DGLY02], M. Gromov noted that an obstruction to non-embeddability
might be the presence of graphs with expanding properties [Gro00]. Later on,
he constructed an infinite finitely generated group with a Cayley graph in which
a family of expanders are coarsely embedded [Gro03] (see also [AD]). Gromov’s
construction has been improved recently by D. Osajda, who constructed finitely
generated groups with a family of expanders isometrically embedded into one of
their Cayley graphs [Osa14].
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CHAPTER 11

Gromov–hyperbolic spaces and groups

The goal of this chapter is to review basic properties of δ-hyperbolic spaces
and word-hyperbolic groups, which are far-reaching generalizations of the real-
hyperbolic space Hn and of groups acting geometrically on Hn. The advantage
of δ-hyperbolicity is that it can be defined in the context of arbitrary metric spaces
which need not even be geodesic. These spaces were introduced in the seminal essay
by Mikhael Gromov on hyperbolic groups [Gro87], although ideas of combinatorial
curvature and (in retrospect) hyperbolic properties of finitely generated groups are
much older. These ideas go back to work of Max Dehn (Dehn algorithm for the
word problem in hyperbolic surface groups), Martin Grindlinger (small cancelation
theory), Alexandr Ol′shanskĭı (who used what we now call relative hyperbolicity
in order to construct finitely generated groups with exotic properties) and many
others.

11.1. Hyperbolicity according to Rips

We begin our discussion of δ-hyperbolic spaces with the notion of hyperbolicity
in the context of geodesic metric spaces, which (according to Gromov) is due to Ilya
(Eliyahu) Rips. This definitions will be then applied to Cayley graphs of groups,
leading to the concept of hyperbolic groups discussed later in this chapter. Rips
notion of hyperbolicity is based on the thinness properties of hyperbolic triangles
which are established in Section 4.10.

Let (X, d) be a geodesic metric space. As in Section 4.5, a geodesic triangle T
in X is a concatenation of three geodesic segments τ1, τ2, τ3 connecting the points
A1, A2, A3 (vertices of T ) in the natural cyclic order. Unlike the real-hyperbolic
space, we no longer have uniqueness of geodesics, thus T is not (in general) deter-
mined by its vertices. We define a measure of the thinness of T similar to the one
in Section 4.10 of Chapter 4.

Definition 11.1. The thinness radius of the geodesic triangle T is the number

δ(T ) := max
j=1,2,3

(
sup
p∈τj

d(p, τj+1 ∪ τj+2)

)
,

A triangle T is called δ-thin if δ(T ) 6 δ.
Definition 11.2 (Rips’ definition of hyperbolicity). A geodesic hyperbolic

space X is called δ-hyperbolic (in the sense of Rips) if every geodesic triangle
T in X is δ-thin. The infimum of all δ’s for which X is δ-hyperbolic is called the
hyperbolicity constant of X.

A space X which is δ-hyperbolic for some δ < ∞ is called Rips–hyperbolic. In
what follows, we will refer to δ–hyperbolic spaces in the sense of Rips simply as
being δ–hyperbolic.
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Below are several simple but important geometric features of δ-hyperbolic
spaces.

First of all, note that general Rips–hyperbolic metric spaces X are by no means
uniquely geodesics; the notation xy used in what follows will mean that xy is some
geodesic connecting x to y. The next lemma shows that geodesics in X between
the given pair of points are “almost unique” and justifies, to some extent, the abuse
of notation that we are committing.

Lemma 11.3 (Thin bigon property). If X is δ–hyperbolic, then all geodesics
xy, zx with d(y, z) 6 D are at Hausdorff distance at most D+δ from each other. In
particular, if α, β are geodesics connecting points x, y ∈ X, then distHaus(α, β) 6 δ.

Proof. Every point p on xy is, either at distance at distance at most δ from
xz, or at distance at most δ from yz; in the latter case p is at distance at most
D + δ from xz. �

Lemma 11.4 below is the fellow-traveling property of hyperbolic geodesics, which
sharpens the conclusion of Lemma 11.3.

Lemma 11.4 (Fellow-traveling property). Let α(t), β(t) be geodesics in a δ-
hyperbolic space X, such that α(0) = β(0) = o and d(α(t0), β(t0)) 6 D for some
t0 > 0. Then for all t ∈ [0, t0],

d(α(t), β(t)) 6 2(D + δ).

Proof. By the previous lemma, for every t ∈ [0, t0] there exists s ∈ [0, t0] so
that

d(β(t), α(s)) 6 c = δ +D.

Applying the triangle inequality, we see that

|t− s| 6 c,
hence, d(α(t), β(t)) 6 2c = 2(δ +D). �

The notion of thin triangles generalizes naturally to the concept of thin poly-
gons. A geodesic n-gon P in a metric space X is a concatenation of geodesic
segments σi, i = 1, . . . , n, connecting points pi, i = 1, . . . , n, in the natural cyclic
order. The points pi are called the vertices of the polygon P and the geodesics σi
are called the sides or the edges of P . A polygon P is called η-thin if every side of
P is contained in the η-neighborhood of the union of the other sides.

Exercise 11.5. Suppose that X is a δ-hyperbolic metric space. Show that
every n-gon in X is δ(n−2)-thin. Hint: Triangulate an n-gon P by n−3 diagonals
emanating from a single vertex. Now, use δ-thinness of triangles in X inductively.

We next improve the estimate provided by this exercise.

Lemma 11.6 (thin polygons). If X is δ–hyperbolic then, for n > 2, every
geodesic n+ 1-gon in X is ηn-thin with

ηn = δdlog2 ne.
Proof. First of all, it suffices to consider the case n = 2k, for otherwise we

add to the polygon edges of zero length until the number of sides reaches 2k + 1.
We prove the estimate on thinness of (2k+1)-gons by induction on k. For k = 1 the
statement amounts to the δ-thinness of triangles. Suppose that k is at least 2 and
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that the thinness estimate holds for all (2k−1 + 1)-gons. Take a geodesic n+ 1-gon
P with the sides τi = pipi+1, i = 0, . . . , n − 1, τ = pnp0. and consider the edge
τ = τn of P .

We subdivide P into three pieces by introducing the diagonals p0pm and pmpn,
where m = 2k−1. These pieces are two 2m + 1-gons and one triangle:

P ′ = p0p1 . . . pm, P ′′ = pmpm+1 . . . pn, T = p0pmpn.

By the induction hypothesis, the polygons P ′, P ′′ are δ(k−1)-thin, while the triangle
T is δ-thin. Therefore, τ is contained in the δ(k− 1 + 1) = δk-neighborhood of the
union of the other sides of P . �

We now give some examples of Rips–hyperbolic metric spaces.

Example 11.7. (1) Proposition 4.66 implies that Hn is δ-hyperbolic for
δ = arccos(

√
2).

(2) Suppose that (X, d) is δ-hyperbolic and a > 0. Then the metric space
(X, a ·d) is aδ-hyperbolic. Indeed, distances in (X, a ·d) are obtained from
distances in (X, d) by multiplication by a. Therefore, the same is true for
distances between the edges of geodesic triangles.

(3) Let Xκ is the model surface of curvature κ < 0 as in Section 3.11.1. Then
Xκ is δ-hyperbolic for

δκ = |κ|−1/2arccos(
√

2).

Indeed, the Riemannian metric on Xκ is obtained by multiplying the
Riemannian metric on H2 by |κ|−1. This has the effect of multiplying all
distances in H2 by |κ|−1/2. Hence, if d is the distance function on H2 then
|κ|−1/2d is the distance function on Xκ.

(4) Suppose that X is a CAT (κ)-space where κ < 0, see Section 3.11.1. Then
X is δκ-hyperbolic. Indeed, all triangles in X are thinner then triangles
in Xκ. Therefore, given a geodesic triangle T with the edges τi, i = 1, 2, 3,
and a point p1 ∈ τ1 we take the comparison triangle T̃ ⊂ Xκ and the
comparison point p̃1 ∈ τ̃1 ⊂ T̃ . Since T̃ is δκ-thin, there exists a point
p̃i ∈ τ̃i, i = 2 or i = 3, souch that d(p̃1, p̃i) 6 δκ. Let pi ∈ τi be the
comparison point of p̃i. By the comparison inequality,

d(p1, pi) 6 d(p̃1, p̃i) 6 δκ,
and, hence, T is δκ-thin. In particular, if X is a simply-connected com-
plete Riemannian manifold of sectional curvature 6 κ < 0, then X is
δκ-hyperbolic.

(5) Let X be a simplicial tree, and d be a path-metric on X. Then, by the
Exercise 3.59, X is CAT (−∞). Thus, by (4), X is δκ-hyperbolic for every
δκ = |κ|−1/2arccos(

√
2). Since

inf
κ
δκ = 0,

it follows that X is 0-hyperbolic. Of course, this fact one can easily see
directly by observing that every triangle in X is a tripod.

(6) Every geodesic metric space of diameter 6 δ <∞ is δ-hyperbolic.

Exercise 11.8. Let X be the circle of radius R in R2 with the induced path-
metric d. Thus, (X, d) has diameter πR. Show that X is πR/2-hyperbolic and is
not δ-hyperbolic for any δ < πR/2.
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Not every geodesic metric space is hyperbolic:

Example 11.9. For instance, let us verify that the Euclidean plane E2 is not
δ-hyperbolic for any δ. Pick a nondegenerate triangle T ⊂ R2. Then δ(T ) = k > 0
for some k. Therefore, if we scale T by a positive constant c, then δ(cT ) = ck.
Sending c → ∞, shows that E2 is not δ-hyperbolic for any δ > 0. More generally,
if a metric space X contains an isometrically embedded copy of E2, then X is not
hyperbolic.

Here is an example of a metric space which is not hyperbolic, but does not
contain a quasiisometrically embedded copy of E2 either. Consider the wedge X
of countably many circles Ci each given with a path-metric of the overall length
2πi, i ∈ N. We equip X with the path-metric such that each Ci is isometrically
embedded. Exercise 11.8 shows that X is not hyperbolic.

Exercise 11.10. Show that X contains no quasiisometrically embedded copy
of E2. Hint: Use coarse topology.

More interesting examples of non-hyperbolic spaces containing no quasi-isometri-
cally embedded copies of E2 are given by various solvable groups, e.g. the solvable
Lie group Sol3 and the Cayley graph of the Baumslag–Solitar group BS(n, 1), see
[Bur99].

Below we describe briefly another measure of thinness of triangles which can
be used as an alternative definition of Rips–hyperbolicity. It is also related to the
minimal size of triangles, described in Definition 9.101, consequently it is related
to the filling area of the triangle via a Besikovitch–type inequality as described in
Proposition 9.104.

Definition 11.11. For a geodesic triangle T ⊂ X with the sides τ1, τ2, τ3,
define the inradius of T to be

∆(T ) := inf
x∈X

max
i=1,2,3

d(x, τi).

In the case of the real-hyperbolic plane, as we saw in Lemma 4.65, this definition
coincides with the radius of the largest circle inscribed in T . Clearly, ∆(T ) 6 δ(T )
and

∆(T ) 6 minsize(T )

We next show that

(11.1) minsize(T ) 6 2δ(T ).

Indeed, suppose that T = T (x1, x2, x3) and the side τi of T connects xi to xi+1 (i
is taken modulo 3). Let a denote the length of τ1.

Define the continuous function

f(t) = d(τ1(t), τ2)− d(τ1(t), τ3),

it takes the value d(x1, x2) = a at t = 0 and the value −a at t = a. Therefore, by
the intermediate value theorem, there exists t1 ∈ [0, a] such that

d(τ1(t1), τ2) = d(τ1(t1), τ3) 6 δ(T ).

Taking p1 = τ1(t1) and pi ∈ τi, i = 2, 3 to be the points closest to p1, we get

d(p1, p2) 6 δ, d(p1, p3) 6 δ(T ),
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hence,
minsize(T ) 6 2δ(T ).

Hyperbolicity and combings. One might criticize Rips definition of hy-
perbolicity by observing that it is difficult to verify that the given geodesic metric
space is hyperbolic, as Rips’ definition requires one to identify geodesic segments
in the space. The notion of thin bicombing below can be used to circumvent this
problem; for instance, it was used successfully to verify hyperbolicity of the curve
complex by Bowditch in [Bow06b].

Let Γ be a connected graph with the standard metric. A combing of Γ is a
map c which associates to every pair of vertices u, v in Γ an edge-path puv in Γ
connecting u to v. A combing c is called a bicombing if puv equals pvu run in the
reverse. A combing c is said to be consistent if for every vertices u, v in Γ and
every integer subinterval [t, s] in the domain of puv, the restriction of puv to [t, s]
equals pu′,v′ , where u′ = puv(t), v

′ = puv(s). A combing is called proper if there is
a constant C such that whenever d(u, v) 6 1, we also have

length(puv) 6 C.
A bicombing is called thin it is consistent, proper and there exists a constant

δ such that for every triple of vertices u, v, w in Γ there exists a vertex x within
distance 6 δ from the images of all three paths

puv, pvw, pwu.

More generally, one defines the notion of a thin bicombing for a general metric
space X by assuming that the paths puv connecting points of X are 1-Lipschitz and
repeating the rest of the definition. It is now immediate that every Rips-hyperbolic
metric space admits a thin bicombing, namely, the one given by geodesics. Con-
versely:

Theorem 11.12. (U. Hamenstädt, [Ham07, Proposition 3.5]) If a geodesic
metric space X (or a connected graph with the standard metric) admits a thin bi-
combing, then X is Rips-hyperbolic. Furthermore, the paths puv are (L, 0)-quasigeodesic
for some L.

11.2. Geometry and topology of real trees

In this section we consider in more detail a special class of hyperbolic spaces, the
real trees. In view the Definition 3.60, a geodesic metric space is a real tree if and
only if it is 0–hyperbolic.

Lemma 11.13. If X is a real tree then any two points in X are connected by a
unique topological arc in X.

Proof. Let D = d(x, y). Consider a topological arc, i.e. a continuous injective
map α : [0, 1]→ X, x = α(0), y = α(1). Let α∗ = xy, α∗ : [0, D]→ X be a geodesic
connecting x to y. (This geodesic is unique by 0-hyperbolicity of X.) We claim
that the image of α contains the image of α∗. Indeed, we can approximate α by
piecewise-geodesic (nonembedded!) arcs

αn = x0x1 ∪ . . . ∪ xn−1xn, x0 = x, xn = y.

Since the n + 1-gon P in X, which is the concatenation of αn with yx is 0-thin,
α∗ ⊂ αn, cf. Lemma 11.6. Therefore, the image of α also contains the image
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of α∗. Consider the continuous map (α∗)−1 ◦ α : [0, D] → [0, D]. Applying the
intermediate value theorem to this function, we see that the images of α and α∗

are equal. �
Exercise 11.14. Prove the converse to this lemma: If X is a path-metric space

where any two points are connected by a unique topological arc, then X is isometric
to a real tree. In particular, if X is a path-metric space homeomorphic to a tree,
then X is isometric to a tree.

We refer the reader to [Bow91] for further discussion of characterizations of
metric trees.

Definition 11.15. Let T be a real tree and p be a point in T . The space
of directions at p, denoted Σp, is defined as the space of germs of geodesics in T
emanating from p, i.e. the quotient Σp := <p/ ∼, where

<p = {r : [0, a)→ T | a > 0, r is isometric, r(0) = p}
and

r1 ∼ r2 ⇐⇒ ∃ ε > 0 such that r1|[0,ε) ≡ r2|[0,ε).

By Lemma 11.13, for every topological arc c : [a, b]→ T in a tree, the image of
c coincides with the geodesic segment c(a)c(b). It follows that we may also define
Σp as the space of germs of topological arcs instead of geodesic arcs.

Definition 11.16. Define the valence val(p) of a point p in a real tree T to be
the cardinality of the set Σp. A branch-point of T is a point p of valence > 3. The
valence of T is the supremum of valences of points in T .

Exercise 11.17. Show that val(p) equals the number of connected components
of T \ {p}.

Definition 11.18. A real tree T is called α–universal if every real tree with
valence at most α can be isometrically embedded into T .

We refer the reader to [MNO92] for a study of universal trees. In particular,
the following holds:

Theorem 11.19 ([MNO92]). For every cardinal number α > 2 there exists an
α–universal tree, and it is unique up to isometry.

11.3. Gromov hyperbolicity

One drawback of the Rips definition of hyperbolicity is that it uses geodesics.
Below is an alternative definition of hyperbolicity, due to Gromov, where one needs
to verify certain inequalities only for quadruples of points in a metric space (which
need not be geodesic). Gromov’s definition is less intuitive than the one of Rips,
but, as we will see, it is more suitable in certain situations.

Let (X,dist) be a metric space (which is no longer required to be geodesic). Pick
a base-point p ∈ X. For each x ∈ X set |x|p := dist(x, p) and define the Gromov
product

(x, y)p :=
1

2
(|x|p + |y|p − dist(x, y)) .

Note that the triangle inequality immediately implies that (x, y)p > 0 for all x, y, p;
the Gromov product measures how far the triangle inequality for the points x, y, p
is from being an equality.
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Remark 11.20. The Gromov product is a generalization of the inner product
in vector spaces with p serving as the origin. For instance, suppose that X = Rn
with the usual inner product, p = 0 and |v|p := ‖v‖ for v ∈ Rn. Then

1

2

(
|x|2p + |y|2p − ‖x− y‖2

)
= x · y.

Exercise 11.21. Suppose that X is a metric tree. Then (x, y)p is the distance
dist(p, γ) from p to the geodesic segment γ = xy.

For general metric spaces general, a direct calculation using triangle inequalities
shows that all points p, x, y, z ∈ X satisfy the inequality

(p, x)z + (p, y)z 6 |z|p − (x, y)p

with the equality

(11.2) (p, x)z + (p, y)z = |z|p − (x, y)p.

if and only d(x, z) + d(z, y) = d(x, y). Thus, for every z ∈ γ = xy,

(x, y)p = d(z, p)− (p, x)z − (p, y)z 6 d(z, p).

In particular, (x, y)p 6 dist(p, γ).

Lemma 11.22. Suppose that X is δ–hyperbolic in the sense of Rips. Then the
Gromov product in X is “comparable” to dist(p, xy): For every x, y, p ∈ X and
geodesic xy,

(x, y)p 6 dist(p, xy) 6 (x, y)p + 2δ.

Proof. The inequality (x, y)p 6 dist(p, xy) was proved above; thus, we have
to establish the other inequality. Note that since the triangle T (p, x, y) is δ–thin,
for each point z ∈ xy we have

min{(x, p)z, (y, p)z} 6 min{dist(z, px),dist(z, py)} 6 δ.
By continuity of the distance function, there exists a point z ∈ xy such that
(x, p)z, (y, p)z 6 δ. By applying the equality (11.2) we get:

|z|p − (x, y)p = (p, x)z + (p, y)z 6 2δ.

Since |z|p 6 dist(p, xy), we conclude that dist(p, xy) 6 (x, y)p + 2δ. �
For each pointed metric space (X, p) we define its Gromov–hyperbolicity con-

stant δp = δp(X) ∈ [0,∞] as

δp := sup{min((x, z)p, (y, z)p)− (x, y)p},
where the supremum is taken over all triples of points x, y, z ∈ X.

Exercise 11.23. If δp 6 δ then δq 6 2δ for all q ∈ X.

Definition 11.24. A metric space X is said to be δ–hyperbolic in the sense
of Gromov, if δp 6 δ < ∞ for all p ∈ X. In other words, for every quadruple
x, y, z, p ∈ X, we have

(x, y)p > min((x, z)p, (y, z)p)− δ.
Exercise 11.25. The real line with the usual metric is 0-hyperbolic in the

sense of Gromov.

369



Exercise 11.26. Each δ-hyperbolic space in the sense of Gromov satisfies

(x, u)p > min{(x, y)p, (x, z)p, (z, u)p} − 2δ

for all x, y, z, u, p ∈ X.

Computing Gromov–hyperbolicity constant for a given metric space is, typi-
cally, not an easy task. We will see that all real trees are 0-hyperbolic in Gromov’s
sense. It was recently proven by Nica and Spakula [NŠ16] that the Gromov–
hyperbolicity constant for the hyperbolic plane H2 is log(2).

We next compare the two notions of hyperbolicity introduced so far.

Lemma 11.27. If a metric space X is δ–hyperbolic in the sense of Rips, then it
is 3δ–hyperbolic in the sense of Gromov.

Proof. Consider points x, y, z, p ∈ X and the geodesic triangle T (x, y, z) ⊂ X
with vertices x, y, z. Let m ∈ xy be the point nearest to p. Then, since the triangle
T (x, y, z) is δ–thin, there exists a point n ∈ xz ∪ yz such that dist(n,m) 6 δ.
Assume that n ∈ yz. Then, by Lemma 11.22,

(y, z)p 6 dist(p, yz) 6 dist(p, xy) + δ.

On the other hand, by the same Lemma 11.22,

dist(p, xy) 6 (x, y)p − 2δ.

Combining these two inequalities, we obtain

(y, z)p 6 (x, y)p − 3δ.

Therefore,
(x, y)p > min ((x, z)p, (y, z)p)− 3δ.

�
We now prove a “converse” to this lemma:

Lemma 11.28. If X is a geodesic metric space which is δ–hyperbolic in the
sense Gromov, then X is 2δ–hyperbolic in the sense of Rips.

Proof. 1. We first show that in such space geodesics connecting any pair of
points are “almost” unique, i.e. if α is a geodesic connecting x to y and p is a point
in X such that

dist(x, p) + dist(p, y) 6 dist(x, y) + 2δ

then dist(p, α) 6 2δ. We suppose that dist(p, x) 6 dist(p, y). If dist(p, x) >
dist(x, y) then dist(x, y) 6 2δ and thus

min(dist(p, x), p(y)) 6 2δ,

and we are done.
Therefore, assume that dist(p, x) < dist(x, y) and let z ∈ α be such that

dist(z, y) = dist(p, y). Since X is δ–hyperbolic in the sense Gromov,

(x, y)p > min((x, z)p, (y, z)p)− δ.
Thus we can assume that (x, y)p > (x, z)p. Then

dist(y, p)− dist(x, y) > dist(z, p)− dist(x, z)− 2δ ⇐⇒
dist(z, p) 6 2δ.

We conclude that dist(p, α) 6 2δ.
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2. Consider now a geodesic triangle T (x, y, p) ⊂ X and let z ∈ xy. Our goal is
to show that z belongs to N4δ(px ∪ py). We have:

(x, y)p > min((x, z)p, (y, z)p)− δ.
Assume that (x, y)p > (x, z)p − δ. Set α := py. We will show that z ∈ N2δ(α).

By combining dist(x, z) + dist(y, z) = dist(x, y) and (x, y)p > (x, z)p − δ, we
obtain

dist(y, p) > dist(y, z) + dist(z, p)− 2δ.

Therefore, by Part 1, z ∈ N2δ(α) and hence the triangle T (x, y, z) is 2δ–thin. �
Corollary 11.29 (M. Gromov, [Gro87], section 6.3C.). For geodesic metric

spaces, Gromov–hyperbolicity is equivalent to Rips–hyperbolicity.

Another corollary of the Lemmata 11.27 and 11.28 is:

Corollary 11.30. A geodesic metric space is a real tree if and only if it is
0-hyperbolic in the sense of Gromov.

This corollary has a “converse” (see e.g. [Dre84] or [GdlH90, Ch. 2, Propo-
sition 6]):

Theorem 11.31. Every 0-hyperbolic metric space (in the sense of Gromov)
admits an isometric embedding into a tree.

Furthermore:

Theorem 11.32 (M. Bonk, O. Schramm [BS00]). Every δ-hyperbolic metric
space (in the sense of Gromov) admits an isometric embedding into a geodesic
metric space which is also δ-hyperbolic.

Question 11.33. Does there exist a ℵ-quasiuniversal δ-hyperbolic space, i.e.
a Gromov–hyperbolic metric space X such that every δ-hyperbolic metric space Y
of cardinality 6 ℵ, admits an (L,A) quasiisometric embedding into X, with L and
A depending only on δ?

A partial positive answer to this question is provided by a universality theorem
of Bonk and Schramm [BS00], see Theorem 11.218.

We next consider behavior of hyperbolicity under quasiisometries.

Exercise 11.34. Gromov–hyperbolicity is invariant under (1, A)-quasiisometries.

Exercise 11.35. Let X be a metric space and N ⊂ X be an R-net. Show that
the embedding N ↪→ X is an (1, R)-quasiisometry. Thus, X is Gromov–hyperbolic
if and only if N is Gromov–hyperbolic. In particular, a group (G, dS) with word
metric dS is Gromov–hyperbolic if and only if the Cayley graph ΓG,S of G is Rips–
hyperbolic.

The drawback is that for general nongeodesic metric spaces, Gromov–hyperbolicity
fails to be QI invariant:

Example 11.36 (Gromov–hyperbolicity is not QI invariant ). This example
is taken from [Väi05]. Consider the graph X of the function y = |x|, where the
metric on X is the restriction of the metric on R2. (This is not a path-metric!)
Then the map f : R→ X, f(x) = (x, |x|) is a quasiisometry:

|x− x′| 6 d(f(x), f(x′)) 6
√

2|x− x′|.
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Let p = (0, 0) be the base-point in X and for t > 0 we let x := (2t, 2t), y := (−2t, 2t)
and z := (t, t). The reader will verify that

min((x, z)p, (y, z)p)− (x, y)p) = t

(
7
√

2

2
− 3

)
> t.

Therefore, the quantity min((x, z)p, (y, z)p)− (x, y)p) is unbounded from above as
t → ∞ and hence X is not δ-hyperbolic for any δ < ∞. In particular, X is QI to
a Gromov–hyperbolic space R, but is not Gromov–hyperbolic itself. We will see,
as a corollary of Morse Lemma (Corollary 11.43), that in the context of geodesic
spaces, hyperbolicity is a QI invariant.

11.4. Ultralimits and stability of geodesics in Rips–hyperbolic spaces

In this section we will see that every hyperbolic geodesic metric spaces X
asymptotically resembles a tree. This property will be used to prove Morse Lemma,
which establishes that quasigeodesics in δ-hyperbolic spaces are uniformly close to
geodesics.

Lemma 11.37. Let (Xi)i∈N be a sequence of geodesic δi–hyperbolic spaces with
δi tending to 0. Then for every non-principal ultrafilter ω each component of the
ultralimit Xω is a metric tree.

Proof. First, according to Lemma 10.51, ultralimit of geodesic metric spaces
is again a geodesic metric space. Thus, in view of Lemma 11.28, it suffices to verify
that Xω is 0-hyperbolic in the sense of Gromov (since it will be 0-hyperbolic in the
sense of Rips and, hence, a metric tree). This is one of the few cases where Gromov–
hyperbolicity is superior to Rips–hyperbolicity: It suffices to check 0-hyperbolicity
condition only for quadruples of points.

We know that for every quadruple xi, yi, zi, pi in Xi,

(xi, yi)pi > min((xi, zi)pi , (yi, zi)pi)− δi.

By taking the ultralimit of this inequality, we obtain (for every quadruple of points
xω, yω, zω, pω in Xω):

(xω, yω)pω > min((xω, zω)pω , (yω, zω)pω ),

since ω-lim δi = 0. Thus, Xω is 0-hyperbolic. �

Corollary 11.38. Every geodesic in the tree Xω is a limit geodesic.

Proof. 1. Suppose first that xωyω is a geodesic segment inXω, xω = (xi), yω =
(yi). Then the ultralimit of geodesic segments xiyi ⊂ Xi is a geodesic segment
connecting xω to yω. Since each component of Xω is 0-hyperbolic, it is uniquely
geodesic, i.e. there exists a unique geodesic segment connecting xω to yω.

2. We consider the case of biinfinite geodesics in Xω and leave the proof for
geodesic rays to the reader. Let lω ⊂ Xω be a biinfinite geodesic parameterized
by the isometric embedding γω : R → Xω. Take the points xω,n := γω(n), yω,n =
γω(−n). For each n the finite geodesic segment xω,nyω,n is the ultralimit of geodesic
segments xi,nyi,n ⊂ Xi. Then the entire lω is the ultralimit of the sequence of
geodesic segments xi,iyi,i. �

372



Exercise 11.39. Find a flaw in the following “proof” of Lemma 11.37: Since Xi

is δi-hyperbolic, it follows that every geodesic triangle Ti in Xi is δi-thin. Suppose
that ω-lim d(xi, ei) < ∞, ω-lim d(pi, ei) < ∞. Taking the limit in the definition of
thinness of triangles, we conclude that the ultralimit of triangles Tω = ω-limTi ⊂
X± is 0-thin. Therefore, every geodesic triangle in Xω is 0-thin.

The following fundamental theorem in the theory of hyperbolic spaces is called
Morse Lemma or stability of hyperbolic geodesics.

Theorem 11.40 (Morse Lemma). There exists a function D = D(L,A, δ),
such that the following holds. If X be a δ–hyperbolic geodesic space, then for every
(L,A)–quasigeodesic f : [a, b]→ X, the Hausdorff distance between the image of f
and a geodesic segment f(a)f(b) ⊂ X is at most D.

Proof. Set c = d(f(a), f(b)). Given a quasigeodesic f and f∗ : [0, c] → X
parameterizing the geodesic f(a)f(b), we define two numbers:

Df = sup
t∈[a,b]

d(f(t), Im(f∗))

and
D∗f = sup

t∈[0,c]

d(f∗(t), Im(f)).

Then
distHaus(Im(f), Im(f∗)) = max(Df , D

∗
f ).

We will prove that Df is uniformly bounded in terms of L,A, δ, since the proof for
D∗f is completely analogous.

Suppose that the quantities Df are not uniformly bounded, that is, exists a
sequence of (L,A)–quasigeodesics fn : [−n, n]→ Xn in δ-hyperbolic geodesic metric
spaces Xn, such that

lim
n→∞

Dn =∞,
where Dn = Dfn . Pick points tn ∈ [−n, n] such that for γ∗n = f∗n([−n, n]) and
xn := fn(tn), we have:

|dist(xn, γ
∗
n)−Dn| 6 1.

In other words, the points xn “almost” realize the maximal distance between the
points of fn([−n, n]) and the geodesic γ∗n.

Define the sequence λ of scaling factors

λn =
1

Dn
.

As in Lemma 10.83, we consider two sequences of pointed metric spaces

(λnXn, xn) , (λn[−n, n], tn) .

Note that the ultralimit ω-lim n
Dn

could be infinite, however, it cannot be zero. Let

(Xω, xω) = ω-lim (λnXn, xn)

and
(Y, y) := ω-lim (λn[−n, n], tn) .

The metric space Y is either a nondegenerate segment in R or a closed geodesic ray
in R or the whole real line. Note that the distance from the points of the image of
fn to γ∗n in the rescaled metric space λnXn is at most 1 + λn. Each map

fn : Yn → λnXn
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is an (L,Aλn)–quasigeodesic. Therefore, the ultralimit

fω = ω-lim fn : (Y, y)→ (Xω, xω)

is an L-bi-Lipschitz map (cf. Lemma 10.83). In particular this map is a continuous
embedding and the image of fω is a geodesic γ in Xω, see Lemma 11.13.

On the other hand, the sequence of geodesic segments γ∗n ⊂ λnXn also ω–
converges to a geodesic γ∗ ⊂ Xω, this geodesic is either a finite geodesic segment
or a geodesic ray or a complete geodesic. In any case, by our choice of the points
xn, γ is contained in the 1-neighborhood of the geodesic γ∗ and, at the same time,
γ 6= γ∗ since xω ∈ γ \ γ∗.

The last step of the proof is to get a contradiction with the fact that Xω is a
real tree. If γ∗ is a finite geodesic, it connects the end-points of the geodesic γ,
thereby contradicting the fact that each metric tree is uniquely geodesic. Suppose
that γ∗ is a complete geodesic. We then pick two points yω, zω ∈ γ such that xω is
the midpoint of the geodesic segment yωzω, while the distance between yω and zω
is sufficiently high, say, larger than 4. We next find points y′ω ∈ γ∗, z′ω ∈ γ∗ within
distance 6 1 from yω and zω respectively. Since

d(yω, xω) = d(zω, xω) > 2,

the point xω does not belong to union

yωy
′
ω ∪ zωz′ω.

At the same time, xω does not belong to the geodesic segment y′ωz′ω since the
latter is contained in the geodesic γ∗. Therefore, the side yωzω of the geodesic
quadrilateral Q with the vertices

yω, zω, z
′
ω, y

′
ω

is not contained in the union of the three other sides. This contradicts the fact that
Q is 0-thin. We proof in the remaining case, when γ is a geodesic ray is similar and
is left to the reader. �

Historical Remark 11.41. The first version of this theorem was proven by
Morse in [Mor24] in the following setting. Consider a compact surface S equipped
with two Riemannian metrics g1, g2 of negative curvature. Now, lift, the metrics
g1, g2 to the universal cover of S. Then each geodesic with respect to the lift g̃1 of
g1 is a (uniform) quasigeodesic with respect to the lift g̃2 of g2. Morse proved that
all geodesics with respect to g̃1 are uniformly close to the geodesics with respect
to g̃2, as long as their end-points are the same. Later on, Busemann, [Bus65],
proved a version of this lemma in the case of Hn, where metrics in question were
not necessarily Riemannian. A version in terms of quasigeodesics is due to Mostow
[Mos73], in the context of negatively curved symmetric spaces, although his proof
is general. The first proof for general δ-hyperbolic geodesic metric spaces is due to
Gromov, see [Gro87, 7.2.A]. Of course, neither Morse, nor Busemann, nor Mostow,
nor Gromov used ultralimits: Their proofs were based on an analysis of nearest-
point projections to geodesics. We will give an effective proof of the Morse Lemma
in Section 11.10.

Remark 11.42. Stability of geodesics fails in the Eucldiean plane E2 and,
hence, for general CAT (0) spaces. Nevertheless, some versions of the Morse Lemma
remain true for non-hyperbolic CAT (0) spaces, see [Sul14] and [KLP14].
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Corollary 11.43 (QI invariance of hyperbolicity). Suppose that X,X ′ are
quasi-isometric geodesic metric spaces and X ′ is hyperbolic. Then X is also hyper-
bolic.

Proof. Suppose that X ′ is δ′-hyperbolic and f : X → X ′ is an (L,A)–
quasiisometry and f ′ : X ′ → X is its coarse inverse. Pick a geodesic triangle
T ⊂ X. Its image under f is a quasigeodesic triangle S in X ′ whose sides are
(L,A)–quasigeodesic. Therefore each of the quasigeodesic sides σi of S is within
distance 6 D = D(L,A, δ′) from a geodesic σ∗i connecting the end-points of this
side. See Figure 11.1. The geodesic triangle S∗ formed by the segments σ∗1 , σ∗2 , σ∗3
is δ′-thin. Therefore, the quasigeodesic triangle f ′(S∗) ⊂ X is ε := Lδ′ + A–thin,
i.e. each quasigeodesic τ ′i := f ′(σ∗i ) is within distance 6 ε from the union τ ′i−1, τ

′
i+1.

However,
distHaus(τi, τ

′
i) 6 LD + 2A.

Putting this all together, we conclude that the triangle T is δ-thin with

δ = 2(LD + 2A) + ε = 2(LD + 2A) + Lδ′ +A. �

Figure 11.1. Quasiisometric image of a geodesic triangle.

Observe that in Morse Lemma, we are not claiming, of course, that the distance
d(f(t), f∗(t)) is uniformly bounded, only that for every t there exist s and s∗ such
that

d(f(t), f∗(s)) 6 D,
and

d(f∗(t), f(s∗)) 6 D.
Here s = s(t), s∗ = s∗(t). However, applying triangle inequalities we get for B =
A+D the following estimates:

(11.3) L−1t−B 6 s 6 Lt+B

and

(11.4) L−1(t−B) 6 s∗ 6 L(t+B)

Lastly, we note that Proposition 11.167 proven later on, which characterizes
hyperbolic geodesic metric spaces as the ones for which every asymptotic cone
is a tree, provides an alternative proof of QI invariance of hyperbolicity: If two
quasiisometric metric spaces have bi-Lipschitz homeomorphic asymptotic cones and
one cone is a tree, then the other cone is also a tree.

375



11.5. Local geodesics in hyperbolic spaces

A map p : I → X of an interval I ⊂ R into a metric space X, is called a k-local
geodesic if the restriction of p to each length k subinterval I ′ ⊂ I is an isometric
embedding. The notion of local geodesics is in line with the concept of geodesics in
Riemannian geometry: (Unit speed) Riemannian geodesics are not required to be
isometric embeddings, but locally they always are. If M is a Riemannian manifold
with injectivity radius > ε > 0, then every unit speed Riemannian geodesic in M
is an ε-local geodesic in the metric sense.

Exercise 11.44. Suppose that X is a real tree and k is a positive number.
Then each k-local geodesic in X is a geodesic.

A coarse version of this exercise works for general hyperbolic spaces as well, it
is due to Gromov [Gro87, 7.2.B], see also [BH99, Ch. III.H, Theorem 1.13] and
[CDP90, Ch. 3, Theorem 1.4] for a more general version:

Theorem 11.45 (Local geodesics are uniform quasigeodesics). Suppose that X
is a δ-hyperbolic geodesic metric space in the sense of Rips, δ > 0. Then for k = 6δ,
each k-local geodesic in X is a (3, 4δ)-quasigeodesic.

Proof. For each pair of points x, y ∈ X we partition X in two half-spaces

D(x, y) = {z ∈ X : d(x, z) 6 d(z, y)}, D(y, x) = {z ∈ X : d(y, z) 6 d(z, x)}.
The intersection of these half-spaces is the bisector Bis(x, y) of the pair (x, y),
consisting of all points equidistant from x and y.

Figure 11.2. Bisector and half-spaces.

The key to the proof is the following:

Lemma 11.46. Consider three points x0, x1, x2 ∈ X such that

ε = 3δ = d(x0, x1) = d(x1, x2) =
1

2
d(x0, x2).

Then:
1. dist(x0,D(x1, x0)) > δ, dist(x2,D(x1, x2)) > δ.
2. The half-space D(x1, x0) contains D(x2, x1) and, moreover,

dist(D(x0, x1),D(x2, x1)) > δ/2.
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Proof. 1. Let y be a point in the bisector Bis(x0, x1) nearest to x0 and let
m ∈ x0x1 be the midpoint of a geodesic segment x0x1 connecting x0 to x1. Since
the geodesic triangle ∆(x0, y, x1) is δ-thin, the distance from m to one of the two
sides x0y, yx1 of this triangle does not exceed δ. We will assume that this side is
x0y, since the other case is obtained by relabeling.

Figure 11.3. Nested half-spaces.

Let z ∈ x0y be the point closest to m. Then, by the triangle inequality,

d(x0, y) > d(x0, z) > d(x0,m)− δ =
ε

2
− δ.

Since ε = 3δ, we obtain

dist(x,Bis(x0, x1)) = d(x0, y) > δ/2.
2. Take points y1 ∈ D(x0, x1), y2 ∈ D(x2, x1), i.e.

D0 = d(x0, y1) 6 D1 = d(y1, x1), D3 = d(x2, y2) 6 D2 = d(y2, x1).

Our goal is to estimate the distance

η = d(y1, y2)

from below, this will provide a lower bound on the distance between the half-spaces.
We let u denote the midpoint of a geodesic segment y1y2. Then

d(x0, y1) 6 D0 +
η

2
, d(x2, y2) 6 D3 +

η

2
.

We also have
D = d(u, x1) > max(D1 −

η

2
, D2 −

η

2
).

Since the triangle ∆(x0, u, x2) is δ-thin, and, by the hypothesis of Lemma, x1

lies on the geodesic segment x0x2, the distance from x1 to one of the sides x0u, x2u
of this triangle is at most δ. We will assume that this side is x0u. Let v ∈ x0u denote
the point closest to x1; this point divides the segment x0u into two subsegments
vu, vx0 of the lengths D′1, D′′1 respectively. We have

D′1 > D − δ > D1 − δ −
η

2
> D0 − δ −

η

2
,
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Figure 11.4. Estimating distance between half-spaces.

which implies

D′′1 = d(x0, u)−D′1 6 (D0 +
η

2
)− (D0 − δ −

η

2
) = η + δ.

Combining this with the triangle inequality for ∆(x0, v, x1), we obtain:

ε 6 D′′1 + δ 6 η + 2δ,

implying
η > ε− 2δ = 3δ − 2δ = δ. �

We now can prove the theorem. Let q be a 6δ-local geodesic in X. We first
consider the special case when q has length nε, n ∈ N (where, as before, ε = 3δ)
and estimate from below the distance between the end-points of q in terms of the
length of q. We subdivide q into n subsegments

x0x1, x1x2, . . . , xn−1xn

of length ε. Since q is a k = 2ε-local geodesic, the unions

xi−1xi ∪ xixi+1, i = 1, . . . , n− 1

are geodesic segments in X. Therefore, by Lemma 11.46,

dist(D(xi−1, xi),D(xi+1, xi)) > δ
for each i. Furthermore, the distances from x0 to D(x2, x1) and from xn to
D(xn−1, xn) are at least δ/2. Thus, every path q′ connecting x0 to xn has length
at least

δ

2
+ (n− 1)δ +

δ

2
= nδ,

which is the length of q divided by 3.

Consider now the general case. Suppose that p is a k-local geodesic in X, x0, x
are points on p such that the length ` of p between them equals nε+ σ, 0 < σ < ε.
We represent the portion of p between x0, x as the concatenation of two sub-paths:
q (of length nε, connecting x0 to xn) and r (of length σ, connecting xn to x). Then
(by the special case considered above)

3d(x0, xn) > length(q) > `− ε,
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Figure 11.5. Estimating the distance between the end-points of
a local geodesic.

3d(x0, x) > 3d(x0, xn)− 3ε > `− 4ε,

1

3
`− 4

3
ε =

1

3
`− 4δ < d(x0, x).

Hence, p is a (3, 4δ)-quasigeodesic in X. �

11.6. Quasiconvexity in hyperbolic spaces

The usual notion of convexity is not particularly useful in the context of hy-
perbolic geodesic metric spaces, it is replaced with the one of quasiconvexity.

Definition 11.47. Let X be a geodesic metric space and Y ⊂ X. Then the
quasiconvex hull H(Y ) of Y in X is the union of all geodesics y1y2 ⊂ X, with the
end-points y1, y2 contained in Y .

Accordingly, a subset Y ⊂ X is called R-quasiconvex if H(Y ) ⊂ NR(Y ). A
subset Y is called quasiconvex if it is quasiconvex for some R <∞.

Let X be a δ-hyperbolic geodesic metric space.
The thin triangle property immediately implies that subsets of a δ-hyperbolic

geodesic metric space satisfy:
1. Every metric ball B(x,R) in is δ-quasiconvex.
2. Suppose that Yi ⊂ X is Ri-quasiconvex, i = 1, 2, and Y1 ∩ Y2 6= ∅. Then

Y1 ∪ Y2 is R1 +R2 + δ-quasiconvex.

Thus, quasiconvex subsets behave somewhat differently from the convex ones,
since the union of convex sets (with non-empty intersection) need not be convex.

An example of a non-quasiconvex subset is a horosphere in Hn: Its quasiconvex
hull is the horoball bounded by this horosphere.

Exercise 11.48. The quasiconvex hull of any subset Y ⊂ X of a δ-hyperbolic
geodesic metric space, is 2δ-quasiconvex inX. Hint: Use the fact that quadrilaterals
in X are 2δ-thin.

Thus, quasiconvex hulls are quasiconvex.
The following results connect quasiconvexity and quasiisometry for subsets of

Gromov–hyperbolic geodesic metric spaces.

379



Theorem 11.49. Let X,Y be geodesic metric spaces, such that X is δ-hyperbolic
geodesic metric space. Then for every quasiisometric embedding f : Y → X, the
image f(Y ) is quasiconvex in X.

Proof. Let y1, y2 ∈ Y and α = y1y2 ⊂ Y be a geodesic connecting y1 to y2.
Since f is an (L,A) quasiisometric embedding, β = f(α) is an (L,A) quasigeodesic
in X. By the Morse Lemma,

distHaus(β, β
∗) 6 R = D(L,A, δ),

where β∗ is any geodesic in X connecting x1 = f(y1) to x2 = f(y2). Therefore,
β∗ ⊂ NR(f(Y ), and f(Y ) is R-quasiconvex. �

The map f : Y → f(Y ) is a quasiisometry, where we use the restriction of the
metric from X to define a metric on f(Y ). Of course, f(Y ) is not a geodesic metric
space, but it is quasiconvex; thus, applying the same arguments as in the proof of
Theorem 11.43, we conclude that Y is also hyperbolic.

Conversely, let Y ⊂ X be a coarsely connected subset, i.e. there exists a
constant c <∞ such that the complex RipsC(Y ) is connected for all C > c, where
we again use the restriction of the metric d from X to Y to define the Rips complex.
Then we define a path-metric dY,C on Y by looking at infima of lengths of edge-
paths in RipsC(Y ) connecting points of Y . The following is a converse to Theorem
11.49:

Theorem 11.50. Suppose that Y ⊂ X is coarsely connected and Y is quasi-
convex in X. Then the identity map f : (Y, dY,C)→ (X,distX) is a quasiisometric
embedding for all C > 2c+ 1.

Proof. Let C be such that H(Y ) ⊂ NC(Y ). First, if dY (y, y′) 6 C then
distX(y, y′) 6 C as well. Hence, f is coarsely Lipschitz. Let y, y′ ∈ Y and γ is
a geodesic in X of length L connecting y, y′. Subdivide γ into n = bLc of unit
subsegments and a subsegment of the length L− n:

z0z1, . . . , zn−1zn, zn, zn+1,

where z0 = y, zn+1 = y′. Since each zi belongs to Nc(Y ), there exist points yi ∈ Y
such that distX(yi, zi) 6 c, where we take y0 = z0, yn+1 = zn+1. Then

distX(zi, zi+1) 6 2c+ 1 6 C

and, hence, zi, zi+1 are connected by an edge (of length C) in RipsC(Y ). Now it is
clear that

dY,C(y, y′) 6 C(n+ 1) 6 CdistX(y, y′) + C. �

Remark 11.51. It is proven in [Bow94] that in the context of subsets of neg-
atively pinched complete simply-connected Riemannian manifolds X, quasiconvex
hulls Hull(Y ) are essentially the same as convex hulls H(Y ):

There exists a function L = L(C) such that for every C-quasiconvex subset
Y ⊂ X,

H(Y ) ⊂ Hull(Y ) ⊂ NL(C)(Y ).

380



11.7. Nearest-point projections

In general, nearest-point projections to geodesics in δ-hyperbolic geodesic spaces
are not well defined. The following lemma shows, nevertheless, that they are
coarsely-well defined:

Let γ be a geodesic in δ-hyperbolic geodesic space X. For a point x ∈ X let
p = πγ(x) be a point nearest to x.

Lemma 11.52. Let p′ ∈ γ be such that d(x, p′) < d(x, p) +R. Then

d(p, p′) 6 2(R+ 2δ).

In particular, if p, p′ ∈ γ are both nearest to x then

d(p, p′) 6 4δ.

Proof. Consider the geodesics α, α′ connecting x to p and p′ respectively.
Let q′ ∈ α′ be the point within distance δ + R from p′ (this point exists unless
d(x, p) < δ +R in which case d(p, p′) 6 2(δ +R) by the triangle inequality). Since
the triangle ∆(x, p, p′) is δ-thin, there exists a point

q ∈ xp ∪ pp′ ⊂ xp ∪ γ
within distance δ from q. If q ∈ γ, we obtain a contradiction with the fact that
the point p is nearest to x on γ (the point q will be closer). Thus, q ∈ xp. By the
triangle inequality

d(x, p′)− (R+ δ) = d(x, q′) 6 d(x, q) + δ 6 d(x, p)− d(q, p) + δ.

Thus,
d(q, p) 6 d(x, p)− d(x, p′) +R+ 2δ 6 R+ 2δ.

Since d(p′, q) 6 R+ 2δ, we obtain d(p′, p) 6 2(R+ 2δ). �
This lemma can be strengthened, we now show that the nearest-point projection

to a quasigeodesic subspace in a hyperbolic space is coarse Lipschitz:

Lemma 11.53. Let X ′ ⊂ X be an R-quasiconvex subset. Then the nearest-point
projection π = πX′ : X → X ′ is (2, 2R+ 9δ)-coarse Lipschitz.

Proof. Suppose that x, y ∈ X such that d(x, y) = D. Let x′ = π(x), y′ =
π(y). Consider the quadrilateral formed by geodesic segments xy ∪ [y, y′], [y′, x′] ∪
[x′, x]. Since this quadrilateral is 2δ-thin, there exists a point q ∈ x′y′ which is
within distance 6 2δ from x′x ∪ xy and xy ∪ yy.

Case 1. We first assume that there are points x′′ ∈ xx′, y′′ ∈ yy such that

d(q, x′′) 6 2δ, d(q, y′′) 6 2δ.

Let q′ ∈ X ′ be a point within distance 6 R from q. By considering the paths

xx′′ ∪ x′′q ∪ qq′, yy′′ ∪ y′′q ∪ qq′

and using the fact that x′ = π(x), y′ = π(y), we conclude that

d(x′, x′′) 6 R+ 2δ, d(y′, y′′) 6 R+ 2δ.

Therefore,
d(x′, y′) 6 2R+ 9δ.

Case 2. Suppose that there exists a point q′′ ∈ xy such that d(q, q′′) 6 2δ.
Setting D1 = d(x, q′′), D2 = d(y, q′′), we obtain

d(x, x′) 6 d(x, q′) 6 D1 +R+ 2δ, d(y, y′) 6 d(y, q′) 6 D2 +R+ 2δ
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which implies that
d(x′, y′) 6 2D + 2R+ 4δ.

In either case, d(x′, y′) 6 2d(x, y) + 2R+ 9δ. �

Figure 11.6. Projection to a quasiconvex subset.

11.8. Geometry of triangles in Rips–hyperbolic spaces

In the case of real-hyperbolic space we relied upon hyperbolic trigonometry
in order to study geodesic triangles. Trigonometry no longer makes sense in the
context of Rips–hyperbolic spaces X, so instead one compares geodesic triangles
in X to geodesic triangles in real trees, i.e. to tripods, in the manner similar to
the comparison theorems for CAT (κ)-spaces. In this section we describe com-
parison maps to tripods, called collapsing maps. We will see that such maps are
(1, 14δ)-quasiisometries. We will use the collapsing maps in order to get a detailed
information about geometry of triangles in X.

A tripod T̃ is a metric graph, which, as a graph, is isomorphic to the 3-pod, see
Example 1.34. We will use the notation o for the center of the tripod. By abusing
the notation, we will regard a tripod T̃ as a geodesic triangle whose vertices are
the extreme points (leaves) x̃i of T̃ ; hence, we will use the notation T = T̃ =
T (x̃1, x̃2, x̃3). Accordingly, the side-lengths of a tripod are lengths of the sides of
the corresponding triangle.

Remark 11.54. Using the symbol ∼ in the notation for a tripod is motivated
by the comparison geometry, as we will compare geodesic triangles in δ-hyperbolic
spaces with the tripods T̃ : This is analogous to comparing geodesic triangles in
metric spaces to geodesic triangles in constant curvature spaces, see Definition
3.56.

382



Figure 11.7. Collapsing map of a triangle to a tripod.

Exercise 11.55. For any three numbers ai ∈ R+, i = 1, 2, 3 satisfying the
triangle inequalities ai 6 aj + ak ({1, 2, 3} = {i, j, k}), there exists a unique (up to
isometry) tripod T̃ = Ta1,a2,a3 with the side-lengths a1, a2, a3.

Now, given a geodesic triangle T = T (x1, x2, x3) with side-lengths ai, i = 1, 2, 3
in a metric space X, there exists a unique (possibly up to postcomposition with an
isometry T̃ → T̃ ) map κ to the comparison tripod T̃ ,

κ : T → T̃ = Ta1,a2,a3 ,
which restricts to an isometry on every edge of T : The map κ sends the vertices xi
of T to the leaves x̃i of the tripod T̃ . The map κ is called the collapsing map for
T . We say that the points x, y ∈ T are dual to each other if κ(x) = κ(y).

Exercise 11.56. The collapsing map κ is 1-Lipschitz and preserves the Gromov-
products (xi, xj)xk .

Then,
(xi, xj)xk = d(x̃k, [x̃i, x̃j ]) = d(x̃k, o).

By taking the preimage of o ∈ T̃ under the maps κ|(xixj) we obtain points

xij ∈ xixj
called the central points of the triangle T :

d(xi, xij) = (xj , xk)xi .

Lemma 11.57 (Approximation of triangles by tripods). Assume that a geodesic
metric space X is δ–hyperbolic in the sense of Rips, and consider an arbitrary
geodesic triangle T = ∆(x1, x2, x3) with the central points xij ∈ xixj. Then for
every {i, j, k} = {1, 2, 3} we have:

1. d(xij , xjk) 6 6δ.
2. dHaus(xjxji, xjxkj) 6 7δ.
3. Distances between dual points in T are 6 14δ. In detail: Suppose that

αji, αjk : [0, tj ]→ X (tj = d(xj , xij) = d(xj , xjk)) are unit speed parameterizations
of geodesic segments xjxji, xjxjk. Then

d(αji(t), αjk(t)) 6 14δ

for all t ∈ [0, tj ].

383



Proof. The geodesic xixj is covered by the closed subsets N δ(xixk) and
N δ(xjxk), hence by connectedness there exists a point p on xixj at distance at
most δ from both xixk and xjxk. Let p′ ∈ xixk and p′′ ∈ xjxk be points at
distance at most δ from p. The inequality

(xj , xk)xi =
1

2
[d(xi, p) + d(p, xj) + d(xi, p

′) + d(p′, xk)− d(xj , p
′′)− d(p′′, xk)]

combined with the triangle inequality implies that

|(xj , xk)xi − d(xi, p)| 6 2δ,

and, hence d(xij , p) 6 2δ. Then d(xik, p
′) 6 3δ, whence d(xij , xik) 6 6δ. It remains

to apply Lemma 11.3 to obtain 2 and Lemma 11.4 to obtain 3. �
We thus obtain

Proposition 11.58. κ is a (1, 14δ)-quasiisometry.

Proof. The map κ is a surjective 1-Lipschitz map. On the other hand, Part
3 of the above lemma implies that

d(x, y)− 14δ 6 d(κ(x), κ(y))

for all x, y ∈ T . �
Proposition 11.58 allows one to reduce (up to a uniformly bounded error) study

of geodesic triangles in δ-hyperbolic spaces to study of tripods. For instance suppose
that mij ∈ xixj are points such that

d(mij ,mjk) 6 r
for all i, j, k. We already know that this property holds for the central points xij
of T (with r = 6δ). Next result shows that points mij have to be uniformly close
to the central points:

Corollary 11.59. Under the above assumptions, d(mij , xij) 6 r + 14δ.

Proof. Since κ is 1-Lipschitz,

d(κ(mik), κ(mjk)) 6 r
for all i, j, k. By definition of the map κ, all three points κ(mij) cannot lie in the
same leg of the tripod T̃ , except when one of them is the center o of the tripod.
Therefore, d(κ(mij), o) 6 r for all i, j. Since κ is (1, 14δ)-quasiisometry,

d(mij , xij) 6 d(κ(mik), κ(mjk)) + 14δ 6 r + 14δ.

Definition 11.60. We say that a point p ∈ X is an R-centroid of a triangle
T ⊂ X if distances from p to all three sides of T are 6 R.

Corollary 11.61. Every two R-centroids of T are within distance at most
φ(R) = 4R+ 28δ from each other.

Proof. Given an R-centroid p, letmij ∈ xixj be the nearest points to p. Then
d(mij ,mjk) 6 2R

for all i, j, k. By previous corollary,

d(mij , xij) 6 2R+ 14δ.

Thus, triangle inequalities imply that every two centroids are within distance at
most 2(2R+ 14δ) from each other. �
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Let p3 ∈ γ12 = x1x2 be a point closest to x3. Taking R = 2δ and combining
Lemma 11.22 with Lemma 11.52, we obtain:

Corollary 11.62. d(p3, x12) 6 2(2δ + 2δ) = 6δ.

We now can define a continuous coarse inverse κ̄ to κ as follows: We map the
geodesic segment x̃1x̃2 ⊂ T̃ isometrically to a geodesic x1x2. We send ox̃3 onto a
geodesic x12x3 by an affine map. Since

d(x12, x32) 6 6δ

and
d(x3, x32) = d(x̃3, 0),

we conclude that the map κ̄ is (1, 6δ)-Lipschitz.

Exercise 11.63.
d(κ̄ ◦ κ, Id) 6 32δ.

11.9. Divergence of geodesics in hyperbolic metric spaces

Another important feature of hyperbolic spaces is the exponential divergence of
its geodesic rays. This can be deduced from the thinness of polygons described in
Lemma 11.6, as shown below. Our arguments are inspired by those in [Pap03].

Lemma 11.64. Let X be a geodesic metric space, δ–hyperbolic in the sense of
Rips. If xy is a geodesic of length 2r and m is its midpoint, then every path joining
x, y outside the ball B(m, r) has length at least 2

r−1
δ .

Proof. Consider such a path p, of length `. We divide this path first into
two arcs of length `

2 , then into four arcs of length `
4 etc., until we obtain n = 2k

arcs of length `
2k
6 2. The minimal k satisfying this condition equals blog2 `c. Let

x0 = x, x1, ..., xn = y be the consecutive subdivision points on p obtained after this
procedure. Lemma 11.6 applied to a geodesic polygon x0x1 . . . xn implies that m
is contained in the kδ-neighborhood of the broken geodesic

q =

n⋃
i=0

xixi+1.

Let p ∈ q be the point closest to m. Since d(xi,m) > r for each i and d(xi, p) 6 1
for some i, we conclude that

r 6 kδ + 1

and, hence,

r − 1 6 δ log2(`), 2
r−1
δ 6 `. �

The content of the next two lemmas can be described by saying that geodesic
rays in hyperbolic spaces diverge (at least) exponentially fast.

Lemma 11.65. Let X be a geodesic metric space, δ–hyperbolic in the sense of
Rips, and let x and y be two points on the sphere S(o,R) such that dist(x, y) = 2r.
Then every path joining x and y outside B(o,R) has length at least ψ(r) = 2

r−1
δ −3−

12δ.
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Proof. Let m ∈ xy be the midpoint. Since d(o, x) = d(o, y), it follows that
m is also one of the centroids of the triangle T (x, y, o) in the sense of Section 11.8.
Then, by using Lemma 11.57 (Part 1), we see that d(m, o) 6 (R−r)+6δ. Therefore,
the closed ball B(m, r− 6δ) is contained in B(o,R). Let p be a path joining x and
y outside B(o,R), and let xx′ and y′y be subsegments of xy of length 6δ. Lemma
11.64 implies that the path x′x ∪ p ∪ yy′ has length at least

2
r−6δ−1

δ

whence p has length at least
2
r−1
δ −3 − 12δ.

�

Lemma 11.66. Let X be a δ–hyperbolic in the sense of Rips, and let x and
y be two points on the sphere S(o, r1 + r2) such that there exist two geodesics xo
and yo intersecting the sphere S(o, r1) in two points x′, y′ at distance larger than
14δ. Then every path joining x and y outside B(o, r1 + r2) has length at least
ψ(r2 − 15δ) = 2

r2−1
δ −18 − 12δ.

Proof. Let m be the midpoint m of xy; since T (x, y, o) is isosceles, m is one
of the centroids of this triangle. Since d(x′, y′) > 14δ, they cannot be dual points
on ∆(x, y, o) in the sense of Section 11.8. Let x′′, y′′ ∈ xy be dual to x′, y′. Thus
(by Lemma 11.57 (Part 3)),

d(o, x′′) 6 r1 + 14δ, d(o, x′′) 6 r1 + 14δ.

Furthermore, by the definition of dual points, since m is a centroid of ∆(x, y, o),
m belongs to the segment x′′y′′ ⊂ xy. Thus, by quasiconvexity of metric balls, see
Section 11.6,

d(m, o) 6 r1 + 14δ + δ = r1 + 15δ.

By the triangle inequality,

r1 + r2 = d(x, o) 6 r + d(m, o) 6 r + r1 + 15δ, r2 − 15δ 6 r.
Since the function ψ in Lemma 11.65 is increasing,

ψ(r2 − 15δ) 6 ψ(r).

Combining this with Lemma 11.65 (where we take R = r1 + r2), we obtain the
required inequality. �

Corollary 11.67. Suppose that ρ, ρ′ ∈ Rayp(X) are inequivalent rays. Then
for every sequence tn diverging to ∞,

lim
i→∞

d(ρ(ti), ρ
′(ti)) =∞.

Proof. Suppose to the contrary, there exists a divergent sequence ti such that
d(ρ(ti), ρ

′(ti)) 6 D. Then, by Lemma 11.4, for every t 6 ti,
d(ρ(t), ρ′(t)) 6 2(D + δ).

Since limi→∞ ti =∞, it follows that ρ ∼ ρ′. A contradiction. �
We now promote the conclusion of Lemmas 11.64 and 11.66 to the notion of

divergence of geodesics and spaces. In both definitions, X is a 1-ended geodesic
metric space (which need not be hyperbolic).
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Definition 11.68 (Divergence of a geodesic). Let γ : R → X be a biinfinite
geodesic in X. This geodesic is said to have divergence > ζ(r) if for the points
x = γ(−r), y = γ(r), the infimum of lengths of paths p connecting x to y outside
of the ball B(γ(0), r) is > ζ(r).

The assumption that X is 1-ended in this definition is needed to ensure that
the paths p connecting x to y exist.

Exercise 11.69. Suppose that X is the Cayley graph of a finitely generated
group. Show that each geodesic in X has at most exponential divergence.

In view of this definition, lemma 11.64 says that in every δ-hyperbolic geodesic
metric space, every biinfinite geodesic has divergence > 2

r−1
2δ : Geodesics in Rips-

hyperbolic spaces have at least exponential divergence. Similarly to the definition
of divergence of geodesics, one defines divergence of quasigeodesics.

We refer the reader to [Ger94, KL98a, Mac13, DR09, BC12, AK11,
Sul14] for a more detailed treatment of divergence of geodesics in metric spaces.

Lemma 11.66 suggests a notion of divergence of a space based on uniform
divergence of pairs of geodesic rays rather than of geodesics.

Definition 11.70 (Uniform divergence of a space). A continuous function η :
R+ → R is called a uniform divergence function for X if for every point o ∈ X and
geodesic segments α = ox, β = oy in X, for all r,R ∈ R+ satisfying

R+ r 6 min(d(o, x), d(o, y)), d(α(r), β(r)) ≥ η(0)

and every path p in X \B(o, r +R) connecting α(R+ r) to β(R+ r), we have

length(p) > η(R).

For instance, in view of Lemma 11.66, every hyperbolic geodesic metric space
has an exponential uniform divergence function.

Theorem 11.71 (P. Papasoglu, [Pap95c]). If X is a geodesic metric space
with proper uniform divergence function, then X is hyperbolic.

11.10. Morse Lemma revisited

In this section we use Lemma 11.64 to give another proof of the Morse Lemma,
this time with an explicit bound on the distance between quasigeodesic and geodesic
paths. We note that a more refined (and sharp) estimate in the Morse Lemma is
established by V. Schur in [Sch13].

Theorem 11.72. For every (L,A)-quasigeodesic q : [0, T ]→ X in a δ-hyperbolic
geodesic space X, the image of q is within Hausdorff distance 6 D = D(L,A, δ)
from every geodesic xy ⊂ X connecting the endpoints of q. The function D can be
estimated from above as

D 6 L(A+ 1 + 2R∗)(L+A),

where

R∗ = R∗(L,A, δ) 6
L+ 2A

6
+ 2δ log2(7L(L+A)) + 2δ log2(δ)

provided that δ is at least 2.
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Proof. Let q : [0, T ] → X be an (L,A)-quasigeodesic path in X. We let
x = q(0), y = q(T ). Then the set

N = q([0, T ] ∩ Z) ∪ {y}
is an (L+A)/2-net in the image of q. Note that for i, i+ 1 ∈ [0, T ] ∩ Z,

d(xi, xi+1) 6 (L+A)

and
d(xn, y) 6 L+A,

where n = bT c.
Take a geodesic segment xy connecting the endpoints x, y of q. We let m ∈ xy

denote the point within the largest distance (denoted R) from the net N . We
parameterize the segment xy via an isometric map γ : [a, b]→ X such that γ(a) =
x, γ(b) = y, γ(0) = m. We first consider the generic case when a 6 −2R, 2R 6 b.
We mark four points

z = γ(−2R), x′ = γ(−R), y′ = γ(R), w = γ(2R)

in the segment xy and let xi = q(i), xj = q(j) denote the points in the net N closest
to z and w respectively. Due to our choice of m to be the point in xy farthest from
N , we obtain the bound

max (d(z, xi), d(w, xj)) 6 R.
We will consider the case i 6 j for convenience of the notation and leave the case
i > j to the reader. Then we have a broken geodesic β connecting xi and xj :

β = xixi+1 · · ·xj−1xj .

Since q is an (L,A)-quasigeodesic, the length `(β) of the path β is at most

(L+A)(j − i) 6 (L+A)L(d(xi, xj) +A).

Since d(xi, xj) 6 6R+ (L+A), we obtain the bound

`(β) 6 (L+A)L(6R+ (L+A) +A) = (L+A)L(6R+ L+ 2A).

Since none of the points xk, k = i, . . . , j belongs to the open ball B(m,R), we
conclude that the piecewise-geodesic concatenation

α = x′z ? zxi ? β ? xjw ? wy
′

is disjoint from the open ball B(m,R). Therefore, in view of Lemma 11.64, the
length of α is at least

2
R−1
δ

which is a superlinear function of R. On the other hand, α has length at most

4R+ `(β) 6 4R+ (L+A)L(6R+ L+ 2A)

which is a linear function of R. Therefore, the inequality

(11.5) 2
R−1
δ 6 4R+ (L+A)L(6R+ L+ 2A)

forces R 6 R∗ for some R∗ = R∗(L,A, δ). Below we will estimate R∗ (from above)
explicitly.
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Figure 11.8. The path α.

Exercise 11.73. For δ > 2, c1 > 0, c2 > 0, if

2
R−1
δ 6 c1R+ c2

then
R 6 c2

c1
+ 2δ log2(c1) + 2δ log2(δ)

Therefore, we obtain the estimate:

R∗ 6
L(L+A)(L+ 2A)

4 + 6L(L+A)
+ 2δ log2(4 + 6L(L+A)) + 2δ log2(δ) 6

L+ 2A

6
+ 2δ log2(7L(L+A)) + 2δ log2(δ).

We next consider the nongeneric cases, i.e. when d(m, y) < 2R or d(x,m) < 2R.
There are several subcases to analyze, we will deal with the case

d(x,m) > 2R, R 6 d(m, y) < 2R

and leave the other two possibilities to the reader since they are similar. We define
the points x′, z and xi as before, but now use the point y to play the role of xj .
The broken path β above will be replaced with the broken path

β := xixi+1 · · ·xny
and we will use the concatenation x′z ? zxi ? β ? yy′. With this modification, the
same inequality (11.5) still holds and we again conclude that R 6 R∗, where R∗ is
the same function as above.

So far, we proved that the geodesic segment xy is contained in the R∗-neighbor-
hood of the image of q. More precisely, we proved that for each t ∈ [a, b] there exists
s = s(t) ∈ {0, 1, . . . , n, T} such that d(q(s), γ(t)) 6 R∗. This choice of s(t) need
not be unique, but we will use s(a) = 0, s(b) = T since the respective distances in
X will be zero in this situation. It is convenient at this point to reparameterize the
geodesic xy so that a = 0. The function t 7→ s, of course, is not continuous, but it
is coarse Lipschitz:

|s(t)− s(t+ 1)| 6 L(A+ 1 + 2R∗)

for all t, t+ 1 ∈ [0, b]. We will replace this function with a piecewise-linear function
as follows. For every t ∈ [0, b] ∩ Z, we set f(t) := s(t). We extend this function
linearly over each unit interval contained in [0, b] and having the form [i, i+1], i ∈ Z
or [bbc, b]. By abusing the terminology, we will refer to these intervals as integer
intervals. The resulting function f is continuous on the interval [0, b] and maps it
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onto the interval [0, T ]. Moreover, since q is (L,A)-quasigeodesic, the function f
maps each integer interval to an interval of the length at most C = L(A+1+2R∗).

Now, for s ∈ [0, T ] find t such that f(t) = s. Then t belongs to one of the
integer subintervals [i, i + 1] ⊂ [0, b] (or the interval [i, b], i = bbc). We have
d(γ(i), q(s(i))) 6 R∗ and, furthermore,

d(q(s), q(s(i))) 6 C(L+A).

Therefore, q(s) is within distance 6 C(L+ A) = L(A+ 1 + 2R∗)(L+ A) from the
geodesic xy. Since

R∗ 6 D := L(A+ 1 + 2R∗)(L+A)

(as L > 1), we conclude that the Hausdorff distance between the geodesic xy and
the quasigeodesic q is at most D. �

11.11. Ideal boundaries

We consider the general notion of the ideal boundary defined in Section 3.11.3,
in the special case when X is geodesic, δ–hyperbolic and locally compact (equiva-
lently, proper). We start by proving an analogue of Lemma 11.74 in the context of
hyperbolic spaces.

Lemma 11.74. Suppose that X is geodesic, δ–hyperbolic and locally compact
(equivalently, proper). Then for each x ∈ X and ξ ∈ ∂∞X, there exists a geodesic
ray ρ with the initial point x, asymptotic to ξ.

Proof. Let ρ′ be a geodesic ray asymptotic to ξ , with the initial point x0.
Consider a sequence of geodesic segments γn : [0, Dn] → X, connecting p to xn =
ρ′(n), where Dn = d(x, ρ′(n)). The δ-hyperbolicity of X implies that the image
of γn is at Hausdorff distance at most δ + dist(x, x0) from x0xn, where x0xn is
the initial subsegment of ρ′. Combining properness of X with the Arzela-Ascoli
theorem, we see that the maps γn subconverge to a geodesic ray ρ, ρ(0) = p.
Clearly, the image of ρ is at Hausdorff distance at most δ + dist(x, x0) from the
image of ρ. In particular, ρ is asymptotic to ρ′. �

In view of Lemma 11.74, in order to understand ∂∞X it suffices to restrict
to the set Rayx(X) of geodesic rays in X emanating from x ∈ X. The important
difference between this lemma and the one for CAT (0) spaces (Lemma 11.74) is that
the ray ρ now may not be unique. Nevertheless we will continue to use the notation
xξ, which now means that xξ is one of the geodesic rays with the initial point x and
asymptotic to ξ. This abuse of notation is harmless in view of the following lemma
which generalizes the fellow–travelling property for geodesic segments in hyperbolic
spaces.

Lemma 11.75 (Asymptotic rays are uniformly close). Let ρ1, ρ2 be asymptotic
geodesic rays in X with the common initial point ρ1(0) = ρ2(0) = x. Then for each
t,

d(ρ1(t), ρ2(t)) 6 2δ.

Proof. Suppose that the rays ρ1, ρ2 are within distance 6 C from each other.
Take T much larger than t. Then (since the rays are asymptotic) there exists
S ∈ R+ such that

d(ρ1(T ), ρ2(S)) 6 C.
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By δ–thinness of the triangle ∆(p, ρ1(T ), ρ2(S)), the point ρ1(t) is within distance
6 δ from a point either on pρ2(S) or on ρ1(T )ρ2(S). Since the length of ρ1(T )ρ2(S)
is 6 C and T is much larger than t, it follows that there exists t′ such that

dist(ρ1(t), ρ2(t′)) 6 δ.
By the triangle inequality, |t− t′| 6 δ and, hence, dist(ρ1(t), ρ2(t)) 6 2δ. �

Our next goal is to extend the topology τ defined on ∂∞X (i.e. the quotient
topology of the compact-open topology on the set of all rays in X, see Section
3.11.3) to a topology on the union X̄ = X ∪ ∂∞X. There are several natural ways
to do so, all resulting in the same topology, which is a compactification of X by its
ideal boundary ∂∞X.

Shadow topology Tx,k on X̄. Our next goal is to topologize X̄ and to
describe some basic properties of this topology. We fix a point x ∈ X and a
number k > 3δ. For each ideal boundary point ξ ∈ ∂∞X we fix a geodesic ray
ρ = xξ asymptotic to ξ. We define the topology Tx,k on X̄ by declaring that its
basis at points z ∈ X consists of open metric balls B(z, r), r > 0, and defining
basic neighborhoods Uy = Ux,y,k(ξ) at points ξ ∈ ∂∞X as

Uy = {z ∈ X̄ : ∀xz, xz ∩B(y, k) 6= ∅},
where y = ρ(t), t > 0.

x
ξ

z

y

B(y, k)

∂∞X

Figure 11.9. Shadow topology.

Note that the requirement in this definition is that each geodesic segment or a
ray from x to z intersects the open ball B(y, r). We need to check that the collection
of basic sets we defined is indeed a basis of topology. It follows from Lemma 11.75
that ξ belongs to Uy(ξ) for each y = ρ(t). Furthermore, δ-hyperbolicity ofX implies
that for every t > 0

(11.6) Uρ(t′) ⊂ Uρ(t),
provided that t′ is at least t+ k + δ. Therefore,

Uy3 ⊂ Uy1 ∩ Uy2 , yi = ρ(ti), t3 = max(t1, t2) + k + δ.

We next have to verify that each basic set is open, more precisely, each point u ∈ Uy
is contained in a basic set Uz ⊂ Uy. Suppose that u ∈ Uy ∩ X and un ∈ X is a
sequence converging to u. Assume for a moment that for each n there exists a
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geodesic segment xun disjoint from the open ball B(y, k). Then a subsequential
limit of xun would connect x to u and also avoid the ball B(y, k). (Here we are using
properness of X.) However, this would imply that u /∈ Uy, which is a contradiction.

The proof for boundary points is similar. Suppose that ξ ∈ Uy(η) ∩ ∂∞X; let
ρ = xξ be a ray connecting x to ξ. We again assume that there is a sequence tn
diverging to infinity, points un ∈ B(ρ(tn), k) and geodesic segments γn = xun which
all avoid the open ball B(y, r). By δ-thinness of geodesic triangles, each segment
γn is contained in the k + δ-neighborhood of the ray ρ. Therefore, after passing to
a subsequence, we obtain a limit ray γ (of the segments γn), which is asymptotic to
ξ and which also avoids the ball B(y, k). However, this contradicts the assumption
that ξ belongs to Uy.

To summarize, we now have a topology Tx,k on the set X̄.

Lemma 11.76. With respect to the topology Tx,k:
1. X is an open and dense subset of X̄.
2. X̄ is first countable.
3. X̄ is Hausdorff.

Proof. 1. Openness of X is clear. Density of X follows from the fact that for
each ξ ∈ ∂∞X the sequence (ρ(n))n∈N converges to ξ, where ρ = xξ.

2. The first countability is clear at the points x ∈ X; at the points ξ ∈ ∂∞X,
the first countability follows from the fact that the sets

Uρ(n), n ∈ N,

form a basis of topology at ξ, see (11.6).
3. We will check that any two distinct points ξ1, ξ2 ∈ ∂∞X have disjoint

neighborhoods and leave the other cases as an exercise to the reader. Since the
geodesic rays xξi, i = 1, 2, diverge, there exist points yi ∈ xξi such that

dist(yi, xξ3−i) > k + δ, i = 1, 2.

We claim that the basic neighborhoods Uy1 , Uy2 are disjoint. Otherwise, there exists
z ∈ xu ∩ B(y2, k) and a geodesic xz which intersects B(y, k). Since the triangle
∆(x, y2, z) is δ-thin, it follows that the point xu ∩ B(y, k) is within distance 6 δ
form the subsegment xy2 of xξ2. However, this contradicts the assumption that the
minimal distance from y1 to xξ2 is > k + δ. Interchanging the roles of the points
y1, y2, we conclude that Uy1 ∩ Uy2 = ∅. �

Consider the set Geox(X) consisting of geodesics in X (finite or half-infinite)
emanating from x. In order to ensure that all maps in Geox(X) have the same
domain, we extend each geodesic segment γ : [0, T ]→ X by the constant map to the
half-line [T,∞). We quip Geox(X) with the compact-open topology (equivalently,
the topology of uniform convergence on compacts). The space Geox(X) is compact
by the Arzela–Ascoli theorem. Since X is Hausdorff, so is Geox(X). There is a
natural quotient map ε : Geox(X)→ X̄ which sends a finite geodesic or a geodesic
ray emanating from x to its terminal point in X̄:

ε : xy 7→ y, y ∈ X̄.
Lemma 11.77. The map ε : Geox(X)→ X̄ is continuous.

Proof. The statement is clear for finite geodesic segments. Let ξ ∈ ∂∞X be
an ideal boundary point and let γn denote a sequence of geodesic segments/rays,
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γn = xxn, xn ∈ X̄, such that
lim
n→∞

γn = γ,

where γ is a ray asymptotic to ξ. We claim that the sequence ε(gan) = xn converges
to ξ in the topology Tx,k. Pick a point y on the geodesic ray xξ (which could be
different from γ). Since the rays γ and ρ are within distance 6 2δ from each other,
and the convergence γn → γ is uniform on compacts, for every there exists N such
that for all n > N , the intersection

γn ∩B(y, 3δ) ⊂ γn ∩B(y, k)

is non-empty. Hence, xn belongs to Uy. �

Corollary 11.78. 1. ε is a closed map. In particular, ε : Geox(X) →
(X̄, Tx,k) is a quotient map.

2. (X̄, Tx,k) is a compact topological space.
3. (X̄, Tx,k) is a compactification of X.

Proof. 1. The statement follows from the fact that Geox(X) is compact and
(X̄, Tx,k) is Hausdorff.

2. Continuous image of a compact topological space is again compact.
3. This part follows from openness and density of X in X̄ combined with

compactness of X̄. �

Corollary 11.79. 1. For all k1, k2 > 3δ, the topologies Tx,k1 , Tx,k2 are equal.
2. The topology Tx,k is independent of the choice of geodesic rays xξ used to

define Tx,k
Proof. For all different choices of k’s and the rays, the topologies are the

quotient topologies of Geox(X) with respect to the same quotient map ε. �
The topology on X̄ is independent of the choice of a base-point x:

Lemma 11.80. For all x1, x2 ∈ X, Tx1,k = Tx2,k.

Proof. The equality of two topologies is clear at the points of X. Consider,
therefore, an ideal boundary point ξ ∈ ∂∞X. We use a geodesic segment x1x2 and
geodesic rays xiξ to form a generalized geodesic triangle ∆(x1, x2, ξ) in X. Since
this triangle is 2δ-thin, we pick points yi ∈ xiξ within distance 6 2δ from each
other. Then each u ∈ B(y1, k) is contained in the ball B(y2, k + δ). Therefore,
each basic neighborhood Uy2,k of ξ in the topology Tx2,k is contained in the basic
neighborhood Uy2,k+δ of ξ in the topology Tx2,k+δ. Hence, the topology Tx2,k is
finer than Tx1,k+δ = Tx1,k. Switching the roles of x1 and x2, we conclude that
Tx1,k = Tx2,k. �

In view of these basic results, from now on, we will omit the subscripts in
the notation for the topology on X̄. Using the identification of X̄ with the quo-
tient space of Geox(X), we can also give an alternative description of converging
sequences in X̄.

Lemma 11.81. For a sequence (xn) in X̄ and a point ξ ∈ ∂∞X, the following
are equivalent:

1. limn→∞ xn = ξ.
2. Every convergent subsequence in xxn converges to a ray asymptotic to ξ.
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Proof. (1) ⇒ (2). Suppose first that limn→∞ xn = x. Let γm = xxnm be a
convergent sequence of segments/rays and let γ be their limiting ray in Geox(X).
Pick an arbitrary point y = ρ(t) on the ray ρ = xξ. Since limn→∞ xn = ξ, the
intersections γn ∩ B(y, k) 6= ∅ for all sufficiently large n. Hence, each subsegment
γn([0, T ]) is contained in the k+ δ-neighborhood of the ray xξ. Since this holds for
all T , we conclude that the limit ray γ is also contained in the k + δ-neighborhood
of xξ. It follows that the ray γ is asymptotic to ξ.

(2) ⇒ (1). After passing to subsequences, we can assume that the sequence
xxn converges to a ray ρ = xξ and that the sequence (xn) converges to an ideal
boundary point η. Continuity of the map ε now implies that ε(ρ) = ξ. �

We owe the following remark to Bernhard Leeb:

Remark 11.82. Even if a sequence (xn) converges, this does not imply that
there exists a convergent sequence of geodesic rays xxn.

We compute two examples of compactifications and ideal boundaries of hyper-
bolic spaces.

1. Suppose that X = Hn is the real-hyperbolic space. We claim that X̄ is
naturally homeomorphic to the closed ball Dn, where we use the unit ball model
of Hn. Let o denote the center of the unit ball Bn. The map ε : Geoo(X) → Dn
is a bijection. The fact that the map ε restricts to a homeomorphism X → Hn is
clear. Bicontinuity of this map at the points of ∂∞X follows from the fact that a
sequence γn ∈ Geoo(X) converges to a geodesic ray ρ iff

lim
n→∞

γ′(0) = ρ′(0).

2. Suppose that X is a simplicial tree of finite constant valence val(X) > 3,
equipped with the standard metric. Fix a vertex p ∈ X. Since X is a CAT (−∞)-
space, the map ε : Geop(X)→ X̄ is a bijection, hence, a homeomorphism (in view
of the quotient topology on X̄).

We that ∂∞X is homeomorphic to the Cantor set. Since we know that ∂∞X
is compact and Hausdorff, it suffices to verify that ∂∞X is totally disconnected
and contains no isolated points. Let ρ ∈ Rayp(X) be a ray. For each n pick a ray
ρn ∈ Rayp(X) which coincides with ρ on [0, n] , but ρn(t) 6= ρ(t) for all t > n (this
is where we use the assumption that val(X) > 3). It is then clear that

lim
n→∞

ρn = ρ

uniformly on compacts. Hence, ∂∞X has no isolated points. Recall that for k = 1
2 ,

we have open sets Un,k(ρ) forming a basis of neighborhoods of ρ. We also note that
each Un,k(ρ) is also closed, since (for a tree X as in our example) it is also given by

{ρ′ : ρ(t) = ρ′(t), t ∈ [0, n]}.
Therefore, ∂∞X is totally-disconnected as for any pair of distinct points ρ, ρ′ ∈
Rayp(X), they have open, closed and disjoint neighborhoods Un,k(ρ), Un,k(ρ′).
Thus, ∂∞X is compact, Hausdorff, perfect, consists of at least 2 points and is
totally-disconnected. Therefore, ∂∞X is homeomorphic to the Cantor set.

We now return to the discussion of ideal boundaries of arbitrary proper geodesic
hyperbolic spaces.
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Lemma 11.83 (The visibility property). Let X be a proper geodesic Gromov–
hyperbolic space. Then for each pair of distinct points ξ, η ∈ ∂∞X there exists a
geodesic γ in X which is asymptotic to both ξ and η.

Proof. Consider geodesic rays ρ, ρ′ emanating from the same point p ∈ X
and asymptotic to ξ, η respectively. Since ξ 6= η (Corollary 11.67), for each R <∞
the set

K(R) := {x ∈ X : dist(x, ρ) 6 R,dist(x, ρ′) 6 R}
is compact. Consider the sequences xn := ρ(n), x′n := ρ′(n) on ρ, ρ′ respectively.
Since the triangles T (p, xn, x

′
n) are δ–thin, each segment γn := xnx

′
n contains a

point within distance 6 δ from both pxn, px′n, i.e. γn ∩K(δ) 6= ∅. Therefore, by
the Arzela–Ascoli theorem, the sequence of geodesic segments γn subconverges to
a complete geodesic γ in X. Since

γ ⊂ Nδ(ρ ∪ ρ′),
it follows that γ is asymptotic to ξ and to η. �

Exercise 11.84. Suppose that X is δ-hyperbolic. Show that there are no
complete geodesics γ in X such that

lim
n→∞

γ(−n) = lim
n→∞

γ(n).

Hint: Use the fact that geodesic bigons in X are δ-thin.

Exercise 11.85 (Ideal bigons are 2δ-thin). Suppose that α, β : R → X are
geodesics in X which are both asymptotic to points ξ, η ∈ ∂∞X. Then

distHaus(α, β) 6 2δ.

Hint: For n ∈ N define
zn, wn ∈ β(R)

to be the nearest points to xn = α(n), yn = α(−n). Let xnyn, znwn be the sub-
segments of α, β between xn, yn and yn, zn respectively. Now use the fact that the
quadrilateral

xnyn ∪ ynwn ∪ wnzn ∪ znxn
is 2δ-thin.

Triangles in X̄. We now generalize (geodesic) triangles in X to triangles with
some vertices in ∂∞X, similarly to the definitions made in Section 4.4. Namely a
(generalized) triangle in X̄ is a concatenation of geodesics connecting three points
A,B,C in X̄; geodesics are now allowed to be finite, half-infinite and infinite. The
points A,B,C are called the vertices of the triangle. As in the case of Hn, we do not
allow two ideal vertices of a triangle T to coincide. By abusing the terminology,
we will again refer to such generalized triangles as hyperbolic triangles. As with
hyperbolic geodesics, we continue to use the notation T (A,B,C) and ∆(A,B,C) for
geodesic triangles with the vertices A,B and C, even though geodesics connecting
the vertices are not unique.

An ideal triangle is a triangle where all three vertices are in ∂∞X. We topologize
the set Tri(X) of hyperbolic triangles in X by the compact-open topology on the
set of their geodesic edges. Given a hyperbolic triangle T = T (A,B,C) in X, we
find a sequence of finite triangles Ti ⊂ X whose vertices converge to the respective
vertices of T . Passing to a subsequence if necessary and taking the limit of the sides
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of the triangles Ti, we obtain geodesics connecting the vertices A,B,C of T . The
resulting triangle T ′, of course, need not be equal to T (since geodesics connecting
points in X̄ are not, in general, not be unique), however, in view of Exercise 11.85,
sides of T ′ are within distance 6 2δ from the respective sides of T . We will say
that the sequence of triangles Ti coarsely converges to the triangle T (cf. Definition
8.33).

Exercise 11.86. Every (generalized) hyperbolic triangle T in X is 5δ-thin. In
particular,

minsize(T ) 6 4δ.

Hint: Use a sequence of finite triangles coarsely converging to T and the fact that
finite triangles are δ-thin.

Centroids of triangles with ideal vertices. We now return to the discussion
of proper geometric metric spaces X which are δ-hyperbolic in the sense of Rips.
Exercise 11.86 allows one to define centroids of triangles T in X̄. As in Definition
11.60 we say that a point p ∈ X is an R-centroid of T if p is within distance 6 R
from all three sides of T . Furthermore, we will say that p is a centroid of T if

d(p, τi) 6 5δ, i = 1, 2, 3.

Lemma 11.87. The distance between any two R-centroids of a triangle T is at
most

r(R, δ) = 4R+ 32δ.

Proof. Let p, q be R-centroids of T . We coarsely approximate T by a sequence
of finite triangles Ti ⊂ X. Then for every ε > 0, for all sufficiently large i, the points
p, q are R + 2δ + ε-centroids of Ti. Therefore, by Corollary 11.61 applied to the
triangles Ti,

d(p, q) 6 φ(R+ 2δ + ε) = 4(R+ 2δ + ε) + 28δ = 4R+ 32δ + 2ε

Since this holds for every ε > 0, we conclude that d(p, q) 6 4R+ 32δ. �
Notation 11.88. Given a topological space Z, we let Trip(Z) denote the set

of ordered triples of pairwise distinct elements of Z, equipped with the subspace
topology induced from Z3.

We define the correspondence

center : Trip(∂∞X)→ X

which sends every triple of distinct points in ∂∞X first to the set of ideal triangles
T that they span and then to the set of centroids of these ideal triangles. Lemma
11.87 implies:

Corollary 11.89. For every ξ ∈ Trip(∂∞X),

diam(center(ξ)) 6 r(7δ, δ) = 60δ.

Exercise 11.90. Suppose that γn are geodesics in X asymptotic to points
ζn, ηn ∈ ∂∞X and such that

lim
n→∞

ζn = ζ, lim
n→∞

ηn = η, η 6= ζ.

Show that the sequence (γn) subconverges to a geodesic asymptotic to both ξ and
η.

396



Use this exercise to conclude:

Exercise 11.91. If K ⊂ Trip(∂∞X) is a compact subset, then center(K) is a
bounded subset of X.

Conversely, prove:

Exercise 11.92. Let B ⊂ X be a bounded subset and K ⊂ Trip(∂∞X) be a
subset such that center(K) ⊂ B. Show that K is relatively compact in Trip(∂∞X).
Hint: For every ξ ∈ K, every ideal edge of a triangle spanned by ξ intersects the
5δ-neighborhood of B. Now, use the Arzela-Ascoli theorem.

Loosely speaking, the two exercises show that the correspondence center is
coarsely continuous (the image of a compact is bounded) and coarsely proper (the
preimage of a bounded subset is relatively compact).

Cone topology. Suppose that X is a proper hyperbolic geodesic metric space.
Later on, it will be convenient to use another topology on X̄, called the cone
(or, radial) topology. This topology is not equivalent to the topology mathcalT :
With few exceptions, X̄ is non-compact with respect to this topology (even if X =
Hn, n > 2).

Definition 11.93. Fix a base point p ∈ X. We use the metric topology on
X and will say that a sequence xi ∈ X conically converges to a point ξ ∈ ∂∞X if
there is a constant R such that xi ∈ NR(pξ) and

lim
i→∞

d(p, xi) =∞.

A subset C ⊂ X̄ is closed in the conical topology if its intersection with X is closed
in the metric topology of X and C ∩ ∂∞X contains conical limits of sequences in
C ∩X. We will refer to the resulting topology as the cone topology on X̄.

Exercise 11.94. If a sequence (xi) converges to ξ ∈ ∂∞X in the cone topology,
then it also converges to ξ in the topology τ on X̄.

As an example, consider X = Hn in the upper half-space model, ξ = 0 ∈ Rn−1,
and let L be any vertical hyperbolic geodesic asymptotic to ξ. Then a sequence
xi ∈ X converges ξ in the cone topology if and only if all the points xi belong to
some Euclidean cone with the axis L, while the Euclidean distance from xi to 0
tends to zero. See Figure 11.10. This explains the name cone topology.

Exercise 11.95. Suppose that a sequence (xi) converges to a point ξ ∈ ∂∞Hn
along a horosphere centered at ξ. Show that the sequence (xi) contains no conver-
gent subsequences in the cone topology on X̄.

11.12. Gromov bordification of Gromov–hyperbolic spaces

The definition of X̄ and its topology, used in the previous section, worked fine
for geodesic hyperbolic metric spaces. Gromov extended this definition to the case
when X is an arbitrary (non-empty) δ-hyperbolic metric space.

Pick a base-point p ∈ X. A sequence (xn) in X is said to converge at infinity if

lim
(m,n)→∞

(xm, xn)p =∞.
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Figure 11.10. Convergence in the cone topology.

In particular, for such a sequence,

lim
n→∞

d(p, xn) =∞.

Define the relation ∼ on sequences converging at infinity by

(xn) ∼ (yn) ⇐⇒ lim
n→∞

(xn, yn)p =∞.

Exercise 11.96. 1. Show that ∼ is an equivalence relation using Definition
11.24.

2. Show that each sequence (xn) converging at infinity is equivalent to each
subsequence in (xn).

3. Show that if (xn), (yn) are inequivalent sequences converging at infinity, then

sup
m,n

(xm, yn)p <∞.

4. Show that for two sequences (xm), (yn),

lim
(m,n)→∞

(xm, yn)p =∞

if and only if
lim

(m,n)→∞
(xm, yn)q =∞,

for all q ∈ X.
5. Suppose that N → X,n 7→ xn is an isometric embedding. Show that the

sequence (xn) converges at infinity.

Definition 11.97. The Gromov boundary ∂GromovX of X consists of equiva-
lence classes of sequences converging at infinity. Given a sequence (xn) converging
at infinity, we will use the notation [xn] for the eauivalence class of this sequences.
The union X ∪ ∂GromovX is the Gromov bordification of X.
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It will be convenient to extend the notation [xn] for sequences (xn) which
converge in X; we set

[xn] = lim
n→∞

xn ∈ X
for such sequences.

The Gromov product extends to X ∪ ∂GromovX by taking limits of Gromov
products in X:

1.
(ξ, η)p = inf lim inf

(m,n)→∞
(xm, yn)p,

where the infimum is taken over all sequences (xm), (yn) representing ξ and η re-
spectively.

2.
(ξ, y)p = inf lim inf

n→∞
(xn, y)p,

where the sequence (xn) represents ξ. The infimum in this definition is again taken
over all sequences (xm) representing ξ.

Remark 11.98. Taking the infimum and lim inf in this definition is, by no
means, the only choice. However, all four possible choices in the definition of
(ξ, η)p and (ξ, y)p differ by 6 2δ, see [Väi05].

Exercise 11.99. For points x, y ∈ X ∪ ∂GromovX we have

(x, y)p = inf{lim inf
i→∞

(xi, yi)p}

where the infimum is taken over all sequences (xi), (yi) in X such that x = [xi], y =
[yi].

Lemma 11.100. For all points p ∈ X,x, y, z ∈ X ∪ ∂GromovX we have the
inequality

(x, y)p > min{(y, z)p, (z, x)p}+ δ.

Proof. For each point x, y, z we consider sequences (xi), (yi), (zi) in X such
that x = [xi], y = [yi], z = [zi]. We assume that (xi), (yi) are chosen so that

(x, y)p = lim
i→∞

(xi, yi)p = (x, y)p.

Then for each i we have

(xi, yi)p > min{(yi, zi)p, (zi, xi)p}+ δ.

Then
(x, y)p = lim

i→∞
(xi, yi)p > lim inf

i→∞
min{(yi, zi)p, (zi, xi)p}+ δ >

min{lim inf
i→∞

(yi, zi)p, lim inf
i→∞

(zi, xi)p}+ δ

Now the claim follows from the Exercise 11.99. �
The Gromov topology on

X̄ = X ∪ ∂GromovX
is the metric topology on X, while a basis of topology at ξ ∈ ∂GromovX consists of
the sets

Uξ,R = {x ∈ X̄ : (ξ, x)p > R}.
Thus, a sequence (xn) in X̄ converges to ξ ∈ ∂GromovX if and only if

lim
n→∞

(xn, ξ)p =∞.
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Lemma 11.101. A sequence (xn) converges to ξ ∈ ∂GromovX if and only if (xn)
converges at infinity and [xn] = ξ.

Proof. 1. Suppose that (xn) converges to ξ ∈ ∂GromovX. Then

lim
m→∞

(xm, ξ)p = lim
m→∞

(xm, ξ)p =∞.

By Lemma 11.100, we have

(xm, xn)p > min{(xm, ξ)p, (xn, ξ)p} − δ →∞, as n,m→∞.
Hence, the sequence (xn) converges at infinity. Let (yn) be a sequence in X repre-
senting ξ. We claim that (xn) ∼ (yn). Indeed,

(xn, yn) > min{(xn, ξ)p, (yn, ξ)p} − δ →∞n→∞.

Thus, [xn] = ξ.
2. Suppose that [xn] = ξ. For each n we pick a sequence (ynm)m∈N representing

ξ such that
(xn, ξ)p = lim

m→∞
(xn, ynm)p.

Taking a diagonal subsequence (ynk,mk)k∈N which represents ξ, we obtain

lim
k→∞

(xnk , ξ)p = lim
k→∞

(xnk , ynk,mk)p =∞.

Since
lim
k→∞

(xnk , xk)p =∞,
Lemma 11.100 applied to the points xnk , xn and ξ implies that

lim
k→∞

(xx, ξ)p =∞. �

Suppose now that X is a geodesic metric space which is a δ1-hyperbolic (in the
sense of Rips) and δ2-hyperbolic (in Gromov’s sense). We define a map

h : X ∪ ∂∞X → X ∪ ∂GromovX
which is the identity on X and sends ξ = [ρ] in ∂∞X to the equivalence class of the
sequence (ρ(n)).

Exercise 11.102. The map h is well-defined, i.e.:
1. If ρ : R+ → X is a geodesics ray then the sequence (ρ(n)) converges at

infinity.
2. If two rays ρ1, ρ2 are asymptotic then [ρ1(n)] = [ρ2(n)].

Lemma 11.103. If X is a proper geodesic metric space then the map h is a
bijection.

Proof. 1. Injectivity of h. Suppose that ρ1, ρ2 are rays in X emanating
from p ∈ X, such that [ρ1(n)] = [ρ2(n)]. Set xn = ρ1(n), yn = ρ2(n) and for
each n choose a geodesic xnyn in X. For each n let zn ∈ xnyn be a point within
distance 6 δ1 from both sides pxn, pyn of the geodesic trian gle T (pxnyn). Let
x′n ∈ pxn, y′n ∈ pyn be points within distance 6 δ1 from zn. Since [xn] = [yn],

lim
n→∞

d(p, zn) =∞,

which implies that
lim
n→∞

d(p, x′n) = lim
n→∞

d(p, y′n) =∞.
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Since d(x′n, y
′
n) 6 2δ1, in view of δ1-thinness of the triangle T (px′ny

′
n), we have

that the Hausdorff distance between the geodesic segments px′n, py′n is 6 2δ1. We
conclude that the rays ρ1, ρ2 are Hausdorff-close to each other. Hence, the map h
is injective.

2. Surjectivity of h. Let (xn) be a sequence in X converging at infinity. Since
X is proper, the sequence of geodesic segmanets pxn contains a subsequence pxnk
which converges (uniformly on compacts) to a geodesic ray pξ in X. For each k let
x′nk ∈ pxnk denote a point within distance 6 δ from pξ, and such that the distance
d(p, x′nk) is maximal among all such points. Then

[xn] = [xnk ] = [x′nk ].

Let ynk ∈ pξ denote a point within distance 6 δ1 from x′nk . Then

lim
n→∞

d(p, x′nk) =∞

and [x′nk ] = [y′nk ]. It follows that h sends the equivalence class of the ray pξ to the
equivalence class of the sequences [xn]. �

Theorem 11.104. The map h is a homeomorphism.

Proof. We will verify continuity of h and h−1 at each point ξ ∈ ∂∞X. We fix
k > 10δ and consider the topology Tp,k of shadow-convergence in X̄.

1. Pick a ray pξ = ρ(R+) asymptotic to ξ. Suppose that (xn) is a sequence
in X̄ which shadow-converges to ξ ∈ ∂∞X. Then there exists a sequence tn ∈ R+

diverging to infinity, such that for yn = ρ(tn), the segment (or a ray) pxn intersects
the ball B(yn, k) at a point x′n. Since

[x′n] = [yn] = ξ

lim
n→∞

(x′n, ξ) =∞,
see Lemma 11.101. On the other hand,

(xn, x
′
n)p = d(p, x′n)→∞.

The inequality
(xn, ξ)p > min{(xn, x′n)p, (x

′
n, ξ)p}+ δ2

now implies that
lim
n→∞

(xn, ξ)p =∞.
Therefore, the map h is continuous.

2. Suppose that xn ∈ X is a sequence converging at infinity, [xn] = η ∈
∂GromovX. We let xξ denote a geodesic ray in X with ξ = h−1(η). We will show
that (xn) shadow-converges to ξ. For each n pick a geodesic ray xnξ. Since

(xn, ξ)p →∞,
the minimal distance from p to xnξ diverges to ∞. Let zn ∈ xnξ be a point within
distance 6 4δ1 from

xnp ∪ pξ.
Let yn ∈ pξ, un ∈ pxn be points within distance 6 4δ1 from zn. Since

lim
n→∞

d(p, zn) = lim
n→∞

d(p, yn) =∞

and un ∈ B(yn, 8δ1), we conclude that the sequence (xn) shadow-converges to ξ.
The proof in the case when xn is a sequence in ∂GromovX converging to η is similar

401



and is left to the reader. (Alternatively, continuity of h−1 follows from Lemma
1.18.) �

In view of this theorem, we will be identifying the visual and Gromov ideal
boundaries of X.

11.13. Boundary extension of quasiisometries of hyperbolic spaces

The goal of this section is to explain how quasiisometries of Rips–hyperbolic
spaces extend to their ideal boundaries.

11.13.1. Extended Morse Lemma. We first extend the Morse lemma to
the case of quasigeodesic rays and complete geodesics.

Lemma 11.105 (Extended Morse Lemma). Suppose that X is a proper δ–
hyperbolic geodesic space. Let ρ be an (L,A)–quasigeodesic ray or a complete (L,A)–
quasigeodesic. Then there is ρ∗, which is either a geodesic ray or a complete geodesic
in X, such that the Hausdorff distance between the images of ρ and ρ∗ is at most
D(L,A, δ). Here D is the function which appears in the Morse lemma.

Moreover, there are two functions s = s(t), s∗ = s∗(t) such that:

(11.7) L−1t−B 6 s 6 Lt+B,

(11.8) L−1(t−B) 6 s∗ 6 L(t+B),

and for every t,
d(ρ(t), ρ∗(s)) 6 D, d(ρ∗(t), ρ(s∗)) 6 D.

Here B = A+D.

Proof. We will consider only the case of quasigeodesic rays ρ : [0,∞)→ X as
the other case is similar. For each i we define the finite quasigeodesic

ρi := ρ|[0,i]
and the geodesic segment ρ∗i = pxi, connecting the points p = ρ(0), xi = ρ(i).
According to the Morse lemma,

distHaus(ρi, ρ
∗
i ) 6 D(L,A, δ).

By properness of X, the sequence of geodesic segments ρ∗i subconverges to a com-
plete geodesic ray ρ∗. It is clear that

distHaus(ρ, ρ
∗) 6 D(L,A, δ).

The estimates (11.7) and (11.8) follow from the inequalities (11.3) and (11.4) in the
case of finite geodesic segments. �

Corollary 11.106. If ρ is a quasigeodesic ray as in the above lemma, there
exists a point ξ ∈ ∂∞X such that limt→∞ ρ(t) = ξ.

Proof. According to Lemma 11.105, the quasigeodesic ray ρ is close to a
geodesic ray ρ∗ = pξ. Since d(ρ(t), pξ) 6 D for all t, it follows that

lim
t→∞

ρ(t) = ξ. �

We will refer to the point η as ρ(∞). Note that if ρ′ is another quasigeodesic
ray Hausdorff-close to ρ, then ρ(∞) = ρ′(∞).
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Below is another useful application of the Extended Morse Lemma. Given a
geodesic γ in X we let πγ : X → γ denote a nearest-point projection.

Proposition 11.107 (Quasiisometries commute with projections). There ex-
ists C = C(L,A, δ) such that the following holds. Let X,X ′ be proper δ-hyperbolic
geodesic metric spaces and let f : X → X ′ be an (L,A)-quasiisometry. Let α be a
(finite or infinite) geodesic in X, and let β ⊂ X ′ be a geodesic which is D(L,A, δ)-
close to f(α). Then the map f almost commutes with the nearest-point projections
πα, πβ:

d(fπα(x), πβf(x)) 6 C, ∀x ∈ X.
Proof. For each (finite or infinite) geodesic γ ⊂ X consider the triangle ∆ =

∆x,γ where one side of ∆ is γ and x is a vertex: The other two sides of ∆ are
geodesics connecting x to the (finite or ideal) end-points of γ. We use the same
definition for triangles in X ′.

Let c = center(∆) ∈ γ denote a centroid of ∆: The distance from c to each
side of ∆ is 6 6δ. By Corollary 11.62,

d(c, πγ(x)) 6 21δ

for all x ∈ X. Consider now a geodesic α ⊂ X, a point x ∈ X and its image
y = f(x) in X ′. We let β be a geodesic in X ′ within distance 6 D(L,A, δ) from
f(α).

x

↵

cx,↵

y

�

cy,�

@1X

X

@1X 0

X 0

f

a = f(cx,↵)

⇡↵ ⇡�

1

Figure 11.11. Quasiisometries almost commute with projections.

Applying f to the centroid cx,α = c(∆x,α), we obtain a point a ∈ X ′ whose
distance to each side of the quasigeodesic triangle f(∆x,α) is 6 2δL + A. Hence,
the distance from a to each side of the geodesic triangle ∆y,β is at most R :=
2δL + A + D(L,A, δ). Hence, a is an R-centroid of ∆y,β . By Lemma 11.87, it
follows that the distance from a to the centroid cy,β = center(∆y,β) is at most
8R+ 32δ. Since d(πβ(y), c(∆y,β)) 6 21δ, we obtain:

d(f(πα(x)), πβf(x)) 6 C := 21δ + 8R+ 27δ + 21δL+A. �
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11.13.2. The extension theorem. We are now ready to prove the main
theorem of this section, which is a fundamental fact of the theory of hyperbolic
spaces:

Theorem 11.108 (Extension Theorem). Suppose that f : X → X ′ is a quasi-
isometry between two Rips–hyperbolic proper metric spaces. Then f admits a home-
omorphic extension f∞ : ∂∞X → ∂∞X ′. This extension is such that the map
f̄ = f ∪ f∞ is continuous at each point η ∈ ∂∞X. The extension satisfies the
following functoriality properties:

1. For every pair of quasiisometries fi : Xi → Xi+1, i = 1, 2, we have

(f2 ◦ f1)∞ = (f2)∞ ◦ (f1)∞.

2. For every pair of quasiisometries f1, f2 : X → X ′ satisfying dist(f1, f2) <
∞, we have

(f2)∞ = (f1)∞.

Proof. First, we construct the extension f∞.
Given ξ ∈ ∂∞X, we pick a sequence (xn) in X representing ξ. We claim that

the sequence (yn), yn = f(xn), converges at infinity in Y . Indeed, according to
Lemma 11.22, for any pair of indices m,n, we have

(xm, xn)p 6 dist(p, xmxn) 6 Ldist(f(p), f(xmxn)) + LA 6
LDdist(f(p), ymyn) + LA 6 LD((ym, yn)f(p) + 2δ) + LA

where D = D(L,A, δ) is the constant from the Morse Lemma. Therefore,

lim
m,n→∞

(ym, yn)f(p) =∞.

The same argument shows that if [xn] = [x′n] = ξ then [f(xn)] = [f(x′n)]. Therefore,
we set f∞(ξ) := [yn]. We next show that for each ξ ∈ ∂∞X the restriction of f̄ to
X ∪ {ξ} is continuous at ξ. Since X̄ and Ȳ are first countable, it suffices to verify
sequential continuity. We have that xn ∈ X converges to ξ if and only if [xn] = ξ.
Since ξ′ = f∞(ξ) = [f(xn)], it follows that the sequence (f(xn)) converges to ξ′.
Therefore, the restriction of f̄ to X ∪ {ξ} is continuous at ξ. Since X̄ is compact
and Hausdorff, it is regular. Part 2 of Lemma 1.18 implies continuity of f̄ : X̄ → Ȳ
at each ξ ∈ ∂∞X.

We next check the functoriality properties (1) and (2) of the extension maps.
Suppose that ξ = [xn] ∈ ∂∞X (where (xn) is a sequence in X converging at
infinity), η = (f1)∞(ξ). Then

η = [f1(xn)], (f2)∞(η) = [f2 ◦ f1(xn)] = (f2 ◦ f1)∞(ξ).

This implies Property 1. To verify Property 2, note that for each ξ = [xn] is also
represented by the sequence (yn), yn = f(xn), since the distances d(xn, yn) are
uniformly bounded.

Lastly, we verify that f∞ is a homeomorphism. Let g be a coarse inverse of
f : X → X ′; this coarse inverse also has a continuous extension

g∞ : ∂∞X
′ → ∂∞X.

Since dist(g ◦f, IdX) <∞ and dist(f ◦g, IdX′) <∞ by the functoriality properties,
we obtain:

IdX′ = (f ◦ g)∞ = f∞ ◦ g∞,
IdX = (g ◦ f)∞ = g∞ ◦ f∞.
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Hence, g∞ is the continuous inverse of f∞, and

f∞ : ∂∞X → ∂∞X
′

is a homeomorphism. �

Exercise 11.109. Suppose that f is merely a QI embedding X → X ′. Show
that the continuous extension f∞ given by [xn] 7→ [f(xn)] is injective.

Historical Remark 11.110. The above extension theorem was first proven
by Efremovich and Tikhomirova in [ET64] for the real-hyperbolic space and, soon
afterwards, reproved by Mostow [Mos73]. We will see in Chapter 22 that the
homeomorphisms f∞ are quasimoebius, in particular, they enjoy certain regularity
properties which are critical for proving QI rigidity theorems in the context of
hyperbolic groups and spaces.

The next lemma is a simple but useful corollary of Theorem 11.108 (the func-
toriality part):

Corollary 11.111. Suppose that f, g, h are quasiisometries of X such that
dist(h, g ◦ f) <∞. Then

h∞ = g∞ ◦ f∞.
In particular, if f : X → X ′ is a quasiisometry quasiequivariant with respect to
isometric group actions Gy X,Gy X ′, then f∞ is also G-equivariant.

We thus obtained a functor from quasiisometries between Rips–hyperbolic
spaces to homeomorphisms between their boundaries.

The following lemma is a “converse” to the second functoriality property in
Theorem 11.108:

Lemma 11.112. Let X and Y be proper geodesic δ–hyperbolic spaces. In addi-
tion we assume that there exists R < ∞ such that every x ∈ X is an R-centroid
of an ideal triangle Tx in X. Then quasiisometries f, f ′ : X → Y with equal ex-
tension maps f∞ = f ′∞ are uniformly close to each other. More precisely, there
exists D(L,A,R, δ) such that each pair of (L,A)–quasiisometries f, f ′ : X → Y
with f∞ = f ′∞, satisfies:

dist(f, f ′) 6 D(L,A,R, δ).

Proof. By Lemma 11.105, for each x ∈ X the points y = f(x), y′ = f ′(x) are
C-centroids of an ideal geodesic triangle S ⊂ Y whose ideal vertices are the images
of the ideal vertices of Tx under f∞. Here C = LR+A+D(L,A, δ). Lemma 11.87
implies that C-centroids of ideal triangles are uniformly close to each other:

d(y, y′) 6 r(C, δ).
We conclude that

d(f(x), f ′(x)) 6 D(L,A,R, δ) = 2(LR+A) + r(C, δ). �
Suppose that X is hyperbolic and ∂∞X contains at least 3 points. Then X

has at least one ideal triangle and, hence, at least one centroid of an ideal triangle.
If, in addition, X is quasihomogeneous, then, for some R < ∞, every x ∈ X is
an R-centroid of an ideal triangles in X. Thus, the above lemma applies to the
real-hyperbolic space, more generally, all negatively curved symmetric space, and,
as we will sees soon, all non-elementary hyperbolic groups.
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Exercise 11.113. Suppose that X is a complete simply-connected Riemannian
manifold of dimension > 1 and sectional curvature 6 a < 0. Show that every point
x ∈ X is an R-centroid of an ideal triangle, for some uniform R.

Example 11.114. The line X = R is 0-hyperbolic, its ideal boundary consists
of two points. Take a translation f : X → X, f(x) = x+a. Then f∞ is the identity
map of {−∞,∞} but there is no bound on the distance from f to the identity.

Here is an important corollary of Theorem 11.108 and Lemma 11.112:

Corollary 11.115. Let X be a Rips–hyperbolic space. Then the map f 7→ f∞,
sending quasiisometries of X to homeomorphisms of ∂∞X, descends to a homomor-
phism QI(X)→ Homeo(X). Furthermore, under the hypothesis of Lemma 11.112,
this homomorphism is injective.

In Section 22.5 we will identify the image of this homomorphism in the case of
the real-hyperbolic space Hn, it will be the subgroup of Homeo(Sn−1) consisting
of quasimoebius homeomorphisms.

11.13.3. Boundary extension and quasiactions. In view of Corollary 11.115,
we have

Corollary 11.116. Suppose that X is a Rips-hyperbolic space. Then every
quasiaction φ of a group G on X extends (by g 7→ φ(g)∞) to an action φ∞ of G on
∂∞X by homeomorphisms.

Lemma 11.117. Suppose that X satisfies the hypothesis of Lemma 11.112 and
Gy X is a properly discontinuous quasiaction. Then the kernel for the associated
boundary action φ∞ is finite.

Proof. The kernel K of φ∞ consists of the elements g ∈ G such that the
distance from φ(g) to the identity is finite. Since φ(g) is an (L,A)-quasiisometry of
X, it follows from Lemma 11.112, that

dist(φ(g), IdX) 6 D(L,A,R, δ).

As φ was properly discontinuous, the subgroup K is finite. �

11.13.4. Conical limit points of quasiactions. Suppose that φ is a quasi-
action of a group G on a Rips–hyperbolic space X. A point ξ ∈ ∂∞X is called a
conical limit point for the quasiaction φ if there exists a sequence gi ∈ G such that
φ(gi)(x) converges to ξ in the conical topology. In other words, for some (equiva-
lently every) geodesic ray γ ⊂ X asymptotic to ξ, and some (equivalently every)
point x ∈ X, there exists a constant R <∞ such that:

lim
i→∞

φ(gi)(x) = ξ

and

d(φ(gi)(x), γ) 6 R, for all i.

Lemma 11.118. Suppose that ψ : G y X is a cobounded quasiaction. Then
every point of the ideal boundary ∂∞X is a conical limit point for ψ.
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Proof. Let ξ ∈ ∂∞X and let xi ∈ X be a sequence converging to ξ in the
conical topology (e.g., we can take xi = γ(i), where γ is a geodesic ray in X
asymptotic to ξ). Fix a point x ∈ X and R such that for every x′ ∈ X there exists
g ∈ G satisfying

d(x′, φ(g)(x)) 6 R.
Then, by coboundedness of the quasiaction ψ, there exists a sequence gi ∈ G for
which

d(xi, φ(gi)(x)) 6 R.
It follows that ξ is a conical limit point of the quasiaction ψ. �

Corollary 11.119. Suppose that G is a finitely generated group, f : X → G
is a quasiisometry and G y G is the isometric action by the left multiplications.
Let ψ : G y X be the quasiaction, obtained by conjugating G y G via f . Then
every point of ∂∞X is a conical limit point for the quasiaction ψ.

Proof. The action G y G by the left multiplications is cobounded, hence,
the conjugate quasiaction ψ : Gy X is also cobounded. �

If φ∞ is a topological action of a group G on ∂∞X, obtained by the extension
of a quasiaction φ of G on X, then conical limit points of the action Gy ∂∞X are
defined as the conical limit points for the quasiaction Gy X.

11.14. Hyperbolic groups

We now come to the raison d’être for δ-hyperbolic spaces, namely, hyperbolic
groups.

Definition 11.120. A finitely generated group G is called Gromov–hyperbolic
or word-hyperbolic, or simply hyperbolic, if one of its Cayley graphs is hyperbolic.
A hyperbolic group is called elementary if it is virtually cyclic. A hyperbolic group
is called non-elementary otherwise.

Immediate examples of hyperbolic groups are:

Example 11.121. 1. Trivially, finite groups are hyperbolic.
2. Every finitely generated free group is hyperbolic: Taking the Cayley graph

corresponding to a free generating set, we obtain a simplicial tree, which is 0-
hyperbolic.

We will see more examples of hyperbolic groups below.
Many examples of hyperbolic groups can be constructed via the small cance-

lation theory, see e.g. [GdlH90, GS90, IS98]. For instance, let G be a 1-relator
group with the presentation

〈x1, . . . , xn|wm〉 ,
where m > 2 and w is a cyclically reduced word in the generators xi. Then G is
hyperbolic. (This was proven by B. B. Newman in [New68, Theorem 3] before the
notion of hyperbolic groups was introduced; Newman proved that for such groups
G the Dehn’s algorithm applies, which is equivalent to hyperbolicity, see Section
11.16.)

Below is a combinatorial characterization of hyperbolic groups among Coxeter
groups. Let Γ be a finite Coxeter graph and G = CΓ the corresponding Coxeter
group. A parabolic subgroup of Γ is the Coxeter subgroup defined by a full subgraph
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Λ of Γ. It is clear that every parabolic subgroup of G admits a natural homomor-
phism to G, sending the generators gv, v ∈ V (Λ), to the generators gv of G. As it
turns out that such homomorphisms are always injective, see e.g. [Hum97], page
113.

Theorem 11.122 (G. Moussong [Mou88]). A Coxeter group G is Gromov–
hyperbolic if and only if the following condition holds:

No parabolic subgroup of G is virtually isomorphic to the direct product of two
infinite groups.

In particular, a Coxeter group is hyperbolic if and only if it contains no free
abelian subgroups of rank 2.

Problem 11.123. Is there a similar characterization of Gromov–hyperbolic
groups among Shephard groups and generalized von Dyck groups?

Another outstanding open problem of the same flavor is:

Problem 11.124 (flat closing problem). Suppose that G is a CAT (0) group.
Is it true that G contains a subgroup isomorphic to Z2?

This problem is open even for fundamental groups of closed Riemannian man-
ifolds of nonpositive curvature and for 2-dimensional CAT (0) groups.

Since changing generating sets does not affect the quasiisometry type of the
Cayley graph and Rips–hyperbolicity is invariant under quasiisometries (Corollary
11.43), we conclude that a group G is hyperbolic if and only if all its Cayley graphs
are hyperbolic. Furthermore, if groups G,G′ are quasiisometric, then G is hyper-
bolic if and only if G′ is hyperbolic. In particular, if G,G′ are virtually isomorphic,
then G is hyperbolic if and only if G′ is hyperbolic. For instance, all virtually free
groups are hyperbolic.

In view of the Milnor–Schwarz Theorem:

Observation 11.125. If G is a group acting geometrically on a Rips–hyperbolic
metric space, then G is also hyperbolic.

Definition 11.126. A group G is called CAT (κ) if it admits a geometric action
on a CAT (κ) space.

Thus, every CAT (−1) group is hyperbolic. In particular, fundamental groups
of compact Riemannian manifolds of negative curvature are hyperbolic. If S is a
compact connected surface then π1(S) is hyperbolic if and only if S is neither the
torus nor the Klein bottle.

The following is an outstanding open problem in Geometric Group Theory:

Problem 11.127. Construct a hyperbolic group G which is not a CAT (−1)
group.

Here are some examples of non-hyperbolic groups:
1. Zn is not hyperbolic for every n > 2. Indeed, Zn is QI to Rn and Rn is not

hyperbolic (see Example 11.9).
2. A deeper fact is that hyperbolic groups cannot contain subgroups isomorphic

to Z2.
3. More generally, if G contains a solvable subgroup S, then G is not hyperbolic

unless S is virtually cyclic.
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4. Even more generally, for every subgroup S of a hyperbolic group G, the
group S is either elementary hyperbolic or contains a nonabelian free subgroup. In
particular, every amenable subgroup of a hyperbolic group is virtually cyclic.

5. Furthermore, if C C G is a cyclic normal subgroup of a hyperbolic group,
then either C is finite, or G/C is finite.

We refer the reader to [BH99] for the proofs of 2, 3, 4 and 5.

Remark 11.128. There are hyperbolic groups which contain non-hyperbolic
finitely generated subgroups, see Theorem 11.156. A subgroup H 6 G of a hyper-
bolic group G is called quasiconvex if it is a quasiconvex subset of a Cayley graph
of G. If H 6 G is a quasiconvex subgroup , then, according to Theorem 11.50, H
is quasiisometrically embedded in G and, hence, is hyperbolic itself.

Examples of quasiconvex subgroups are given by finite subgroups (which is
clear) and (less obviously) infinite cyclic subgroups. Let G be a hyperbolic group
with a word metric d. Define the translation length of g ∈ G as

‖g‖ := lim
n→∞

d(gn, e)

n
.

It is clear that ‖g‖ = 0 if g has finite order. On the other hand, every cyclic
subgroup 〈g〉 ⊂ G is quasiconvex and ‖g‖ > 0 for every g of infinite order, see
Chapter III.Γ, Propositions 3.10, 3.15 of [BH99].

Obstructions to hyperbolicity.
If a finitely generated group G satisfies one of the following, then G is not

hyperbolic:

(1) G contains an amenable subgroup which is not virtually cyclic.
(2) G contains an infinite cyclic subgroup which is not quasiisometrically em-

bedded, i.e. an infinite order element g such that ‖g‖ = 0.
(3) G has infinite cohomological dimension over Q.
(4) G does not contain a free nonabelian subgroup, and G is not two-ended.
(5) G does not have the type F∞.
(6) G contains infinitely many conjugacy classes of finite subgroups.
(7) G has unbounded torsion.
(8) G does not admit a uniformly proper map to a Hilbert space.
(9) G is not hopfian.

Proofs of 1—7 can be found in [BH99], while 8 and 9 are proven by Z. Sela in
[Sel92] and [Sel99].

Strangely, all known examples of groups of the type F3 contain either Z2 or
a solvable Baumslag–Solitar subgroup BS(p, 1), cf. [Bra99]. In some cases, e.g.,
fundamental groups of compact 3-dimensional manifolds or free-by-cyclic groups
(see [Bri00]), absence of such subgroups implies hyperbolicity. In the case of
3-dimensional manifolds, this result is a corollary of Perelman’s Geometrization
Theorem (it suffices to rule out free abelian subgroups of rank 2 in this case). The
following is a well-known open problem:

Problem 11.129. Construct an example of a non-hyperbolic group of the type
F∞ which contains no Baumslag–Solitar subgroups.
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11.15. Ideal boundaries of hyperbolic groups

We define the ideal boundary ∂∞G of a hyperbolic group G as the ideal bound-
ary of some (every) Cayley graph of G: It follows from Theorem 11.108, that
boundaries of different Cayley graphs are equivariantly homeomorphic. Here are
two simple examples of ideal boundaries of hyperbolic groups.

Since ∂∞Hn = Sn−1, we conclude that for the fundamental groups G of closed
hyperbolic n-manifolds, ∂∞G is homeomorphic to the sphere Sn−1. The same
applies to the fundamental groups of compact negatively curved n-dimensional
Riemannian manifolds. Similarly, if G = Fn is the free group of rank n > 2,
then free generating set S of G yields the Cayley graph X = ΓG,S , which is a
simplicial tree of constant valence > 2. Therefore, as we saw in Section 11.11, ∂∞X
is homeomorphic to the Cantor set. Thus, ∂∞Fn is the Cantor set as well.

Lemma 11.130. Let G be a hyperbolic group and Z = ∂∞G. Then Z consists
of 0, 2 or continuum of points; in the latter case Z is perfect. In the first two cases,
G is elementary, otherwise G is non-elementary. In the latter case, the kernel of
the action Gy Z is the unique maximal finite normal subgroup of G.

Proof. Let X be a Cayley graph of G. If G is finite, then X is bounded and,
hence Z = ∅. Thus, we assume that G is infinite. By Exercise 7.85, X contains
a complete geodesic γ, thus, Z has at least two distinct points, the limit points
of γ. If distHaus(γ,X) < ∞, X is quasiisometric to R and, hence, G is 2-ended.
Therefore, G is virtually cyclic by Part 3 of Theorem 9.22.

We assume, therefore, that distHaus(γ,X) = ∞, while |Z| = 2. Then there
exists a sequence of vertices xn ∈ X satisfying lim dist(xn, γ) = ∞. Let yn ∈ γ be
a nearest vertex to xn and gn ∈ G be such that gn(yn) = e ∈ G. Then applying gn
to the union of geodesics

xnyn ∪ γ
and taking the limit as n → ∞, we obtain a complete geodesic β ⊂ X (the limit
of a subsequence gn(γ)) and a geodesic ray ρ meeting β at e, such that for every
x ∈ ρ, e is a nearest point on γ to x. Therefore, ρ(∞) is a point different from
γ(±∞), and Z contains at least three distinct points, a contradiction.

Assume, now that |Z| ≥ 3. The orbit G · e = G is a 1-net in X and, we are,
therefore, in the situation of Lemma 11.112. Let K denote the kernel of the action
G y Z. Then every k ∈ K moves every point in X by 6 D(1, 0, 1, δ), where D is
the function defined in Lemma 11.112. It follows that K is a finite group. Since G
is infinite, Z is also infinite. Suppose that F C G is a finite normal subgroup. Since
the quotient map G → Ḡ = G/F is a quasiisometry, it induces a G-equivariant
homeomorphism ∂∞G → ∂∞Ḡ. Since F acts trivially on ∂∞Ḡ, it acts trivially on
∂∞G. It follows that K is the unique maximal finite normal subgroup of G.

Let ξ ∈ Z and let ρ be a ray in X asymptotic to ξ. Then, there exists a sequence
gn ∈ G for which gn(e) = xn ∈ ρ. Let γ ⊂ X be a complete geodesic asymptotic to
points η, ζ different from ξ. We leave it to the reader to verify that either

lim
n
gn(η) = ξ,

or
lim
n
gn(ζ) = ξ.

Since Z is infinite, we can choose ζ, η such that their images under the given se-
quence gn are not all equal to ξ. Thus, ξ is an accumulation point of Z and, hence,

410



Z is a perfect topological space. Since Z is second countable, infinite, compact and
Hausdorff, it follows that Z has the cardinality of continuum. �

We next describe some dynamical properties of the actions of hyperbolic groups
on their ideal boundaries.

Definition 11.131. Let G < Homeo(Z) be a group of homeomorphisms of
a compact Hausdorff space Z. The group G is said to be a convergence group if
G acts properly discontinuously on Trip(Z), where Trip(Z) is the set of triples of
distinct elements of Z. A convergence group G is said to be a uniform if Trip(Z)/G
is compact.

Theorem 11.132 (P. Tukia, [Tuk94]). Suppose that X is a proper δ-hyperbolic
geodesic metric space with the ideal boundary Z = ∂∞X consisting of at least three
points. Let G y X be an isometric action and G y Z be the corresponding
topological action. Then the action Gy X is geometric if and only if Gy Z is a
uniform convergence action.

Proof. Recall that we have a correspondence center : Trip(Z) → X sending
each triple of distinct points in Z to the set of centroids of the corresponding ideal
triangles. Furthermore, by Corollary 11.89, for every ξ ∈ Trip(Z),

diam(center(ξ)) 6 60δ.

Clearly, the correspondence center is G-equivariant. Moreover, the image of every
compact K in Trip(Z) under center is bounded (see Exercise 11.91).

Assume now that the action G y X is geometric. Given a compact subset
K ⊂ Trip(Z), suppose for a moment that the set

GK := {g ∈ G|gK ∩K 6= ∅}
is infinite. Then there exists a sequence ξn ∈ K and an infinite sequence gn ∈
G, g0 = e ∈ G, gn(ξn) ∈ K for all n > 0. The diameter of the set

E =

(⋃
n

center(gn(ξn))

)
⊂ X

is bounded and each gn sends some pn ∈ E to an element of E. This, however,
contradicts proper discontinuity of the action of G on X. Thus, the action G y
Trip(Z) is properly discontinuous.

Similarly, since the action G y X is cobounded, the G-orbit of some metric
ball B(p,R) covers the entire X. Thus, using equivariance of center, for every
ξ ∈ Trip(Z), there exists g ∈ G such that

center(gξ) ⊂ B = B(x,R+ 60δ).

Since center−1(B) is relatively compact in Trip(Z) (see Exercise 11.92), we conclude
that G acts cocompactly on Trip(Z). We conclude that G < Homeo(Z) is a uniform
convergence group.

The proof of the converse is essentially the same argument run in the reverse.
Let K ⊂ Trip(Z) be a compact whose G-orbit is the entire Trip(Z). Then the set
center(K), which is the union of sets of centroids of points ξ′ ∈ K, is a bounded
subset B ⊂ X. By equivariance of the correspondence center, it follows that the G-
orbit of B is the entire X. Hence, the action Gy X is cobounded. The argument
for proper discontinuity of the action Gy Trip(Z) is similar, we use the fact that
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the preimage of a sufficiently large metric ball B ⊂ X under the correspondence
center is non-empty and relatively compact in Trip(Z). Then proper discontinuity
of the action Gy X follows from proper discontinuity of Gy Trip(Z). �

Corollary 11.133. Suppose that G is a nonelementary hyperbolic group. Then
the image Ḡ of G in Homeo(∂∞G) is a uniform convergence group.

The converse to Theorem 11.132 is a deep theorem of B. Bowditch [Bow98c]:

Theorem 11.134. Let Z be a perfect compact metrizable space consisting of
more than one point. Suppose that G < Homeo(Z) is a uniform convergence group.
Then G is hyperbolic and, moreover, there exists an equivariant homeomorphism
Z → ∂∞G.

Note that in the proof of Part 1 of Theorem 11.132 we did not really need the
property that the action of G on itself was isometric, a geometric quasiaction (see
Definition 8.60) suffices:

Theorem 11.135. Suppose that X is a δ-hyperbolic proper geodesic metric
space. Assume that there exists R such that every point in X is an R-centroid
of an ideal triangle in X. Let φ : G y X be a geometric quasiaction. Then the
extension φ∞ : G → Homeo(Z), Z = ∂∞X, of the quasiaction φ to a topological
action of G on Z, is a uniform convergence action.

Proof. The proof of this result closely follows the proof of Theorem 11.132;
the only difference is that ideal triangles T ⊂ X are not mapped to ideal triangles
by quasiisometries φ(g), g ∈ G. However, ideal quasigeodesic triangles φ(g)(T ) are
uniformly close to ideal triangles which suffices for the proof. �

The next theorem relates the spaces of ends ε(X) and ideal boundaries of
hyperbolic spaces:

Theorem 11.136. Suppose that X is a Rips-hyperbolic proper metric space.
Then there exists a continuous surjection

η : ∂∞X → ε(X)

such that the preimages η−1(ξ) are connected components of ∂∞X. Moreover, the
map η is equivariant with respect to the isometry group of X.

We refer the reader to [GdlH90, Chapter 7, Proposition 17] for a proof.

Corollary 11.137. An infinite hyperbolic group is one-ended if and only if
∂∞G is connected.

Below is a brief review of topological properties of boundaries of hyperbolic
groups.

Definition 11.138. A point z in a connected topological space Z is called a
cut-point if Z − {z} is not connected. A 2-point subset Y = {z1, z2} in Z is called
a cut-pair if Z − Y is not connected.

Theorem 11.139. [B. Bowditch, [Bow98b]] If G is a one-ended hyperbolic
group then ∂∞G has no cut-points. If ∂∞G contains a cut-pair then either G splits
as the fundamental group of a graph of groups with two-ended edge groups or ∂∞G
is homeomorphic to S1.
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Note that if ∂∞G is homeomorphic to S1 then G acts properly discontinuously,
isometrically and cocompactly on H2; this theorem is due to Tukia, Gabai, Casson
and Jungreis, see Section 23.7 and references therein.

A combination of the first part of Bowditch’s theorem with the earlier work of
M. Bestvina and G. Mess [BM91] yields:

Theorem 11.140 (M. Bestvina, G. Mess; B. Bowditch). If a group G is hyper-
bolic and is one-ended then ∂∞G is locally connected.

Theorems 11.139 and 11.140 allow one to analyze, to large extent, one-dimensional
boundaries of hyperbolic groups:

Theorem 11.141 (M. Kapovich, B. Kleiner, [KK00]). If G is a hyperbolic
one-ended group and ∂∞G is one-dimensional then one the the following holds:

1. ∂∞G contains a cut-pair.
2. ∂∞G is homeomorphic to the Sierpinsky carpet.
3. ∂∞G is homeomorphic to the Menger curve.

While many hyperbolic groups have the Menger curve as their ideal bound-
ary, conjecturally, the class of hyperbolic groups whose boundary is the Sierpinsky
carpet is more limited;

Conjecture 11.142 (M. Kapovich, B. Kleiner, [KK00]). If G is a hyperbolic
group and ∂∞G is homeomorphic to the Sierpinsky carpet, then G acts isometrically,
properly discontinuously and cocompactly on a non-empty closed convex subset of
H3.

It is proven in [KK00] that this conjecture would follow from the following
conjecture made by J. Cannon:

Conjecture 11.143 (Cannon’s Conjecture). If G is a hyperbolic group with
∂∞G is homeomorphic to S2, then G acts isometrically, properly discontinuously
and cocompactly on H3.

This conjecture was verified by M. Bourdon and B. Kleiner, [BK13], in the
case of Coxeter groups.

One can further ask what happens when ∂∞G is a topological sphere. A Haus-
dorff second countable topological spaceM is called an k-dimensional (co)homology
manifold if for every x ∈M ,

Ȟ∗(M − {x};Z) ∼= H∗(Rk − {0};Z),

where Ȟ∗ denotes the Chech cohomology. A topological space M is called an
(integral) homology k-dimensional sphere if

Ȟ∗(M ;Z) ∼= H∗(Sk;Z).

Conjecture 11.144 (C.T.C. Wall). If G is a hyperbolic group and ∂∞G is
a (co)homology manifold which is, moreover, a (co)homology n − 1-sphere then
G acts properly discontinuously and cocompactly on a contractible topological n-
dimensional manifold.

A partial confirmation to this conjecture comes from the following result:

Theorem 11.145 (A. Bartels, W. Lueck, S. Weinberger, [BLW10]). Wall’s
conjecture holds for n > 5 provided that ∂∞G is homeomorphic to Sn−1.
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We refer the reader to [KB02] for the more detailed discussion of ideal bound-
aries of hyperbolic groups.

11.16. Linear isoperimetric inequality and Dehn algorithm for
hyperbolic groups

Let G be a hyperbolic group, we suppose that Γ is a δ-hyperbolic Cayley graph
of G. We will assume that δ > 2 is a natural number. Recall that a loop in Γ
is required to be a closed edge-path. Since the group G acts transitively on the
vertices of Γ, the number of G-orbits of loops of length 6 12δ in Γ is bounded. We
attach a 2-cell along every such loop. Let X denote the resulting cell complex; the
action of G on Γ extends naturally to a cellular action on X. Recall that for a loop
γ in Γ, `(γ) denotes the length of γ and A(γ) the least combinatorial area of a disk
in X bounding γ, see Section 7.10.

Our goal is to show that X is simply-connected and satisfies a linear isoperimet-
ric inequality. We will prove a somewhat stronger statement. Namely, suppose that
X is a connected two-dimensional cell complex whose 1-skeleton X(1) (equipped
with the standard metric) is δ-hyperbolic (with δ a natural number) and such that
for every loop γ of length 6 12δ in X, A(γ) 6 K <∞. The following theorem was
first proven by Gromov in Section 2.3 of [Gro87]:

Theorem 11.146 (Hyperbolicity implies linear isoperimetric inequality). Un-
der the above assumptions, for every loop γ ⊂ X,

(11.9) A(γ) 6 K`(γ).

Since the argument in the proof of the theorem is by induction on the length
of γ, the following proposition is the key. In the proposition, by saying that a loop
γ based at a vertex v ∈ X(1) is a product of two loops γ1, γ2 in X(1), we mean that
γ1, γ2 are also based at v and that γ represents the same element of π1(X(1), v) as
the (concatenation) product γ1 ? γ2. Furthermore, d is the standard metric on the
graph X(1).

Proposition 11.147. Every loop γ in X(1) of length larger than 12δ is a prod-
uct of two loops, one of the length 6 12δ and another one of the length < `(γ).

Proof. We assume that γ is parameterized by its arc-length, and that `(γ) =
n.

Case 1. Assume that there exists a vertex u = γ(t) such that the vertex
v = γ(t+ 6δ) satisfies d(u, v) < 6δ. After reparameterizing γ, we may assume that
t = 0. Let p denote a geodesic vu in X(1) and −p the same geodesic run in the
reverse. Then γ is the product of the loops

γ1 = γ([0, 6δ]) ? p

and
γ2 = (−p) ? γ([6δ, n]).

(Here u = γ(0) serves as a base-point.) Since `(p) < `(γ([0, 6δ])), we have `(γ1) 6
12δ and `(γ2) < `(γ1) . Thus, the statement of the proposition holds in the Case 1.

Case 2. Assume now that for every integer t, d(γ(t), γ(t + 6δ)) = 6δ, where
t + 6δ is considered modulo n. In other words, every subarc of γ of length 6δ is a
geodesic segment in X(1).
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γ(t+ 6δ)

γ(t)

Figure 11.12. Case 1.

Set v0 = γ(0) and let v = γ(t) denote a vertex whose distance d(v, v0) to v0 is
the largest possible, in particular it is at least 6δ.

v = γ(t)

v0

v− = γ(t − 3δ)

r

s

v+ = γ(t + 3δ)

u
δ

Figure 11.13. Case 2.

Define the vertices v± = γ(t ± 3δ) on γ and consider the geodesic triangle
T = v0v−v+ with the edge v−v+ equal to the geodesic subarc of γ between these
vertices. Since the triangle T is δ-thin, the point v ∈ v−v+ is within distance 6 δ
either from the side v0v− or from v0v+. After reparameterizing γ in the reverse
direction if necessary, we may assume that there exists a vertex u ∈ v0v+ within
distance 6 δ from v. Set

r = d(v0, u), s = d(u, v+).

Then, by the triangle inequalities, d(v0, v) 6 r+δ, while s > 3δ−δ = 2δ. Therefore,

d(v0, v) = r + s > r + 2δ > r + δ > d(v0, v).

This contradicts our choice of v as the point in X(0) on γ with the largest distance
to v0. We, thus, conclude that the Case 2 cannot occur. �
Proof of Theorem 11.146. The proof of the inequality (11.9) is by induction on the
length of γ.

1. If `(γ) 6 12δ then A(γ) 6 K 6 K`(γ).
2. Suppose that the inequality holds for `(γ) 6 n, n > 12δ. If `(γ) = n+1, then

γ is the product of loops γ1, γ2 as in Proposition 11.147: `(γ2) < `(γ), `(γ1) 6 12δ.
Then, inductively,

A(γ2) 6 K`(γ2), A(γ1) 6 K,
and, thus,

A(γ) 6 A(γ2) +A(γ1) 6 K`(γ2) +K 6 K`(γ). �
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Below are two corollaries of Proposition 11.147, which was the key to the proof
of the linear isoperimetric inequality.

Corollary 11.148 (M. Gromov, [Gro87]). Every hyperbolic group is finitely
presented .

Proof. Proposition 11.147 means that every loop in the Cayley graph of Γ is
a product of loops of length 6 12δ. Attaching 2-cells to Γ along the G-images of
these loops we obtain a simply-connected complexX on which G acts geometrically.
Thus, G is finitely presented . �

Corollary 11.149 (M. Gromov, [Gro87], section 6.8N). Let X be a coarsely
connected Rips–hyperbolic metric space. Then X satisfies the linear isoperimetric
inequality:

Arµ(c) 6 K`(c)
for all sufficiently large µ and for appropriate K = K(µ).

Proof. Quasiisometry invariance of coarse isoperimetric functions implies that
it suffices to prove the assertion for Γ, the 1-skeleton of a connected R-Rips complex
RipsR(X) of X. By Proposition 11.147, every loop γ in Γ is a product of 6 `(γ)
loops of length 6 12δ, where Γ is δ-hyperbolic in the sense of Rips. Therefore, for
any µ > 12δ, we get

Arµ(γ) 6 `(γ). �
Dehn algorithm. A (finite) presentation 〈X|R〉 is called Dehn if for every

non-trivial word w representing 1 ∈ G, the word w contains more than half of a
defining relator. A word w is called Dehn-reduced if it contains no more than half of
any relator. Given a word w, we can inductively reduce the length of w by replacing
subwords u in w with u′ such that u′u−1 is a relator and |u′| < |u|. This, of course,
does not change the element g of G represented by w. As the length of w decreases
on each step, eventually, we get a Dehn-reduced word v representing g ∈ G. Since
the presentation 〈X|R〉 is Dehn, either v = 1 (in which case g = 1) or v 6= 1 in
which case g 6= 1. This algorithm is, probably, the simplest way to solve the word
problem in groups. It is also, historically, the oldest: Max Dehn introduced it in
order to solve the word problem for hyperbolic surface groups.

Geometrically, Dehn reduction represents a based homotopy of the path in X
represented by the word w (the base-point is 1 ∈ G). Similarly, one defines the cyclic
Dehn reduction, where the reduction is applied to (unbased) loops represented by
w and the cyclically Dehn presentation: If w is a null–homotopic loop in X then
this loop contains a subarc which is more than half of a relator. Again, if G admits
a cyclically Dehn presentation then the word problem in G is solvable.

Lemma 11.150. Each δ-hyperbolic group G admits a finite (cyclically) Dehn
presentation.

Proof. Start with an arbitrary finite presentation of G. Then add to the list
of relators all the words of length 6 12δ representing the identity in G. Since the
set of such words is finite, we obtain a new finite presentation of the group G. The
fact that the new presentation is (cyclically) Dehn is just the induction step of the
proof of Proposition 11.146. �

Note, however, that the construction of a (cyclically) Dehn presentation re-
quires solvability of the word problem for G (or, rather, for the words of the length
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6 12δ) and, hence, is not a priori algorithmic. Nevertheless, we will see below
that a Dehn presentation for δ-hyperbolic groups (with known δ) is algorithmically
computable.

The converse of Proposition 11.146 is true as well, i.e. if a finitely presented
group satisfies a linear isoperimetric inequality then it is hyperbolic. We shall
discuss this in Section 11.22.

11.17. The small cancellation theory

As we noted earlier, one of the origins of the theory of hyperbolic groups is the
small cancellation theory. In this section we briefly discuss one class of small cancel-
lation conditions, namely, C ′(r). We refer the reader to the books by Lyndon and
Schupp [LS77], Ol′shanskĭı [Ol′91a], and the appendix by Strebel to [GdlH90],
for details.

Consider a presentation P = 〈X|R〉. We define a new set of relators R∗ by
first symmetrizing R (adding the relator R−1

k for each relator Rk ∈ R) and then
cyclically conjugating each relator by generators xi ∈ X. The new set of relators R∗
is symmetric (R = R−1) and is invariant under conjugation via generators xi ∈ X
and their inverses.

Definition 11.151. The presentation P ∗ = 〈X|R∗〉 is reduced if each relator
in R∗ is reduced and no relator is repeated.

A (non-empty) word w in X ∪X−1 is called a piece with respect to the presen-
tation P ∗ if w appears as a common prefix in two distinct elements Ri, Rj of R∗.
The relative length of a piece w is

`rel(w) = max
Ri

|w|
|Ri|

,

where the maximum is taken over all relators Ri ∈ R∗ containing w as a prefix.

Definition 11.152. For λ > 0, a presentation P is said to satisfy the small
cancellation condition C ′(λ) if `rel(w) 6 λ for each piece w.

Theorem 11.153. For each presentation P satisfying the condition C ′(1/7),
the presentation P ∗ is cyclically Dehn.

Corollary 11.154. If a group G admits a finite presentation satisfying the
condition C ′(1/7), then G is hyperbolic.

Theorem 11.155 (I. Chiswell, D. Collins and J. Huebschmann, [CCH81]; S.
Gersten, [Ger87]). The presentation complex of a presentation P satisfying the
condition C ′(1/6) is aspherical provided that no relator is a proper power.

11.18. The Rips construction

The goal of this section is to describe the Rips construction, which associates
a hyperbolic group to an arbitrary finite presentation of an arbitrary group.

Theorem 11.156 (The Rips Construction, E. Rips [Rip82]). Let Q be a group
with a finite presentation 〈A|R〉. Then, this presentations gives rise to a short exact
sequence

1→ K → G→ Q→ 1

where G is hyperbolic and K is finitely generated. Furthermore, the group K in this
construction is finitely-presentable if and only if Q is finite.
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Proof. Let A = {a1, ..., am}, R = {R1, ..., Rn}. For i = 1, ...,m, j = 1, 2, pick
even natural numbers ri < si, pij < qij , uij < vij , such that all the intervals

[ri, si], [pij , qij ] [uij , vij ], i = 1, ...,m, j = 1, 2

are pairwise disjoint and all the numbers ri, si, pij , qij , uij , vij are at least 10 times
larger than the lengths of the words in R. Define the group G by the presentation
P , where the generators are a1, ..., am, b1, b2, and the relators are:

(11.10) Rib1b
r2
2 b1b

ri+1
2 · · · b1bsi2 , i = 1, ..., n.

(11.11) a−1
i bjaib1b

uij
2 b1b

uij+1
2 · · · b1bvij2 , i = 1, ...,m, j = 1, 2.

(11.12) aibja
−1
i b1b

pij
2 b1b

pij+1
2 · · · b1bqij2 , i = 1, ...,m, j = 1, 2.

Now, define the map

φ̃(ai) = ai, i = 1, ...,m, φ(bj) = 1, j = 1, 2.

The map φ̃ extends to a epimorphism Fm+2 → Q which sends all the relators Rk
to 1 ∈ Q; therefore, it descends to an epimorphism φ : G→ Q. We claim that the
kernel K of φ is generated by b1, b2. First, the kernel, of course, contains b1, b2.
The subgroup generated by b1, b2 is clearly normal in G, because of the relators
(11.11) and (11.12). Thus, indeed, b1, b2 generate K.

Exercise 11.157. The presentation P satisfies the small cancellation condition
C ′(1/7). Hint: Show that the product of generators b1, b2 appearing at the end of
each relator cannot get cancelled when we multiply conjugates of the relators in P
and their inverses.

In particular, the group G is hyperbolic. In view of Theorem 11.155, the presen-
tation complex of the presentation P is aspherical. Therefore, G has cohomological
dimension 6 2.

Lastly, we will verify that K cannot be finitely-presentable, unless Q is finite.
R. Bieri proved in [Bie76b, Theorem B] that if G is a group of cohomological
dimension 6 2 and H C G is a finitely-presentable normal subgroup of infinite
index, then H is free.

Suppose that the subgroupK is free. Then the rank ofK is at most 2 sinceK is
2-generated. The elements a1, a2 ∈ G act onK as automorphisms (by conjugation).
However, considering the action of a1, a2 on the abelianization of K, we see that
because pij , qij are even, the images of the generators b1, b2 cannot generate the
abelianization of K. A similar argument shows that K cannot be cyclic; therefore,
K is trivial and, hence, b1 ≡ b2 ≡ 1 in G. However, this clearly contradicts the fact
that the presentation (11.10) — (11.12) is a Dehn presentation. �

This argument is a typical example of the small cancelation theory. Rips in his
paper [Rip82], did not use the language of hyperbolic groups (which did not yet
exist!), but the language of the small cancelation theory.

The Rips construction shows that there are hyperbolic groups which contain
non-hyperbolic finitely generated subgroups. Furthermore,
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Corollary 11.158. Some hyperbolic groups have unsolvable membership prob-
lem.

Proof. Indeed, start with a finitely presented group Q with unsolvable word
problem and apply the Rips construction to Q. Then g ∈ G belongs to the normal
subgroup K C G if and only if g maps to the identity in Q. Since Q has unsolvable
word problem, the problem of membership of g in K is unsolvable as well. �

On the other hand, the membership problem is solvable for quasiconvex sub-
groups, see Theorem 11.214.

11.19. Central coextensions of hyperbolic groups and quasiisometries

We now consider a central coextension

(11.13) 1→ A→ G̃
r−→ G→ 1

with A a finitely generated abelian group and G hyperbolic. The main result of
this section is:

Theorem 11.159 (W. Neumann, L. Reeves, [NR97a]). The group G̃ is QI to
A×G.

Proof. In the case when A ∼= Z, the first published proof belongs to S. Gersten
[Ger92], although, it appears that D.B.A. Epstein and G. Mess also knew this
result. Our proof follows the one in [NR97a].

First of all, since an epimorphism with finite kernel is a quasiisometry, it suffices
to consider the case when A is free abelian of finite rank. Our main goal is to
construct a Lipschitz section (which is not a homomorphism!) s : G → G̃ of the
sequence (11.13). We first consider the case when A is infinite cyclic. Each fiber
r−1(g), g ∈ G, admits a canonical bijection to Z:

ga 7→ a ∈ A.
This defines a natural order ≤ on r−1(g). We let ι denote the embedding

Z ' A ↪→ G̃.

Fix X , a symmetric generating set of G̃; we will use the same name for its image
under r. We let 〈X |R〉 be a finite presentation of G. We will use the notation |w|
for the word length with respect to this generating set, w ∈ X ∗, where X ∗ is the
set of all words in X , as in Section 7.2. Lastly, let w̃ and w̄ denote the elements of
G̃ and G respectively, represented by w ∈ X ∗.

Lemma 11.160. There is C ∈ N such that for every g ∈ G the subsets

{w̃ι(−C|w|) : w ∈ X ∗, w̄ = g} ⊂ r−1(g)

are bounded from above with respect to the order ≤.
Proof. We will use the fact that G satisfies the linear isoperimetric inequality

Area(α) 6 K|α|
for every α ∈ X ∗ representing the identity in G. We will assume that K ∈ N. For
each R ∈ X ∗ such that R±1 is a defining relator for G, the word R represents some
R̃ ∈ A. Therefore, since G is finitely presented , we define a natural number T for
which

ι(T ) = max{R̃ : R±1 is a defining relator of G}.
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We claim that for each u ∈ X ∗ representing the identity in G,

(11.14) ι(TArea(u)) ≥ ũ ∈ A.
Since general relators u of G are products of words of the form hRh−1, R ∈ R,
(where Area(u) is at most the number of these terms in the product) it suffices to
verify that for w = h−1Rh,

w̃ ≤ ι(T ),

where R is a defining relator of G and h ∈ X ∗. The latter inequality follows from
the fact that the multiplication by h̄ (resp. h̄−1) determines an order isomorphism
(resp. its inverse) between r−1(1) and r−1(h̄).

Set C := TK. We are now ready to prove lemma. Let w, v be in X ∗ representing
the same element g ∈ G. Set u := v−1. Then q = wu represents the identity and,
hence, by (11.14),

q̃ = w̃ũ ≤ ι(C|q|) = ι(C|w|) + ι(C|u|).
We now switch to the addition notation for A ' Z. Then,

w − v ≤ ι(C|w|) + ι(C|v|),
and

w − ι(C|w|) ≤ v + ι(C|v|).
Therefore, taking v to be a fixed word representing g, we conclude that all the
differences w − ι(C|w|) are bounded from above. �

In view of this lemma, we define a section s : G→ G̃

s(g) := max{w̃ι(−C|w|) : w ∈ X ∗, w̄ = g}
of the exact sequence (11.13). The unique word w = wg realizing the maximum
in the definition of s is called maximizing. The section s, of course, need not be a
group homomorphism. We will see, nevertheless, that it is not far from being one.
Define the cocycle

σ(g1, g2) := s(g1)s(g2)− s(g1g2),

where the difference is taking place in r−1(g1g2). The next lemma does not use
hyperbolicity of G, only the definition of s.

Lemma 11.161. The set σ(G,X ) is finite.

Proof. Let x ∈ X , g ∈ G. We have to estimate the difference

s(g)x− s(gx).

Let w1 and w2 denote maximizing words for g and gx respectively. Note that the
word w1x also represents gx. Therefore, by the definition of s,

w̃1xι(−C(|w1|+ 1)) ≤ w̃2ι(−C|w2|).
Hence, there exists a ∈ A, a > 0, satisfying

w̃1ι(−C|w1|)x̃ι(−C)a = w̃2ι(−C|w2|)
and, thus

(11.15) s(g)x̃ι(−C)a = s(gx).

Since w2x
−1 represents g, we similarly obtain

(11.16) s(gx)x̃−1ι(−C)b = s(g), b ≥ 0, b ∈ A.
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By combining equations (11.15) and (11.16), and switching to the additive notation
for the group operation in A we get

a+ b = ι(2C).

Since a ≥ 0, b ≥ 0, we conclude that −ι(C) ≤ a − ι(C) ≤ ι(C). Therefore, (11.15)
implies that

|s(g)x− s(gx)| 6 C.
Since the finite interval [−ι(C), ι(C)] in A is a finite set, lemma follows. �

Remark 11.162. Actually, more is true: The image of σ : G × G → A is a
finite set; in other words, the map s : G → G̃ is a quasihomomorphism and the
extension class of the central coextension (11.13) is a bounded cohomology class.

Moreover, all (degree d > 2) cohomology classes of hyperbolic groups are
bounded: The natural homomorphism

Hd
b (G,A)→ Hd(G,A)

is surjective, see Section 5.9.3 for the definition of the bounded cohomology groups
H∗b . However, the proof is more difficult; we refer the reader to [Min01] for the
details.

Letting L denote the maximum of the word lengths (with respect to the gen-
erating set X ) of the elements in the sets σ(G,X ), σ(X , G), we conclude (in view
of Lemma 11.161) that the map s : G→ G̃ is (L+ 1)–Lipschitz. Given the section
s : G→ G̃, we define the projection φ = φs : G̃→ A by

(11.17) φ(g̃) = g̃ − s ◦ r(g̃).

It is immediate that φ is Lipschitz since s is Lipschitz.

We now extend this construction to the case of central coextensions with free
abelian kernel of finite rank. Let A =

∏n
i=1Ai, Ai

∼= Z. Consider the central
coextension (11.13). The homomorphisms A→ Ai induce quotient maps ηi : G̃→
G̃i with the kernels

∏
j 6=iAj . Each G̃i, in turn, is a central coextension

(11.18) 1→ Ai → G̃i
ri−→ G→ 1.

Assuming that each central coextension (11.18) has a Lipschitz section si, we obtain
the corresponding Lipschitz projection φi : G̃i → Ai given by (11.17). This yields
a Lipschitz projection

Φ : G̃→ A,Φ = (φ1 ◦ η1, . . . , φn ◦ ηn).

We now set
s(r(g̃)) := g̃ − Φ(g̃).

It is straightforward to verify that s is well defined and is Lipschitz, provided that
each si is. We thus obtain:

Corollary 11.163. Given a finitely generated free abelian group A and a
hyperbolic group G, each central coextension (11.13) admits a Lipschitz section
s : G→ G̃ and a Lipschitz projection Φ : G̃→ A given by

Φ(g̃) = g̃ − s(r(g̃)).
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Using this corollary, we define the map

h : G×A→ G̃, h(g, a) = s(g) + ι(a)

and its inverse
h−1 : G̃→ G×A, ĥ(g̃) = (r(g̃),Φ(g̃)).

Since homomorphisms are 1-Lipschitz while the maps r and Φ are Lipschitz, we
conclude that h is a bi-Lipschitz quasiisometry. �

Remark 11.164. The same proof goes through in the case of an arbitrary
finitely generated group G and a central coextension (11.13) given by a bounded
2-nd cohomology class, cf. [Ger92].

Example 11.165. Let G = Z2, A = Z. Since H2(G,Z) = H2(T 2,Z) ∼= Z, the
group G admits non-trivial central coextensions with the kernel A, for instance,
the integer Heisenberg group H3. The group G̃ for such a coextension is nilpotent
but not virtually abelian. Hence, by Pansu’s theorem (Theorem 16.26), G̃ is not
quasiisometric to G×A = Z3.

One can ask if Theorem 11.159 generalizes to other normal coextensions of
hyperbolic groups G. We note that Theorem 11.159 does not extend, say, to the
case where A is a non-elementary hyperbolic group and the action Gy A is trivial.
The reason is the quasiisometric rigidity for products of certain types of groups
proven in [KKL98]. A special case of this theorem says that if G1, ..., Gn are non-
elementary hyperbolic groups, then quasiisometries of the product G = G1×...×Gn
quasipreserve the product structure:

Theorem 11.166. Let πj : G → Gj , j = 1, . . . , n be natural projections. Then
for each (L,A)–quasiisometry f : G → G, there is C = C(G,L,A) < ∞, such
that, up to composing with a permutation of quasiisometric factors Gk, the map f
is within distance 6 C from a product map f1 × . . .× fn, where each fi : Gi → Gi
is a quasiisometry and C depends only on δ, n, L and A.

11.20. Characterization of hyperbolicity using asymptotic cones

The goal of this section is to strengthen the relation between hyperbolicity of
geodesic metric spaces and 0-hyperbolicity of their asymptotic cones.

Proposition 11.167 (§2.A, [Gro93]). Let (X,dist) be a geodesic metric space.
Assume that either of the following two conditions holds:

(a) There exists a non-principal ultrafilter ω such that for all sequences e =
(en)n∈N of base-points en ∈ X and λ = (λn)n∈N of scaling constants with
ω-limλn = 0, the asymptotic cone Coneω(X, e,λ) is a real tree.

(b) For every non-principal ultrafilter ω and every sequence e = (en)n∈N of
base-points, the asymptotic cone Coneω(X, e,λ) is a real tree, where λ =
(n−1).

Then (X,dist) is hyperbolic.

The proof of Proposition 11.167 relies on the following lemma, whose proof
follows closely the proof of the Morse Lemma (Theorem 11.40).
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Lemma 11.168. Assume that a geodesic metric space (X,dist) satisfies either
the property (a) or the property (b) in Proposition 11.167. Then there exists M > 0
such that for every geodesic triangle ∆(x, y, z) ⊂ X with dist(y, z) > 1, the two edges
with the endpoint x are at Hausdorff distance at most Mdist(y, z).

Proof. Suppose to the contrary that there exist sequences of triples of points
xn, yn, zn ∈ X, such that dist(yn, zn) > 1 and

distHaus(xnyn, xnzn) = Mndist(yn, zn),

such that Mn →∞. Let an be a point on xnyn such that

δn := dist(an, xnzn) = distHaus(xnyn, xnzn).

Since δn >Mn, it follows that δn →∞.

(a) Assume that the condition (a) holds. Consider the sequence of base-points
a = (an)n∈N and the sequence of scaling constants λ = (1/δn)n∈N. In the asymp-
totic cone Coneω(X,a,λ), the limits of xnyn and xnzn are at Hausdorff distance
1.

The triangle inequalities imply that the limits

ω-lim
dist(yn, an)

δn
and ω-lim

dist(zn, an)

δn

are either both finite or both infinite. It follows that the limits of xnyn and xnzn
are either two distinct geodesics joining the points xω = (xn) and the point yω =
(yn) = zω = (zn), or two distinct asymptotic rays with common origin, or two
distinct geodesics asymptotic on both sides. As in the proof of Theorem 11.40, all
these cases are impossible in a real tree.

(b) Suppose that the condition (b) holds. Define an infinite subset

S = {bδnc : n ∈ N} ⊂ N.

By Exercise 10.17, there exists a nonprincipal ultrafilter ω on N such that ω(S) = 1.
We define sequences (x′m), (y′m), (z′m) and (a′m) in X, as follows. For every m ∈ S
we choose an n ∈ N with bδnc = m and set

(x′m, y
′
m, z

′
m, a

′
m) = (xn, yn, zn, an).

For m not in S we make an arbitrary choice of the quadruple (x′m, y
′
m, z

′
m, a

′
m).

Lastly, define the scaling sequence λ = (m−1).
We now repeat the arguments in the part (a) of the proof for the asymptotic

cone Coneω(X,a′,λ) and the limit geodesics ω-limx′my
′
m and ω-limx′mz

′
m. �

Proof of Proposition 11.167. Suppose that the geodesic space X is not hy-
perbolic. For every geodesic triangle ∆ in X and a point a ∈ ∆ we define the
quantity d∆(a), which is the minimal distance from a to the union of the two op-
posite sides of ∆. Since X is assumed to be non-hyperbolic, for every n ∈ N there
exists a geodesic triangle

∆n = ∆(xn, yn, zn)

(with the sides xnyn, ynzn, znxn) and points an ∈ xnyn, bn ∈ ynzn, such that

dn := d∆n
(an) = dist(an, bn) > n.
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Here we choose an ∈ xnyn to maximize the function d∆n
. We also pick a point

cn ∈ xnzn which realizes the distance

δn := dist(an, xnzn) > dn.

xn

an

yn

bn

zn
cn

δn

dn

∆n

Figure 11.14. Fat triangles.

(a) Suppose that the condition (a) is satisfied. We use the sequence of base-
points a = (an) and scaling factors λ = (1/dn) to define the asymptotic cone

K = Coneω(X,a,λ) .

We next analyze the ultralimit of the sequence of geodesic triangles ∆n.

There are two cases to consider:

A) ω-lim δn
dn

< +∞.
By Lemma 11.168, we have that

distHaus(anxn, cnxn) 6M · δn.
Therefore the limits of anxn and cnxn are either two geodesic segments with a
common endpoint or two asymptotic rays. The same is true of the pairs of segments
anyn, bnyn and bnzn, cnzn, respectively. It follows that the limit ω-lim∆n is a
geodesic triangle ∆ with vertices x, y, z ∈ K ∪ ∂∞K. The point a = ω-lim an ∈ xy
is such that dist(a, xz ∪ yz) > 1, which implies that ∆ is not a tripod. This
contradicts the fact that K is a real tree.

B) ω-lim δn
dn

= +∞.
This also implies that

ω-lim
dist(an, xn)

dn
= +∞ and ω-lim

dist(an, zn)

dn
= +∞.

By Lemma 11.168, we have

distHaus(anyn, bnyn) 6M · dn.
Thus, the respective limits of the sequences of segments xnyn and ynzn are either
two rays with the common origin origin y = ω-lim yn or two complete geodesics
asymptotic in one direction. We denote them xy and yz, respectively, with y ∈
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K ∪ ∂∞K, x, z ∈ ∂∞K. The limit of {xn, zn} in this case is empty (it is “out of
sight”).

The choice of an implies that any point of bnzn must be at a the distance at
most dn from xnyn ∪ xnzn. Therefore, all points on the ray bz are at the distance
at most 1 from xy. It follows that xy and yz are either asymptotic rays emanating
from y or complete geodesics asymptotic in both directions and at the Hausdorff
distance 1. We again obtain a contradiction with the fact that K is a real tree.

We conclude that the condition in (a) implies that X is δ-hyperbolic, for some
δ > 0.

(b) Suppose the condition (b) holds. Define S = {bdnc : n ∈ N}, and let ω
be a non-principal ultrafilter on N such that ω(S) = 1 (see Exercise 10.17). We
consider a sequence (∆′m) of geodesic triangles and a sequence (a′m) of points on
these triangles with the property that whenever m ∈ S, ∆′m = ∆n and a′m = an,
for some n such that bdnc = m.

In the asymptotic cone Coneω(X,a′, (m−1)), with a′ = (a′m) we consider the
limit of the sequence of triangles (∆′m). We then argue as in the case when the
condition (a) holds and, similarly, obtain a contradiction with the fact that the
cone is a real tree. It follows that the condition (b) also implies hyperbolicity of
X. �

Remark 11.169. An immediate consequence of Proposition 11.167 is an al-
ternative proof of quasiisometric invariance of Rips-hyperbolicity among geodesic
metric spaces: A quasiisometry between two spaces induces a bi-Lipschitz map be-
tween asymptotic cones, and a metric space bi-Lipschitz equivalent to a real tree is
a real tree.

As a special case, consider Proposition 11.167 in the context of hyperbolic
groups: A finitely generated group G is hyperbolic if and only if every asymptotic
cone of G is a real tree. A finitely generated group G is called lacunary-hyperbolic
if at least one asymptotic cone of G is a tree. Theory of such groups is developed
in [OOS09], where many examples of non-hyperbolic lacunary hyperbolic groups
are constructed. Thus, having one tree as an asymptotic cone is not enough to
guarantee hyperbolicity of a finitely generated group. On the other hand:

Theorem 11.170 (M. Kapovich, B. Kleiner [OOS09]). Suppose that G is a
finitely–presented group. Then G is hyperbolic if and only if one asymptotic cone
of G is a tree.

Proof. Below we present a proof of this theorem which we owe to Thomas
Delzant. We will need the following “local-to-global” characterization of hyperbolic
spaces, which is a variation on Gromov’s “local-to-global” criterion established in
[Gro87]:

Theorem 11.171 (B. Bowditch, [Bow91], Theorem 8.1.2). For every δ there
exists δ′, such that for every m there exists R for which the following holds. If Y
be an m-locally simply-connected R-locally δ-hyperbolic geodesic metric space, then
Y is δ′-hyperbolic.

Here, a space Y is R-locally δ-hyperbolic if every R-ball in Y with the path-
metric induced from Y is δ-hyperbolic. Instead of definingm-locally simply-connected
spaces, we note that every simply-connected simplicial complex equipped with the
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standard metric, satisfies this condition for every m > 0. We refer to [Bow91,
Section 8.1] for the precise definition. We will be applying this theorem in the case
when δ = 1, m = 1 and let δ′ and R denote the resulting constants.

We now proceed with the proof suggested to us by Thomas Delzant. Suppose
that G is a finitely presented group, one of whose asymptotic cones is a real tree.
Let X be a simply-connected simplicial complex on which G acts freely, simplicially
and cocompactly. We equip X with the standard path-metric dist. Then (X,dist)
is quasiisometric to G. Suppose that ω is an ultrafilter on N, (λn) is a scaling
sequence converging to zero, and Xω is the asymptotic cone of X with respect to
this sequence, such that Xω is isometric to a tree. Consider the sequence of metric
spaces Xn = (X,λndist). Then, since Xω is a tree, by taking a diagonal sequence,
there exists a pair of sequences rn, δn with

ω-lim rn =∞, ω-lim δn = 0,

such that for ω-all n, every rn-ball in Xn is δn-hyperbolic. In particular, for for
ω-all n, every R-ball in Xn is 1-hyperbolic. Therefore, by Theorem 11.171, the
space Xn is δ′-hyperbolic for ω-all n. Since Xn is a rescaled copy of X, it follows
that X (and, hence, G) is hyperbolic as well. �

We now continue discussion of properties of trees which appear as asymptotic
cones of hyperbolic spaces.

Theorem 11.172. Let X be a geodesic hyperbolic space which admits a geo-
metric action of a group G. Then all the asymptotic cones of X are real trees where
every point is a branch-point with valence equal the cardinality of ∂∞X.

Proof. Step 1. By Theorem 8.37, the group G is finitely generated and
hyperbolic and every Cayley graph Γ of G is quasiisometric to X. It follows that
there exists a bi-Lipschitz bijection between the asymptotic cones

Φ : Coneω(G, e,λ)→ Coneω(X,x,λ),

where x is a base-point in X, and e,x denote the constant sequences equal to e ∈ G
(the neutral element in G), and respectively to x ∈ X. Moreover, Φ(eω) = xω .
The map Φ thus determines a bijection between the space of directions Σeω in the
cone of Γ and the space of directions Σxω in the cone of X. It suffices, therefore,
to compute the cardinality of Σeω . For simplicity, in what follows, we denote the
asymptotic cone Coneω(G, e,λ) by Gω.

Step 2. We now construct an injective map from ∂∞G to the space of direc-
tions at eω in the asymptotic cone Gω. Each point ξ ∈ ∂∞G determines a collection
of rays eξ in G within distance 6 2δ from each other. The ultralimits of all these
rays determine the same geodesic ray in Gω. Taking the direction of this ray at the
origin, we obtain a map

Log : ∂∞G→ Σeω .

We need to verify injectivity of this map. To this end, consider two geodesic rays
ρi : [0,∞) → Γ, ρi(0) = 1 ∈ G, asymptotic to distinct points ξi ∈ ∂∞G, i = 1, 2.
The ultralimits ρωi of these geodesic rays are geodesic rays in Gω emanating from
the point eω. Proving that Log(ξ1) 6= Log(ξ2) amounts to showing that for all
s > 0, t > 0,

dist(ρω1 (s), ρω2 (t)) = s+ t.
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Since ξ1 6= ξ2, for all positive values of s and t, the sequence of Gromov-products(
ρ1

(
s

λn

)
, ρ2

(
t

λn

))
e

ω-converges to (ξ1, ξ2)e ∈ R. Therefore,

dist(ρω1 (s), ρω2 (t)) = ω-limλndist

(
ρ1

(
t

λn

)
, ρ2

(
s

λn

))
=

ω-lim
[
t+ s− 2λn

(
ρ1

(
t

λn

)
, ρ2

(
s

λn

))
e

]
= t+ s.

Thus, Log(ξ1) 6= Log(ξ2).

Step 3. We argue that every direction of Γω at eω is determined by a sequence
of geodesic rays emanating from e in Γ. The argument below was suggested to us
by Panos Papasoglu.

Elements of Σeω are represented by nondegenerate geodesic segments eωgω,
where gω ∈ Gω is represented by a sequence (gn) in G with |gn| � λ−1

n as n→∞.
We will need:

Lemma 11.173 (Geodesic segments are uniformly close to geodesic rays). Let
Γ be a δ-hyperbolic, in the sense of Rips, Cayley graph of a group G. Then there
exists a constant M such that each geodesic segment s ⊂ Γ is contained in the
M -neighborhood of a geodesic ray vξ in Γ.

Proof. We will consider the case when the group G is infinite, otherwise, there
is nothing to prove.

Without loss of generality, we may assume that δ is a natural number. Fur-
thermore, taking into account the isometric G-action on Γ, we may assume that
the geodesic segment s is represented by an edge-path in Γ starting at the vertex
1 ∈ G = V (Γ). Let X denote the generating set of G used to define the Cayley
graph Γ. Then vertex-paths in Γ starting at 1, can be described as finite or semi-
infinite words in the alphabet X ∪X−1. By abusing the terminology, we will use
the same notation for paths in Γ as for the corresponding words. We will refer to a
word as geodesic if it represents a geodesic path in Γ. Consider the set T of words
in this alphabet, which define geodesics of length k = 6δ in Γ. Then there exists
R = R(k) such that each finite geodesic word p of length > R contains at least two
disjoint subwords equal to w for some w ∈ T , i.e. p has the form

w0ww1ww2

where wi’s are subwords of p. Given such partition of a finite geodesic path p, we
define an infinite path q:

w0ww1ww1ww1w . . .

alternating the subwords w and w1 infinitely many times. As w has length k, the
path q is k-local geodesic, since each length k subword u in q appears as a subword
in p, and p is geodesic.

Consider now a finite geodesic word p of length > R and break p as the product
of subwords:

p = p1p2,
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where p2 has length R. Then, as above, partition p2 as the product w0ww1ww2

and define an infinite word q using this partition. Lastly, take the infinite word

q′ = p1q.

Since w2 has length 6 R, the path p is contained in the R-neighborhood of q′.
By the construction, q′ is a k-local geodesic. Taking into account Theorem 11.45,
we conclude that q′ is an (3, 4δ)-quasigeodesic ray in Γ. By the Extended Morse
Lemma, q′ is D = D(3, 4δ)-Hausdorff close to a geodesic ray 1ξ in Γ. Therefore,
for M = R+D, the original path p is contained in the M -neighborhood of 1ξ. �

We conclude (using this Lemma) that every direction of Γω in eω is the germ
of a limit ray. We then have a surjective map from the set of sequences in ∂∞G to
Σeω :

{(ξn)n∈N : ξn ∈ ∂∞Γ} = (∂∞Γ)N → Σ eω .

Steps 2 and 3 imply that for a non-elementary hyperbolic group, the cardinality
of Σ[eω] is the same as of ∂∞G, i.e. continuum. If G is an elementary hyperbolic
group, then its asymptotic cone is a line and, theorem holds in this case as well. �

A. Dyubina–Erschler and I. Polterovich ([DP01], [DP98]) proved a stronger
result than Theorem 11.172:

Theorem 11.174 ([DP01], [DP98]). Let A be the 2ℵ0–universal tree, as de-
fined in Theorem 11.19. Then:

(a) Every asymptotic cone of a non-elementary hyperbolic group is isometric
to A.

(b) Every asymptotic cone of a complete, simply connected Riemannian man-
ifold with strictly sectional curvature (i.e, curvature 6 −κ < 0), is iso-
metric to A.

A consequence of Theorem 11.174 is that asymptotic cones of non-elementary
hyperbolic groups and of complete, simply connected Riemannian manifolds of
strictly negative sectional curvature cannot be distinguished from each other.

11.21. Size of loops

In this section we show that the characterization of hyperbolicity using as-
ymptotic cones allows one to define hyperbolicity of a space in terms of size of its
loops.Throughout this section, X denotes a geodesic metric space.

11.21.1. The minsize. One quantity that measures the size of geodesic tri-
angles is the minimal size introduced in Definition 9.101 for topological triangles,
which, of course, apply to geodesic triangles in X. This leads to the following
definition:

Definition 11.175. The minimal size function (the minsize function),

minsize = minsizeX : R+ → R+ ∪ {∞},
is defined by

minsize(`) = sup{minsize(∆) : ∆ a geodesic triangle of perimeter 6 `} .
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Note that according to (11.1), for each δ–hyperbolic (in the sense of Rips)
metric space X, the function minsize is bounded above by 2δ. We will see below
that the “converse” is also true, i.e. when the function minsize is bounded, the space
X is hyperbolic. Moreover, M. Gromov proved [Gro87, §6] that sublinear growth of
minsize is enough to conclude that a space is hyperbolic. With the characterization
of hyperbolicity using asymptotic cones, the proof of this result is straightforward:

Proposition 11.176. A geodesic metric space X is hyperbolic if and only if
minsize(`) = o(`).

Proof. As noted above, one implication immediately follows from Lemma
11.57. Conversely, assume that minsize(`) = o(`). We begin by proving that in
each asymptotic cone of X, every finite geodesic is a limit geodesic, in the sense of
Definition 10.50. More precisely:

Lemma 11.177. Let γ = aωbω be a geodesic segment in the asymptotic cone
Xω = Coneω(X, e,λ) , where the points aω, bω are represented by the sequences
(ai), (bi) respectively. Then for every geodesic aibi ⊂ X connecting ai to bi,

ω-lim aibi = γ.

Proof. Let cω = (ci) be a point on γ. Consider an arbitrary geodesic triangle
∆i ⊂ X with vertices ai, bc, ci and the perimeter `i. Since

2 d(aω, bω) = ω-limλi`i <∞
and minsize(∆i) = o(`i), we get

ω-limλi minsize(∆i) = 0.

Taking the points xi, yi, zi on the sides of ∆i realizing the minsize of ∆i, we con-
clude:

ω-limλi diam(xi, yi, zi) = 0.

In particular, the sequences (xi), (yi), (zi) represent the same point xω ∈ Xω. Then

dist(aω, bω) 6 dist(aω, xω) + dist(xω, bω) 6
dist(aω, xω) + dist(xω, bω) + 2dist(xω, cω) = dist(aω, cω) + dist(cω, bω) .

The first and the last term in the above sequence of inequalities are equal, hence
all inequalities become equalities, in particular cω = xω . Thus cω belongs to the
ultralimit ω-lim aibi and lemma follows. �

If one asymptotic cone Xω = Coneω(X, e,λ) is not a real tree, then it contains
a geodesic triangle ∆ω which is not a tripod. Without loss of generality we may
assume that the geodesic triangle is a simple loop in Xω. By the above lemma, the
geodesic triangle ∆ω is the ultralimit of a sequence of geodesic triangles (∆i), with
perimeters of the order O

(
1
λi

)
. The fact that minsize(∆i) = o

(
1
λi

)
implies that

the three edges of ∆ have a common point, a contradiction. �

We note that Gromov in [Gro87, Proposition 6.6.F] proved a stronger version
of Proposition 11.176:

Theorem 11.178. There exists a universal constant ε0 > 0 such that if in a
geodesic metric space X all geodesic triangles with length > L0, for some L0, have

minsize(∆) 6 ε0 · perimeter(∆) ,

then X is hyperbolic.
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11.21.2. The constriction. Another way of measuring the size of loops in a
space X is through their constriction function. We define the constriction function
only for simple loops in X primarily for the notational convenience, the definition
and the results generalize without difficulty if one considers non-simple loops.

We fix a constant λ ∈
(
0, 1

2

)
. For a Lipschitz loop c : S1 → X of length `, we

define the λ–constriction of the loop c as constrλ(c), which is the infimum of d(x, y),
where the infimum is taken over all all points x, y separating c(S1) into two arcs of
length at least λ`. Thus, the higher constriction means less distortion of c in X.
The λ–constriction function, constrλ : R+ → R+, of a metric space X is defined as

constrλ(`) = sup{constrλ(c) : c is a Lipschitz simple loop in X of length 6 `} .
Note that when λ 6 µ , constrλ 6 constrµ , and constrλ(`) 6 `.

Proposition 11.179 ([Dru01], Proposition 3.5). For geodesic metric spaces
X the following are equivalent:

(1) X is δ–hyperbolic in the sense of Rips, for some δ > 0;

(2) there exists λ ∈
(
0, 1

4

]
such that constrλ(`) = o(`) ;

(3) for all λ ∈
(
0, 1

4

]
and ` > 1,

constrλ(`) 6 4δ (log2(`+ 12δ) + 3) + 2 .

Remark 11.180. One cannot obtain a better order than O(log `) for the con-
striction function in hyperbolic spaces. This can be seen by considering, metric
circles of length ` lying on a horosphere in H3.

Proof. Our main tool, as before, are asymptotic cones of X.
We begin by arguing that (2) implies (1). In what follows we define limit

triangles in an asymptotic cone Xω = Coneω(X, e,λ), to be the triangles in Xω

whose edges are limit geodesics. Note that such triangles a priori need not be
themselves limits of sequences of geodesic triangles in X: They are merely limits
of sequences of geodesic hexagons.

First note that (2) implies that every limit triangle in every asymptotic cone
Coneω(X, e,λ) is a tripod. Indeed, if one assumes that one limit triangle is not a
tripod, without loss of generality one can assume that this triangle forms a simple
loop in Xω. This triangle is the limit of a sequence of geodesic hexagons (Hi), with
three edges of lengths of the order O

(
1
λi

)
, alternating with three edges of lengths

of the order o
(

1
λi

)
. (We leave it to the reader to verify that such hexagons may

be chosen to be simple.) Since constrλ(Hi) = o
(

1
λi

)
we obtain that ω-limHi is

not simple, a contradiction.
It remains to show that every geodesic segment in every asymptotic cone of X

is a limit geodesic. The proof is similar to that of Lemma 11.177.
Let γ = aωbω be a geodesic in a cone Coneω(X, e,λ), where aω = (ai) and

bω = (bi). We let cω = (ci) be an arbitrary point in γ. We already know that every
limit geodesic triangle ∆(aω, bω, cω) ⊂ Xω is a tripod. If cω does not coincide with
the center of this tripod, then

dist(aω, cω) + dist(cω, bω) > dist(aω, bω),

a contradiction. Thus, cω belongs to ω-lim aibi and, hence, γ = ω-lim aibi.
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We thus proved that every geodesic triangle in every asymptotic cone of X is a
tripod, hence every asymptotic cone is a real tree. It follows that X is hyperbolic.

Clearly, (3) implies (2). We will prove that (1) implies (3). By monotonicity
of the constriction function (as a function of λ), it suffices to prove (3) for λ = 1

4 .
We denote constr 1

4
(c) simply by constr.

Consider an arbitrary closed Lipschitz curve c : S1 → X of length ` . We orient
the circle and will use the notation αpq to denote the oriented arc of the image
of c connecting p to q. Let x, y, z be three points on c(S1) connected by the arcs
αxy, αyz, αzx in c(S1), such that the first two arcs have length `

4 . Let t ∈ αzx be
the point minimizing the distance to y in X. Clearly,

R := dist(y, t) > constr

and for each point s ∈ αzx, d(s, y) > R. The point t splits the arc αzx into two
subarcs αzt, αtx. Without loss of generality, we can assume that the length of αtx
is > `

4 . Let αxx′ be the maximal subarc of αxy disjoint from B(y, r) (we allow
x = x′). We set

r :=
d(x′, t)

2
.

Since αtx has length > `
4 , we obtain

2r > constr .

t
R y

R

x′

2r
αtx

αxx′x

z

Figure 11.15. Constriction.

The arc αtx′ connects the points t, x′ of the metric sphere S(y,R) outside of
the open ball B(y,R). Therefore, according to Lemma 11.65,

` > `(αtx′) > 2
r−1
2δ −3 − 12δ

and, thus,
constr 6 2r 6 4δ (log2(`+ 12δ) + 3) + 2.

The inequality in (3) follows. �
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11.22. Filling invariants of hyperbolic spaces

Recall that for every µ-simply connected geodesic metric space X we defined
(see Section 9.7) the filling area function (or, isoperimetric function) Ar(`) =
Arµ,X(`), which computes the least upper bound on the areas of disks bound-
ing loops of lengths 6 ` in X. We also defined the filling radius function rµ,X(`)
which computes the least upper bounds on radii of such disks. The goal of this
section is to relate both invariants to hyperbolicity of the space X.

11.22.1. Filling area. Recall also that hyperbolicity of X implies linearity of
Ar(`), see Corollary 11.149. In this section we will prove the converse. Moreover,
we will prove that there is a gap between the quadratic filling order and the linear
isoperimetric order. Namely, as soon as the isoperimetric inequality is less than
quadratic, it has to be linear and the space has to be hyperbolic:

Theorem 11.181 (Subquadratic filling, §2.3, §6.8, [Gro87]). If a coarsely
simply-connected geodesic metric space X has the isoperimetric function Ar(`) =
o(`2), then X is hyperbolic.

Note that there is a second gap for the possible filling orders of groups:

Theorem 11.182 ([Ol′91b], [Bat99]). If a group G admits a finite presenta-
tion which has the Dehn function Dehn(`) = o(`), then G is either free or finite.

Proofs of Theorem 11.181 can be found in [Ol′91b], [Pap95b], [Bow95a]
and [Dru01]. B. Bowditch makes use of only two properties of the area function
in his proof: The quadrangle (or Besikovitch) inequality (see Proposition 9.103)
and a certain theta–property. In fact, as we will see below, only the quadrangle
inequality or its triangle counterpart, the minsize inequality (see Proposition9.104)
are needed. Also, we will see that it suffices to have subquadratic isoperimetric
function for geodesic triangles.

Proof of Theorem 11.181. Let X be a µ-simply-connected geodesic metric space
with the isoperimetric function ArX and the minsize function minsizeX : R+ → R+,
see Definition 11.175. According to Proposition 9.104, for every δ > µ,

[minsizeX(`)]2 6 2
√

3µ2ArX(`) ,

whence ArX(`) = o(`2) implies that minsizeX(`) = o(`). Using Proposition 11.176,
we conclude that X is hyperbolic. �

The strongest known version of the converse to Corollary 11.149 is:

Theorem 11.183 (Strong subquadratic filling theorem,see §2.3, §6.8 of [Gro87],
and also [Ol′91b], [Pap96]). Let X be a µ-simply connected geodesic metric space.
If there exist sufficiently large N and L, and ε > 0 sufficiently small, such that
every loop c in X with N 6 Arδ(c) 6 LN satisfies

Arδ(c) 6 ε[length(c)]2 ,

then the space X is hyperbolic.

It seems impossible to prove this theorem using asymptotic cones.
In Theorem 11.183 it suffices to consider only geodesic triangles ∆ instead of

all loops, and to replace the condition N 6 Arδ(∆) 6 LN by length (∆) > N . This
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follows immediately from Theorem 11.178 and the minsize inequality in Proposition
9.104.

M. Coornaert, T. Delzant and A. Papadopoulos have shown that if X is a
complete simply connected Riemannian manifold which is reasonable (see [CDP90,
Chapter 6, §1] for a definition of this notion; for instance if X admits a geometric
group action, then X is reasonable) then the constant ε in the previous theorem
only has to be smaller than 1

16π , see [CDP90, Chapter 6, Theorem 2.1].

In terms of the multiplicative constant, a sharp inequality was proved by S.
Wenger.

Theorem 11.184 (S. Wenger [Wen08]). Let X be a geodesic metric space.
Assume that there exists ε > 0 and `0 > 0 such that every Lipschitz loop c of length
length(c) at least `0 in X bounds a Lipschitz disk d : D2 → X with

Area(d) 6 1− ε
4π

length(c)2 .

Then X is hyperbolic.

In the Euclidean space one has the classical isoperimetric inequality

Area(d) 6 1

4π
length(c)2 ,

with equality if and only if c is a circle and d a planar disk.
Note that the quantity Area(d) appearing in Theorem 11.184 is a generalization

of the notion of the geometric area used in this book. If the Lipschitz map φ : D2 →
X is injective almost everywhere, then Area(φ) is the 2-dimensional Hausdorff
measure of its image. In the case of a Lipschitz map to a Riemannian manifold,
Area(φ) is the area of a map defined in Section 3.4. When the target is a general
geodesic metric space, Area(φ) is obtained by suitably interpreting the Jacobian
Jx(φ) in the integral formula

Area(φ) =

ˆ
D2

|Jxφ(x)|.

11.22.2. Filling radius. Another application of the results of Section 11.21
is a characterization of hyperbolic spaces in terms of their filling radii.

Proposition 11.185 ([Gro87], §6, [Dru01], §3). For a geodesic µ-simply con-
nected metric space X the following statements are equivalent:

(1) X is hyperbolic;

(2) the filling radius of X has sublinear growth: rX(`) = o(`);

(3) the filling radius is X grows at most logarithmically: rX(`) = O(log `).

Proof. In what follows, we let Ar = Arµ denote the µ-filling area function in
the sense of Section 9.7, defined for loops in the space X.

We first prove that (1) ⇒ (3). According to the linear isoperimetric inequality
for hyperbolic spaces (see Corollary 11.149), there exists a constant K depending
only on X such that

(11.19) Ar(c) 6 K`X(c).
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Here Ar(c) is the µ-area of a least-area µ-disk d : D(0) → X bounding c. Recall
also that the combinatorial length and area of a simplicial complex is the number
of 1-simplices and 2-simplices respectively in this complex. Thus, for a loop c as
above, we have

`X(c) 6 µ length(C),
where C is the triangulation of the circle S1 so that vertices of any edge are mapped
by c to points within distance 6 µ in X.

Consider now a loop c : S1 → X of metric length ` and a least area µ-disk
d : D(0) → X filling c; thus, Ar(c) 6 K`.

Let v ∈ D(0) be a vertex such that its image a = d(v) is at maximal distance r
from c(S1). For every 1 6 j 6 k, with

k = b r
µ
c

we define a subcomplex Dj of D: Dj is the maximal connected subcomplex in D
containing v, so that every vertex in Dj could be connected to v by a gallery (in
the sense of Section 1.7.1) of 2-dimensional simplices σ in D such that

d
(
σ(0)

)
⊂ B(a, jµ).

For instance, D1 contains the star of v in D. Let Arj be the number of 2-simplices
in Dj .

For each j 6 k − 1 the geometric realization Dj of the subcomplex Dj is
homeomorphic to a 2-dimensional disk with several disks removed from the interior.
(As usual, we will conflate a simplicial complex and its geometric realization.)
Therefore, the boundary ∂Dj of Dj in D2 is a union of several disjoint topological
circles, while all the edges of Dj are interior edges for D. We denote by sj the
outermost circle in ∂Dj , i.e. sj bounds a triangulated disk D′j ⊂ D, such that
Dj ⊂ D′j . Let length(∂Dj) and length(sj) denote the number of edges of ∂Dj and
of sj respectively.

By the definition, every edge of Dj is an interior edge of Dj+1 and belongs to
a 2-simplex of Dj+1. Note also that if σ is a 2-simplex in D and two edges of σ
belong to Dj , then σ belongs to Dj as well. Therefore,

Arj+1 > Arj +
1

3
length(∂Dj) > Arj +

1

3
length(sj).

Since d is a least area filling disk for c it follows that each disk d|D′j is a least area
disk bounding the loop d|∫j . In particular, by the isoperimetric inequality in X,

Arj = Area(Dj) 6 Area(D′j) 6 K`X(d(sj)) 6 Kµ length(sj)

We have thus obtained that

Arj+1 >
(

1 +
1

3µK

)
Arj .

It follows that

K` > Ar(d) >
(

1 +
1

3µK

)k
whence,

r 6 µ(k + 1) 6 µ

 ln `+ lnK

ln
(

1 + 1
3µK

) + 1

 .
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Clearly (3) ⇒ (2). It remains to prove the implication (2) ⇒ (1).
We first show that (2) implies that in every asymptotic cone Coneω(X, e,λ),

all geodesic triangles that are limits of geodesic triangles in X (i.e. ∆ = ω-lim∆i)
are tripods. We assume that ∆ is not a point. Every geodesic triangle ∆i can be
regarded as a loop ci : S1 → ∆i, and can be filled by a µ-disk di : D(1) → X of the
filling radius ri = r(di) = o (length (∆i)) . In particular, ω-limi λiri = 0.

Let xiyi, yizi and zixi be the three geodesic edges of ∆i , and let xi, yi, zi be the
three points on S1 corresponding to the three vertices xi, yi, zi. Consider a path pi
in the 1-skeleton of D with endpoints yi and zi such that pi together with the arc
of S1 with endpoints yi, zi encloses a maximal number of triangles with di–images
in the ri–neighborhood of yizi . Every edge of pi that is not in S1 is contained in a
2-simplex whose third vertex has di–image in the ri–neighborhood of yixi ∪ xizi .
The edges in pi that are in S1 are either between xi, yi or between xi, zi .

Thus, pi has di–image pi in the (ri+µ)–neighborhood of yixi∪xizi . See Figure
11.16.

Figure 11.16. The path pi and its image pi.

Consider an arbitrary vertex u on S1 between yi, zi and its image u ∈ yizi. We
have that pi ⊂ N ri+µ(yiu) ∪ N ri+µ(uzi), where yiu and uzi are sub-geodesics of
yizi .

By connectedness, there exists a point u′ ∈ pi at distance at most ri+µ from a
point u1 ∈ yiu, and from a point u2 ∈ uzi. As the three points u1, u, u2 are aligned
on a geodesic and dist(u1, u2) 6 2(ri + µ) it follow that, say, dist(u1, u) 6 ri + µ ,
whence dist(u, u′) 6 3(ri+µ). Since the point u was arbitrary, we have thus proved
that yizi is in N 3ri+3µ(pi), therefore, it is in N 4ri+4µ (yixi ∪ xizi) . This implies
that in ∆ one edge is contained in the union of the other two. The same argument
done for each edge implies that ∆ is a tripod.

From this, one can deduce that every triangle in the cone is a tripod. In order
to do this it suffices to show that every geodesic in the cone is a limit geodesic.
Consider a geodesic in Coneω(X, e,λ) with the endpoints xω = (xi) and yω =
(yi) and an arbitrary point zω = (zi) on this geodesic. Geodesic triangles ∆i =
∆(xi, yi, zi) yield a tripod ∆ω = ∆(xω, yω, zω) in the asymptotic cone, but since,

dist(xω, zω) + dist(zω, yω) = dist(xω, yω),

it follows that the tripod must be degenerate. Thus zω ∈ ω-limxiyi . �
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Remark 11.186. 1. One can show that in Part (3) of the proposition, given
a loop c : S1 → X of length `, a filling disk d minimizing the area has the filling
radius r(d) = O(log `).

2. The logarithmic order in (3) cannot be improved, as shown by the example
of the horizontal circle in the upper half-space model of H3.

3. In view of this proposition (as in the case of the filling area) there is a gap
between the linear order of the filling radius and the logarithmical one.

Analogously to the filling area, for the radius too there is a stronger version of
the implication sublinear filling radius =⇒ hyperbolicity, similar to Theorem 11.183.

Proposition 11.187 (M. Gromov; P. Papasoglu [Pap98]). Let Γ be a finitely
presented group. If there exists `0 > 0 such that

r(`) 6 `

73
, ∀` > `0 ,

then the group Γ is hyperbolic.

Question 11.188 ([Pap98]). Find a proof of Proposition 11.187 with the con-
stant 1

73 replaced by 1
8 .

As the proof of Proposition 11.187 relies on the bigon criterion for hyperbolicity
([Pap95c]; see also Section 11.24), and there is now a metric version of this criterion
(see [CN07] and the work of Pomroy quoted within), it is natural to ask also the
following

Question 11.189. Find a version of Proposition 11.187 for general metric
spaces, with a constant that can be made effective (and sharp) for complete simply
connected Riemannian manifolds.

11.22.3. Orders of Dehn functions of non-hyperbolic groups and higher
Dehn functions. As we saw earlier, there is a gap between linear and quadratic
orders for Dehn functions of groups. It is natural to ask what happens to the growth
orders. For each k ∈ N define the subset Ak ⊂ R consisting of numbers α such that
nα is the order of the k-th Dehn function of a group G of type Fk+1. Since there
are only countably many finitely presented functions, each set Ak is countable. M.
Sapir, J. Birget and E. Rips in [SBR02] gave a detailed description of the set A1,
which, in particular, implies that the intervals (0, 1) and (1, 2) are the only gaps in
A1:

Theorem 11.190 (M. Sapir, J. Birget, E. Rips). The closure of A1 contains
the half-line [2,∞). Moreover, let M be a not necessarily deterministic Turing
machine with time function T (n) for which T (n)4 is superadditive. Then there
exists a finitely presented group G(M) with Dehn function equivalent to T (n)4.

In particular, this theorem shows that subpolynomial Dehn functions need not
be of the type nα; according to the following theorem, this can happen even for
nilpotent groups:

Theorem 11.191 (S. Wenger, [Wen11]). There exists a nilpotent group G with
the order of Dehn(G) strictly larger n2 and at most n2 log(n).

Dehn functions can be very fast-growing:
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Theorem 11.192 (W. Dison and T. Riley, [DR13]). For each k, there ex-
ists a finitely presented group Hydrak (a “hydra group”), whose Dehn function is
equivalent to the k-th Ackermann function,

Hydrak =
〈
a1, . . . , ak, p, t|t−1ait = aiai+1, i > 1, t−1a1t = a1, [p, ait] = 1,∀i

〉
Recall that Ackermann functions are defined by the recursive formula:

A1(n) := 2n

Ak+1(n) := A
(n)
k (1),

where (n) means the n-fold composition.

Surprisingly, there are no gaps in the orders of higher Dehn functions:

Theorem 11.193 (N. Brady, M. Forester, [BF10]). For each k > 2, the closure
of Ak contains the half-line [1,∞).

We recall that one can define isoperimetric functions using homological fillings
rather than the homotopical fillings (as in the definition of the Dehn functions), see
(3.3).

Theorem 11.194 (A. Abrams, N. Brady, P. Dani and R. Young, [ABDY13]).
There are finitely presented groups for which the (classical) Dehn function is not
equivalent to the homological Dehn function.

11.23. Asymptotic cones, actions on trees and isometric actions on
hyperbolic spaces

Let G be a finitely generated group with the generating set g1, .., gm; let X be
a metric space. Given a homomorphism ρ : G→ Isom(X), we define the following
function:

(11.20) dρ(x) := max
k

d(ρ(gk)(x), x)

and set
dρ := inf

x∈X
dρ(x).

The function dρ(x) does not necessarily attain its infimum in X, hence, we
choose xρ ∈ X to be a point such that

dρ(x)− dρ 6 1.

Such points xρ are called min-max points of ρ for obvious reasons. The set of
min-max points could be unbounded, but, as we will see, this does not matter.
Thus, high value of dρ means that all points of X move a lot by at least one of the
generators of ρ(G), while small value of dρ means that at least one point in X is
moved only a bit by all the generators of G.

Example 11.195. 1. Let X = Hn, G = 〈g〉 be infinite cyclic group, where
ρ(g) ∈ Isom(X) is a hyperbolic translation along a geodesic L ⊂ X with the
translation number t > 1, e.g., ρ(g)(x) = etx in the upper half-space model. Then
dρ = t and we can take xρ ∈ L, since L is the set of point of minima for dρ(x).

2. Suppose that X = Hn = Un and G are the same as above, but ρ(g) is a
parabolic isometry, e.g. ρ(g)(x) = x + u, where u ∈ Rn−1 is a unit vector. Then
dρ does not attain its infimum, dρ = 0 and we can take as xρ any point x ∈ Un

with xn > 1.
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3. Suppose that X is the same, but G is no longer required to be cyclic. Assume
that ρ(G) fixes a unique point xo ∈ X. Then dρ = 0 and the set of min-max points is
contained in a metric ball centered at xo. The radius of this ball could be estimated
from above independently of G and ρ. (The latter is non-trivial.)

Suppose σ ∈ Isom(X) and we replace the original representation ρ with the
conjugate representation

ρ′ = ρσ : g 7→ σρ(g)σ−1, g ∈ G.
Exercise 11.196. Verify that dρ = dρ′ and that as xρ′ one can take σ(xρ).

Thus, conjugating ρ by an isometry, does not change the geometry of the action,
but moves min-max points in a predictable manner.

The set Hom(G, Isom(X)) embeds in (Isom(X))m since every ρ is determined
by the m-tuple

(ρ(g1), ..., ρ(gm)).

As usual, we equip the group Isom(X) with the topology of uniform convergence
on compacts and the set Hom(G, Isom(X)) with the subspace topology.

Exercise 11.197. Show that the topology onHom(G, Isom(X)) is independent
of the finite generating set. Hint: Embed Hom(G, Isom(X)) in the product of
countably many copies of Isom(X) (indexed by the elements of G) and relate the
topology on Hom(G, Isom(X)) to the product topology on the infinite product.

Suppose now that the metric space X is proper. Pick a base-point o ∈ X. Then
the Arzela-Ascoli theorem implies that for every D the subset

Hom(G, Isom(X))o,D = {ρ : G→ Isom(X)|dρ(o) 6 D}
is compact. We next consider the quotient

Rep(G, Isom(X)) = Hom(G, Isom(X))/ Isom(X),

where Isom(X) acts on Hom(G, Isom(X)) by conjugation ρ 7→ ρσ. We equip
Rep(G, Isom(X)) with the quotient topology. In general, this topology is not Haus-
dorff:

Example 11.198. Let G = 〈g〉 is infinite cyclic, X = Hn. Show that the trivial
representation ρ0 : G→ 1 ∈ Isom(X) and the representation ρ1, where ρ1(g) acts as
a parabolic translation, project to points [ρi] in Rep(G, Isom(X)), such that every
neighborhood of [ρ0] contains [ρ1]. Hence, Rep(G, Isom(X)) is not even T1 in this
example.

Exercise 11.199. Let X be a graph (not necessarily locally-finite) with the
standard metric and consider the subset Homf (G, Isom(X)) consisting of represen-
tations ρ which give rise to the free actions G/Ker(ρ) y X. Then

Repf (G, Isom(X)) = Homf (G, Isom(X))/ Isom(X)

is Hausdorff.

We will be primarily interested in compactness rather than Hausdorff properties
of Rep(G, Isom(X)). Define

HomD(G, Isom(X)) = {ρ : G→ Isom(X)|dρ 6 D}.
Similarly, for a subgroup H ⊂ Isom(X), define

HomD(G,H) = HomD(G, Isom(X)) ∩Hom(G,H).
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Lemma 11.200. Suppose that H ⊂ Isom(X) is a closed subgroup whose ac-
tion on X is cobounded. Then for every D ∈ R+, the quotient RepD(G,H) =
HomD(G,H)/H is compact.

Proof. Let o ∈ X,R < ∞ be such that the orbit of B̄(o,R) under the H-
action is the entire space X. For every ρ ∈ Hom(G,H) we pick σ ∈ H such that
some min-max point xρ of ρ satisfies:

σ(xρ) ∈ B̄(o,R).

Then, using conjugation by such σ’s, for each equivalence class [ρ] ∈ RepD(G,H)
we choose a representative ρ with xρ ∈ B̄(o,R). It follows that for every such ρ

ρ ∈ Hom(G,H) ∩Hom(G, Isom(X))o,D′ , D′ = D + 2R.

This set is compact and, hence, its projection RepD(G,H) is also compact. �
In view of this lemma, even if X is not proper, we say that a sequence of

representations ρi : G→ Isom(X) diverges if

lim
i→∞

dρi =∞.

Definition 11.201. We say that an isometric action of a group on a real tree
T is unbounded if the group does not fix a point in T .

Proposition 11.202 (M. Bestvina [Bes88] and F. Paulin, [Pau88]). Suppose
that (ρi) is a diverging sequence of representations ρi : G → H < Isom(X), where
X is a Rips–hyperbolic metric space. Then G admits an unbounded isometric action
on a real tree.

Proof. Let pi = xρi be min-max points of ρi’s. Take λi := (dρi)
−1 and

consider the corresponding asymptotic cone X = Coneω(X,p, λ) of the space X;
here p = (pi). According to Lemma 11.37, the metric space X in this asymptotic
cone is a real tree. Furthermore, the sequence of group actions ρi converges to an
isometric action ρω : Gy X, defined by:

ρω(g)(xω) = (ρi(xi)),

the key here is that all generators ρi(gk) of ρi(G) move the base-point pi ∈ λiX by
6 λi(dρi + 1). The ultralimit of the latter quantity is equal to 1. Furthermore, for
ω-all i one of the generators, say g = gk, satisfies

|dρi − d(ρi(g)(pi), pi)| 6 1

in X. Thus, the element ρω(g) will move the point p ∈ X exactly by 1. Because pi
was a min-max point of ρi, it follows that

dρω = 1.

In particular, the isometric action ρω : Gy X has no fixed point, i.e. is unbounded.
�

One of the important applications of this proposition is:

Theorem 11.203 (F. Paulin, [Pau91a]). Suppose that G is a finitely generated
group with the property FA and H is a hyperbolic group. Then, up to conjugation
in H, there are only finitely many homomorphisms G→ H.
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Proof. Let X be a Cayley graph of H, then H < Isom(X), X is proper
and Rips–hyperbolic. By the above proposition, if Hom(G,H)/H is non-compact,
then G has an unbounded isometric action on a real tree. This contradicts the
assumption that G has the property FA. Suppose, therefore, that Hom(G,H)/H
is compact. If this quotient is infinite, pick a sequence ρi ∈ Hom(G,H) of pairwise
non-conjugate representations. Without loss of generality, by replacing ρi’s by their
conjugates, we can assume that min-max points pi of ρi’s are in B(e, 1). There-
fore, after passing to a subsequence if necessary, the sequence of representations ρi
converges. However, the action of H on itself is free, hence, for every generator g
of G, the sequence ρi(g) is eventually constant. It follows that the entire sequence
(ρi) consists of only finitely many distinct representations. Contradiction. Thus,
Hom(G,H)/H is finite. �

This theorem is one of many results bounding the number of homomorphisms
from a group to a hyperbolic group. Having the Property FA is a very strong
restriction on the group, thus, typically, one improves the Proposition 11.202 by
making stronger assumptions on representations G→ H and, accordingly, stronger
conclusions about the action of G on the tree, for instance:

Theorem 11.204. Suppose that G is a group, H is a hyperbolic group, X is a
Cayley graph of H and ρi : G→ H, i ∈ N, is a sequence of faithful representations as
in Proposition 11.202. Then the action Gy T of G on a real tree as in Proposition
11.202, is small, i.e. the stabilizer of every non-trivial geodesic segment is virtually
cyclic.

Given this theorem, whose proof can be found e.g. in [Pau91b], one then
(typically) uses the Rips Theory, which converts small actions (satisfying some
mild restrictions which will hold in the case of groups G which embed in hyperbolic
groups) G y T , into graph-of groups decompositions of G with virtually cyclic
edge groups. We refer the reader to [BF95, RS94, Kap01] for the details. As the
result, one obtains:

Theorem 11.205 (E. Rips, Z. Sela, [RS94]). Suppose that G does not split over
a virtually cyclic subgroup. Then for every hyperbolic group H, Hominj(G,H)/H
is finite, where Hominj consists of injective homomorphisms. In particular, if G is
itself hyperbolic, then Out(G) = Aut(G)/Inn(G) is finite.

Some interesting and important groups G, like surface groups, do split over vir-
tually cyclic subgroups. In this case, one cannot in general expectHominj(G,H)/H
to be finite. However, it turns out that the only reason for the lack of finiteness is
the fact that one can precompose homomorphisms G→ H with automorphisms of
G itself:

Theorem 11.206 (E. Rips, Z. Sela, [RS94]). Suppose that G is a 1-ended
finitely generated group. Then for every hyperbolic group H, the set

Aut(G)\Hominj(G,H)/H

is finite. Here Aut(G) acts on Hom(G,H) by precomposition.

11.24. Summary of equivalent definitions of hyperbolicity

Below we give a list of equivalent definitions of hyperbolicity for a (finitely
generated ) group G (some of these definitions we saw earlier).
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(1) Some/every Cayley graph of G is Rips-hyperbolic, i.e. has δ-thin triangles.
(2) G is Gromov–hyperbolic, i.e. when equipped with the word metric for

some (every) finite generating set, the group G satisfies Gromov’s in-
equality for the Gromov–product.

(3) Some/every Cayley graph of G has δ-thin bigons for some δ <∞, P. Pa-
pasoglu [Pap95c].

(4) G admits a Dehn–presentation.
(5) G is finitely presented and satisfies a linear isoperimetric inequality.
(6) G is finitely presented and satisfies subquadratic isoperimetric inequality.
(7) G is finitely presented and its isoperimetric function satisfies

IP (`) 6 1− ε
4π

`2

for some ε > 0 and all sufficiently large `.
(8) G is finitely presented and has sublinear filling radius.
(9) Every asymptotic cone of G is a real tree, M. Gromov [Gro93], see also

Proposition 11.167.
(10) G is finitely presented and one asymptotic cone ofG is a real tree, M. Kapovich,

B. Kleiner [KK09], see also Theorem 11.170.
(11) The minsize function of one (every) Cayley graph of G is sublinear, see

Proposition 11.176.
(12) For some λ ∈ (0, 1

4 ] the λ-constriction function constrλ of G is sublinear,
C. Drutu [Dru01], see also Proposition 11.179.

(13) Some/every Cayley graph of G has proper uniform divergence, P. Papa-
soglu [Pap95c].

(14) Some/every Cayley graph of G has exponential uniform divergence, P. Pa-
pasoglu [Pap95c].

(15) Some/every Cayley graph of G admits a thin bicombing, B. Bowditch and
U. Hamenstädt, [Ham07, Proposition 3.5], see Theorem 11.12.

(16) G is finitely presented and the canonical map between bounded and ordi-
nary cohomology groups with coefficients in Banach ZG-modules,

H∗b (G,V )→ H∗(G,V )

is surjective, I. Mineyev [Min01].
(17) G is finitely presented and

`1H1(G,R) = `1H2(G,R) = 0,

D. Allcock and S. Gersten [AG99].
(18) Either G is virtually cyclic or G acts topologically on a compact per-

fect metrizable space Z of infinite cardinality, such that the induced ac-
tion Gy Trip(Z) is properly discontinuous and cocompact, B. Bowditch
[Bow98c], see also Theorem 11.134.

11.25. Further properties of hyperbolic groups

We conclude this chapter with a list of properties of hyperbolic groups not
discussed earlier in the chapter:

1. Hyperbolic groups are ubiquitous:
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Theorem 11.207 (See e.g. [Del96]). Let G be a non-elementary δ-hyperbolic
group. Then there exists N , such that for every collection g1, . . . , gk ∈ G of ele-
ments with translation lengths ||g1|| = . . . = ||gk|| ≥ 1000δ, such that each pair of
subgroups 〈gi, gj〉 , i 6= j is nonelementary, the following holds:

i. The subgroup generated by the elements gNi and all their conjugates is free.
ii. The quotient group G/ 〈〈gn1 , . . . , gnk 〉〉 is again non-elementary hyperbolic for

all sufficiently large n. In particular, infinite hyperbolic groups are never simple.

Thus, by starting with, say, a nonabelian free group Fn = G, and adding to its
presentation one relator of the form wn at a time (where n’s are large), one obtains
non-elementary hyperbolic groups.

“Most” groups are hyperbolic:

Theorem 11.208 (A. Ol′shanskĭı [Ol′92]). Fix k ∈ N, k ≥ 2 and let

A = {a±1, a±2, . . . , a±1
k }

be an alphabet. Fix i ∈ N and let (n1, . . . , ni) be a sequence of natural numbers. Let
N = N(k, i, n1, . . . , ni) be the number of group presentations

〈a1, . . . , ak|r1, . . . , ri〉
such that r1, . . . , ri are reduced words in the alphabet A such that the length of rj
is nj, j = 1, 2, . . . , i. If Nh is the number of presentations as above which define
hyperbolic groups and if n = min{n1, . . . , ni}, then

lim
n→∞

Nh
N

= 1,

and convergence is exponentially fast.

The model of randomness which appears in this theorem is, by no means,
unique; below are two other models (among many others). We refer the reader to
[Gro03], [Ghy04], [Oll04], [KS08] for further discussion of random groups.

i. Fix the number k > 2 and consider the set B(n) of presentations

〈x1, . . . , xk|R1, . . . , Rl〉 ,
where the total length of the words R1, ..., Rl is 6 n. Then a class C of k-generated
groups is said to consist of random groups if

lim
n→∞

card (B(n) ∩ C)

card B(n)
= 1.

ii. Here is another notion of randomness: Fix the number l of relators, as-
sume that all relators have the same length n; this defines a class of presentations
S(k, l, n). Then require

lim
n→∞

card (S(k, l, n) ∩ C)

card S(k, l, n)
= 1.

See [KS08] for a comparison of various notions of randomness for groups. In all
existing models of randomness, once random groups are infinite, they are hyperbolic
with Menger curve as the ideal boundary, see e.g. [DGP11].

2. Hyperbolic groups have quotients with “exotic” properties:
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Theorem 11.209 (A. Ol′shanskĭı, [Ol′91c]). Every non-elementary torsion-
free hyperbolic group admits a quotient which is an infinite torsion group, where
every non-trivial element has the same order.

Theorem 11.210 (A. Ol′shanskĭı, [Ol′95], T. Delzant [Del96]). Every non-
elementary hyperbolic group G is SQ-universal, i.e. every countable group embeds
in a quotient of G.

Theorems 11.211, 11.212, 11.213 below first appeared in Gromov’s paper [Gro87];
other proofs could be found for instance in [Aea91], [BH99], [ECH+92], [ECH+92],
[GdlH90].

3. Hyperbolic groups have finite type:

Theorem 11.211. Let G be δ-hyperbolic. Then there exists D0 = D0(δ) such
that for all D ≥ D0 the Rips complex RipsD(G) is contractible. In particular, G
has type F∞.

4. Hyperbolic groups have controlled torsion:

Theorem 11.212. Let G be hyperbolic. Then G contains only finitely many
conjugacy classes of finite subgroups.

5. Hyperbolic groups have solvable algorithmic problems:

Theorem 11.213. Every δ-hyperbolic group has solvable word and conjugacy
problems.

Furthermore:

Theorem 11.214 (I. Kapovich, [Kap96]). The membership problem is decid-
able for quasiconvex subgroups of hyperbolic groups: Let G be hyperbolic and H < G
be a quasiconvex subgroup of a δ-hyperbolic group. Then the problem of membership
in H is decidable.

The isomorphism problem is decidable:

Theorem 11.215 (Z. Sela, [Sel95]; F. Dahmani and V. Guirardel [DG11]).
There is an algorithm whose input is a pair P1, P2) of finite presentations of δ-
hyperbolic groups G1, G2, and the output is YES if G1, G2 are isomorphic and NO
if they are not.

Note that Sela proved this theorem only for “rigid” torsion-free 1-ended hy-
perbolic groups (rigidity here means that the group does not split as a graph of
groups with cyclic edge groups). This result was extended to all hyperbolic groups
by Dahmani and Guirardel.

6. Hyperbolic groups are hopfian:

Theorem 11.216 (Z. Sela, [Sel99]). For every hyperbolic group G and every
epimorphism φ : G→ G, Ker(φ) = 1.

Note that every finitely generated residually finite group is hopfian, but the
converse, in general, is false. An outstanding open problem is to determine if all
hyperbolic groups are residually finite (it is widely expected that the answer is
negative). Every finitely generated linear group is residually finite, but there are
nonlinear hyperbolic groups, see [Kap05]. It is very likely that some (or even all)
of the nonlinear hyperbolic groups described in [Kap05] are not residually finite.

7. Hyperbolic groups tend to be co-hopfian:
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Theorem 11.217 (Z. Sela, [Sel97a]). For every 1-ended hyperbolic group G,
every monomorphism φ : G→ G is surjective, i.e. such G is co-hopfian.

8. All hyperbolic groups admit QI embeddings in some hyperbolic space Hn:

Theorem 11.218 (M. Bonk, O. Schramm [BS00]). For every hyperbolic group
G there exists n, such that G admits a quasiisometric embedding in Hn.

9. (M. Gromov; [Gro87]. See also [BH99] and [GdlH90]). Hyperbolic groups
have type F∞. Moreover, there exists D0 = D0(δ) such that for every δ-hyperbolic
group G and all D > D0, the Rips complex RipsD(G) is contractible.

11.26. Relatively hyperbolic spaces and groups

Relatively hyperbolic groups were introduced by M. Gromov in the same paper
[Gro87] as hyperbolic groups. While hyperbolic groups are modeled on uniform
lattices in negatively curved symmetric spaces, relatively hyperbolic groups are
modeled on non-uniform lattices in negatively curved spaces and, more generally,
fundamental groups of complete Riemannian manifolds of finite volume and curva-
ture 6 −a2 < 0. A good picture is that of truncated hyperbolic spaces defined in
Chapter 12 (see Figure 12.1). These are metric spaces hyperbolic relative to the
boundary horospheres. In general, one considers a geodesic metric space X and a
collectionA of subsets of it (called peripheral subsets when the relative hyperbolicity
conditions are fulfilled).

The metric definition of relative hyperbolicity consists of three conditions, the
main one being very similar to the condition of thin triangles for hyperbolic spaces.

Definition 11.219. We say that X is (∗)–relatively hyperbolic with respect to
A if for every C > 0 there exist two constants σ and δ such for every triangle
T ⊂ X with (1, C)–quasi-geodesic edges, either there exists a point at distance
at most σ from each of the sides of T , or there exists a subset A ∈ A such that
its σ-neighborhood Nσ(A) intersects each of the sides of the triangle; moreover, for
every vertex of the triangle, the two edges issuing from it enter Nσ(A) in two points
at distance at most δ away from each other.

Clearly (∗)–relative hyperbolicity is a rather weak condition. For instance,
every geodesic hyperbolic space is (∗)–hyperbolic relative to every family of subsets
covering it.

Definition 11.220. A space X is hyperbolic relative to A if it is (∗)–hyperbolic
relative to A, and moreover, the following properties are satisfied:

(α1) For every r > 0, the r–neighborhoods of any two distinct subsets in A
intersect in a set of diameter at most D = D(r).

(α2) Every geodesic of length ` with endpoints at distance at most `
3 from a set

A ∈ A, intersects the M -tubular neighborhood of A, with some uniform
constant M .

Definition 11.221. A finitely generated group G is hyperbolic relative to a
finite set of subgroups H1, ...,Hn if, endowed with a word metric, G is hyperbolic
in the sense of Definition 11.220 relative to the collection A of left cosets

{gHi : i ∈ {1, 2, ..., n}, g ∈ G}.

444



x

y

z

x1

y1

z1

y2

z2

x2

r s

qrrq

Nσ(A)

Figure 11.17. The second case of Definition 11.219.

It follows from the definition that all Hi’s are finitely generated, since the three
metric conditions imply that the peripheral subsets are quasi-convex. The groups
Hi are called the peripheral subgroups of the relatively hyperbolic structure on G.

Theorem 11.222 (C. Druţu, D. Osin, M. Sapir, [DS05b],[Osi06],[Dru09]).
Relative hyperbolicity in the sense of Definition 11.221 is equivalent to (strong)
relative hyperbolicity as defined in [Gro87].

Other characterizations of relative hyperbolicity can be found in the papers
[Bow12], [Far98], [Dah03b], [DS05b], [Osi06]. Here and in what follows, by
relative hyperbolicity we always mean strong relative hyperbolicity in the sense of
Definition 11.220; we will always assume that every Hi has infinite index in G.

In the list of properties in Definition 11.220, one cannot drop the property (α1),
as shown by the examples of groups in [OOS09] and in [BDM09, §7.1].

Many properties similar to those of hyperbolic groups are proved in the rela-
tively hyperbolic case, in particular a Morse lemma, a characterization in terms of
asymptotic cones [DS05b], of relative linear filling [Osi06], and of action on the
boundary as a convergence group [Yam04].

Hyperbolic groups are clearly relatively hyperbolic with the peripheral sub-
group {1}. Other examples of relatively hyperbolic groups include:

(1) G is hyperbolic and each Hi is quasiconvex and almost malnormal in G
(see [Far98]). Almost malnormality of a subgroup H 6 G means that for
every g ∈ G \H,

|gHg−1 ∩H| <∞.
(2) G is the fundamental group of a finite graph of groups with finite edge

groups; then G is hyperbolic relative to the vertex groups, see [Bow12].
(3) Fundamental groups of complete finite volume manifolds of pinched neg-

ative curvature; the peripheral subgroups are the fundamental groups of
their cusps ([Bow12], [Far98]).
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(4) Fully residually free groups, also known as limit groups of Sela; they
have as peripheral subgroups a finite list of maximal abelian non-cyclic
subgroups [Dah03a].

Similarly to hyperbolic groups, relatively hyperbolic groups are used to con-
struct examples of infinite finitely generated groups with exotic properties. De-
nis Osin used in [Osi10] direct limits of relatively hyperbolic groups to construct
torsion-free two-generated groups with exactly two conjugacy classes (i.e. all ele-
ments 6= 1 are conjugate to each other).

Study of relatively hyperbolic groups is a very active and rapidly develop-
ing area of Geometric Group Theory. We refer the reader to [Bow12, DG08,
Dru09, BDM09, DS05b, DS05a, DS07, Ger09, Ger12, GP13, MR08,
Osi06, Osi10, Yam04] for further reading.
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CHAPTER 12

Lattices in Lie groups

In Section 5.6.4 we defined lattices in general locally compact groups. In this
chapter we consider lattices in Lie groups. While our main motivation comes from
lattices in the Lie group PO(n, 1), the isometry group of the hyperbolic n-space,
most of our discussion here is general. Lattices in Lie groups (as well as in “p-adic
Lie groups”) play a prominent role in Geometric Group Theory for several reasons:

1. Rigidity theorems for lattices proven by Mostow and Margulis played a key
role in the development of basic concepts and tools of geometric group theory.

2. Lattices act on homogeneous spaces, which provide nice geometric models
for studying the coarse geometry of lattices themselves.

3. Having a nice geometric model helps to prove QI rigidity theorems for lat-
tices: Somehow, the rigid geometric nature of homogeneous (primarily symmetric)
spaces, translates into QI rigidity of lattices.

While the exact nature of QI rigidity for lattices in general connected Lie
groups is still unclear, QI rigidity of lattices in semisimple Lie groups is now well-
understood; see Chapter 25. We refer the reader to Gelander’s survey [Gel14] for
a detailed review of properties of lattices in Lie groups.

12.1. Semisimple Lie groups and their symmetric spaces

Consider a Lie group G with a compact subgroup K < G. In view of the
uniqueness (up to scaling) of the Haar measure µ on G, we can define µ as fol-
lows. Pick arbitrarily a positive definite bilinear form on the tangent space TeG,
where e ∈ G is the identity element. Then, using the fact that G acts on itself
smoothly and simply-transitively by the left multiplication, we spread this bilinear
form from TeG to the rest of the tangent bundle TG. The result is a left-invariant
Riemannian metric h = 〈·, ·〉 on G and, hence, a G-invariant volume form. This
volume form yields, by integration, the measure µ. This basic construction has an
important modification. We let the compact subgroup K < G act on G by the
right multiplication. Compactness of K allows us to average the metric h:

Av(h) =
1

mes(K)

ˆ
K

R∗k(h)dk.

Here the integration is with respect to the Haar measure on K and Rk is the right
multiplication:

Rk(g) = gk.

The metric Av(h) is then both left-invariant with respect to the action of G and
right-invariant with respect to the action of K. This left-right invariant Riemann-
ian metric on G descends to a G-invariant Riemannian metric on the manifold
X = G/K and we obtain a homogeneous Riemannian manifold X. Conversely, as
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explained in Section 5.6.4, one can lift the measure (defined via an invariant volume
form) from X to a Haar measure on G.

The homomorphism
ρ : G→ Isom(X)

defined by the isometric action of G on X, is not, in general, injective, as G might
have a normal subgroup contained in K. For instance, the action of the group
G = SL(2,R) on the hyperbolic plane H2 ∼= G/K, K = SO(2), has non-trivial
kernel, equal to the center {±I} of G. Furthermore, the image of the group G in
Isom(X) can have infinite index. Nevertheless, in view of the transitivity of the
action of G on X and the compactness of K, both the kernel Ker(ρ) of ρ and its
cokernel, the quotient Isom(X)/ρ(G), are compact.

Example 12.1. Consider the group SU(2) with a biinvariant Riemannian met-
ric, i.e. a metric invariant under both left and right multiplication. The group
SU(2) × SU(2) maps to Isom(X), X = SU(2), where the first factor acts em via
the left multiplication, while the second factor acts by the right multiplication. The
kernel of the homomorphism SU(2) × SU(2) → Isom(X) equals Z2 = 〈(−I,−I)〉,
where −I is the negative of the identity matrix in SU(2). We leave it to the reader
to verify that the Riemannian manifold X is isometric to a round 3-dimensional
sphere (of some radius).

Some Lie groups, and their lattices, are better-behaved and more interesting
than others. In Section 5.6.3 we defined the class of semisimple Lie groups. We
now impose further conditions on the groups in this class:

Convention 12.2. In order to simplify the terminology, from now on, when
referring to a Lie group G as semisimple, we will always assume that G is linear
(i.e. admits a monomorphism G → GL(N,R) for some N), has finitely many
components and does not contain non-trivial compact connected normal subgroups.

The latter assumption guarantees that the kernel of ρ : G → Isom(X) is fi-
nite. Every semisimple group G contains a unique, up to conjugation, maximal
compact subgroup K. Moreover, the quotient homogeneous space X = G/K (with
the projection of any left-right invariant metric on G) is a non-positively curved
simply-connected complete Riemannian manifold. The G-invariant metric on X is
essentially unique; for instance, if the group G is simple, then this metric is unique
up to a multiplicative constant factor. The manifolds X obtained in this way are
symmetric spaces of non-compact type. One interesting feature of such spaces is
that ρ(G) has finite index in Isom(X). In other words, the homomorphism ρ has
both finite kernel and cokernel.

The rank of the symmetric space X, rank (X), is defined as the dimension of a
maximal flat in the associated symmetric space X = G/K, i.e. the maximal r such
that there exists an isometric embedding of the Euclidean r-space into X:

Er → (X,distX),

where distX is the Riemannian distance function on X. For instance, X has rank
one if and only if X is negatively curved. The real rank, rank (G), of the group G
can be defined geometrically as the rank of the symmetric space X = G/K. (There
is an alternative algebraic definition of the rank of G, which we will not give here.)

Definition 12.3. Suppose that X is a non-positively curved simply-connected
symmetric space of non-compact type, i.e. Isom(X) is a semisimple Lie group.
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Then X admits a de Rham decomposition, i.e. an isometric splitting as the direct
product

X =

n∏
i=1

Xi

of non-flat irreducible symmetric spaces Xi, i.e. spaces which themselves do not
split as non-trivial products.

The de Rham splitting is preserved by the group Isom(X), except that some
factors might be permuted by isometries. Furthermore, the splitting is unique (up
to permuting the indices) and it reflects the algebraic decomposition of the Lie
algebra of G as the direct sum of simple subalgebras

g =

n⊕
i=1

gi.

Namely, after rearranging the indices, for each i, the Lie algebra gi is isomorphic
to the Lie algebra of Isom(Xi).

12.2. Lattices

Suppose now that G is a semisimple Lie group, K < G is a compact subgroup,
X = G/K is the associated symmetric space, as in the previous section. Every
subgroup Γ of G also acts isometrically on X and we will frequently identify Γ with
its image, ρ(Γ), in Isom(X) (since ρ has finite kernel, this abuse of terminology is
mostly harmless). Compactness of K (and, hence, finiteness of its Haar measure)
has three immediate, but important, consequences:

Lemma 12.4. 1. A subgroup Γ < G is discrete if and only if Γ is discrete as a
subgroup of Isom(X), if and only if Γ acts properly discontinuously on X.

2. A discrete subgroup Γ < G is a lattice if and only if the quotient M = Γ \X
has finite volume.

3. A lattice Γ < G is uniform (see Section 5.6.4) if and only if the quotient
Γ \X is compact.

We have to warn the reader at this point that the quotient space M is, in
general, not a manifold but an orbifold, since the group Γ can fail to act freely on
X. If Γ acts freely on X, then we can compute the volume of M via the projection
of the Riemannian metric from X. Otherwise, one can define the volume of M ,
say, by fundamental sets as in Section 5.6.4. It is a non-trivial fact that each
lattice in G is finitely generated : This result is clear for uniform lattices in Lie
groups with finitely many components, but it is difficult in general. Furthermore,
T. Gelander [Gel11] established the following relation between the minimal number
of generators of lattices and volumes of their quotient spaces:

Theorem 12.5. rank (Γ) 6 C · V ol(Γ \ X), where C is a constant depending
only on X.

Here rank (Γ), the rank of Γ, is the minimum of cardinalities of its generating
sets.

Since we are assuming that the Lie group G is linear, each lattice in G is
virtually torsion free (according to Selberg’s Lemma, Theorem 7.117). For torsion-
free lattices Γ < G, the projection X → M = Γ \ X is a covering map and the
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Riemannian metric projects fromX to a Riemannian metric on the smooth manifold
M .

The quotients M = Γ \X of symmetric spaces X by discrete subgroups Γ < G
are called locally-symmetric spaces. Quotients defined by torsion-free subgroups Γ
are Riemannian manifolds locally isometric to X.

Exercise 12.6. Recall that two subgroups Γ1,Γ2 of a group G are called com-
mensurable if Γ1 ∩ Γ2 has finite index in Γ1,Γ2. Show that if two subgroups Γ1,Γ2

in a locally compact group G are commensurable, then Γ1 is a lattice if and only if
Γ2 is a lattice. Furthermore, show that the lattice Γ1 is uniform if and only if Γ2 is
uniform.

Let

X ∼=
n∏
i=1

Xi

be the de Rham decomposition of the symmetric space X. A lattice Γ in the
isometry group Isom(X) is called irreducible if it is not commensurable to a lattice
Γ′ < Isom(X) of the product form:

Γ′ = Γ′1 × Γ′2, Γ′1 < Isom(Y1),Γ′2 < Isom(Y2),

where X = Y1 × Y2 is a non-trivial product decomposition.

12.3. Examples of lattices

The most basic examples of lattices are given by the linear groups SL(n,Z)
with integer entries and their finite-index subgroups. Proving that Γ = SL(n,Z)
is a lattice in G = SL(n,R) is not easy: While discreteness is clear, finiteness of
volume of the quotient is not obvious. Proving finiteness requires constructing a
certain subset S, called a Siegel set in G, which contains a fundamental domain of
Γ. Then one verifies that S indeed has finite volume, from which it is immediate
that V ol(Γ \G) <∞.

Arithmetic groups generalize this example and provide a rich and interesting
source of lattices in all semisimple Lie groups.

Definition 12.7. An arithmetic subgroup in a semisimple Lie group G is a
subgroup of G commensurable to a subgroup of the form

Γ := φ−1(GL(N,Z)),

for a (continuous) homomorphism φ : G→ GL(N,R) with compact kernel.

As in the case of SL(n,Z), it is clear that every arithmetic subgroup is discrete
in G. It is a much deeper theorem that every arithmetic subgroup is a lattice in a
Lie subgroup H 6 G, see e.g. [Mar91, Rag72]. We refer the reader to [Bor63]
and [Rag72] for proofs of the following theorem:

Theorem 12.8 (A. Borel). Every semisimple Lie group G contains both uni-
form and non-uniform arithmetic lattices. Furthermore, G contains infinitely many
commensurability classes of arithmetic lattices, both uniform and non-uniform.

In other words, arithmetic lattices are ubiquitous. Arithmetic lattices are also
interesting, since they provide connections between various fields of mathematics
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(geometry, topology, analysis, ergodic theory) and number theory: Many number-
theoretic results and conjectures can be stated (and proven!) in the form of prop-
erties of various lattices and their quotient spaces.

Fuchsian groups. We will refer to lattices in PO(2, 1) = Isom(H2) as Fuch-
sian groups. Apart from the groups SL(n,Z), these are the most studied lattices,
whose investigation goes back to the second half of the nineteenth century. For
instance, every finitely generated free group and the fundamental group of every
closed connected surface of negative Euler characteristic, is isomorphic a Fuchsian
group. If S is a compact oriented surface of genus p > 1, and Πp is its fundamental
group, then the space of conjugacy classes of isomorphisms from Πp to lattices in
PSL(2,R) < PO(2, 1) is a manifold of dimension 6p− 6.

Example 12.9. Consider the group G = PO(2, 1) and a non-uniform lattice
Γ < G. After passing to a finite-index subgroup in Γ, we may assume that Γ is
torsion-free. Then the quotient H2/Γ is a non-compact surface with fundamental
group Γ. Therefore, Γ is a free group of finite rank.

Exercise 12.10. Show that the groups Γ in the above example cannot be
cyclic.

Bianchi groups. We now describe a very concrete class of non-uniform arith-
metic lattices in the isometry group of the hyperbolic 3-space, called Bianchi groups.
Let D ∈ Z be a square-free negative integer, i.e. an integer which is not divisible
by the square of a prime number. Consider the imaginary quadratic field

Q(
√
D) = {a+

√
Db : a, b ∈ Q}

in C. Set
ω :=

√
D, if D ≡ 2, 3 mod 4

ω :=
1 +
√
D

2
, if D ≡ 1 mod 4

The ring of integers of Q(
√
D) is

OD = {a+ ωb : a, b ∈ Z}.

For instance, if D = −1, then OD is the ring of Gaussian integers

{a+ ib : a, b ∈ Z}.

A Bianchi group is a subgroup of the form

SL(2, OD) < SL(2,C),

for some D. Since the ring OD is discrete in C, it is immediate that every Bianchi
subgroup is discrete in SL(2,C). By abusing the terminology, one also refers to the
group PSL(2, OD) as a Bianchi subgroup of PSL(2,C).

Bianchi groups Γ are arithmetic lattices in SL(2,C); in particular, the quotients
H3/Γ have finite volume. Furthermore, every non-uniform arithmetic lattice in
SL(2,C) is commensurable to a Bianchi group. We refer the reader to [MR03] for
the detailed discussion of these and other facts about Bianchi groups.
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12.4. Rigidity and superrigidity

The example of Fuchsian groups shows that lattices in PO(2, 1) are highly
flexible: They typically admit a continuum of non-conjugate representations (as
lattices) into PO(2, 1). The theory of lattices in general semisimple Lie groups
took off in the late 1950s, when it was discovered that, with the exception of the
case of PO(2, 1), these lattices actually tend to be quite rigid. This development
culminated in the fundamental rigidity theorems due to Mostow and Margulis which
we recall below. Of course, in order to get rigidity, in addition to Fuchsian groups,
one has to exclude their products in the products of PO(2, 1)’s. This explains the
irreducibility assumptions in rigidity theorems. In order to keep the statements
simple, we first formulate the rigidity results in the context of simple Lie groups
and, after that, for semisimple groups.

The proof of the next theorem can be found in Mostow’s book [Mos73]

Theorem 12.11 (G. D. Mostow, Strong Rigidity Theorem). 1. Let G1, G2 be
connected linear non-compact simple Lie group with trivial centers, not isomorphic
to PSL(2,R). Then for any two lattices Γ1 < G1,Γ2 < G2, every isomorphism

φ : Γ1 → Γ2

extends to an isomorphism G1 → G2. Geometrically speaking, the isomorphism
φ is induced by a similarity f : X1 → X2 of the associated symmetric spaces
Xi = Gi/Ki. (The mapping f becomes an isometry after one replaces the metric
on X2 by its appropriate scalar multiple.)

2. Assume that the groups Gi are connected semisimple, without non-trivial
normal compact subgroups. Assume also that both G1 and G2 are not isomorphic
to PSL(2,R). Then for any two irreducible lattices Γ1 < G1,Γ2 < G2, every
isomorphism

φ : Γ1 → Γ2

extends to an isomorphism G1 → G2.

Mostow originally proved his theorem only for lattices in G = PO(n, 1), the
isometry group of the hyperbolic n-space, n > 3. In Section 24.3 we will give
another proof of Mostow’s theorem for PO(n, 1).

In the case when the spaces Xi have rank 1 (i.e. are negatively curved),
Mostow’s proof is along the same lines as for the real-hyperbolic space: He first
constructs an equivariant quasiisometry between symmetric spaces, then extends
this quasiisometry to the ideal boundaries, establishes that the extension is quasi-
conformal and then proves that this quasiconformal extension is, in fact, conformal.
It is the last step where the assumption that X is not isometric to the hyperbolic
plane is used. Mostow used ergodic theory arguments in the last step of his proof;
we will be using the zooming argument, which seems to have its origin in Gromov’s
paper [Gro81b].

In the case of symmetric spaces of rank > 2 Mostow’s proof starts in the same
fashion, but then he uses the theory of Tits buildings at infinity of Xi’s instead of
quasiconformal analysis.

Since Mostow’s pioneering work, other, very different, proofs of his rigidity
theorem have emerged. For instance, for X = Hn there are very different proofs
due to Gromov and Thurston [BP92] (based on bounded cohomology) and due to
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Besson, Gourtois and Gallot [BCG96, BCG98]. The latter proof is differential-
geometric in nature and avoids analyzing the boundary maps. In the complex-
hyperbolic setting, Siu [Siu80] gave a proof using Kähler geometry; his proof is
based on harmonic maps between compex-hyperbolic manifolds.

In his theoremMostow assumes an isomorphism between two lattices. Margulis’
Superrigidity Theorem below goes one step further: Margulis considers arbitrary
homomorphisms from lattices Γ < G into the group GL(N,R), allowing, for in-
stance, images to be non-discrete. Of course, there is a price to be paid for this
level of generality on the side of homomorphisms, one has to restrict the class of
Lie groups G. Namely, for every n, there exist arithmetic lattices Γ (both uniform
and non-uniform) in the groups PO(n, 1) and PU(n, 1), such that Γ has infinite
abelianization, i.e. there exists an epimorphism Γ→ Z (see [Mil76], [Kaz75]).

Theorem 12.12 (G. Margulis, Archimedean Superrigidity Theorem). 1. Sup-
pose that G is a simple connected (linear) Lie group and Γ < G is a lattice. Assume,
moreover, that G has rank at least two. Then for every homomorphism

φ : Γ→ GL(N,R),

either the image φ(Γ) is relatively compact, or there exists a finite-index subgroup
Γ′ < Γ such that the restriction φ|

Γ′ extends to a homomorphism G→ GL(N,R).
2. The same conclusion holds if the group G is semisimple, of rank > 2 and

Γ < G is an irreducible lattice.

Margulis also proved a non-archimedean superrigidity theorem, which deals with
representations of lattices Γ as above into the groups GL(N,Qp), where the con-
clusion is exactly the same as before. Instead of trying to formulate the non-
archimedean superrigidity theorem in full generality, we will only state a special
case:

Theorem 12.13. Suppose that Γ is an irreducible lattice in a semisimple Lie
group G of rank > 2. Then each action of Γ on a simplicial tree has a fixed point.

The full non-archimedean superrigidity theorem states the existence of a fixed
point for isometric actions of irreducible lattices on higher-dimensional generaliza-
tions of trees, which are called Euclidean buildings. As an application of these
remarkable rigidity theorems, Margulis proved:

Theorem 12.14 (G. Margulis, Arithmeticity Theorem). Every lattice Γ satis-
fying the hypotheses of Theorem 12.12 is arithmetic.

We refer the reader to Margulis’ book [Mar91] for the proofs. The Margulis
Arithmeticity Theorem was extended to lattices in the groups Isom(HHn) (n > 2)
and Isom(OH2) by K. Corlette [Cor92] and by M. Gromov and R. Schoen [GS92].
The combination of these arithmeticity theorems yields:

Theorem 12.15. Suppose that Γ < Isom(X) is an irreducible lattice, where
X is a non-positively curved symmetric space not isometric (up to rescaling) to a
real-hyperbolic space Hn and complex-hyperbolic space CHn. Then Γ is arithmetic.

It follows from the work of M. Gromov and I. Piatetsky-Shapiro [GPS88]
that for each n > 3, the group PO(n, 1) = Isom(Hn) contains infinitely many VI
classes of both uniform and non-uniform non-arithmetic lattices. On the other hand,
only finitely many VI classes of non-arithmetic lattices are known in PU(2, 1) and
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PU(3, 1) (the groups of biholomorphic isometries of the complex-hyperbolic plane
and complex-hyperbolic 3-space). No non-arithmetic lattices are currently known
in the groups PU(n, 1), n > 4.

12.5. Commensurators of lattices

Recall (see Section 5.2) that the commensurator of a subgroup Γ in a group G
is the subgroup CommG(Γ) < G consisting of elements g ∈ G such that the groups
gΓg−1 and Γ are commensurable, i.e.

|Γ : gΓg−1 ∩ Γ| <∞
and

|gΓg−1 : gΓg−1 ∩ Γ| <∞.
Below we consider commensurators in the case Γ is a lattice in a Lie group G.

Exercise 12.16. Let Γ := SL(2, OD) < G := SL(2,C) be a Bianchi group.
1. Show that CommG(Γ) < SL(2,Q(ω)). In particular, CommG(Γ) is dense

in G.
2. Show that the set of fixed points of parabolic elements in Γ (in the upper

half-space model of H3) is
Q(ω) ∪ {∞}.

3. Show that CommG(Γ) = SL(2,Q(ω)).

G. Margulis proved (see [Mar91], Chapter IX, Theorem B and Lemma 2.7;
see also [Zim84], Theorem 6.2.5) that a lattice in a semisimple Lie group G is
arithmetic if and only if its commensurator is dense in G.

12.6. Lattices in PO(n, 1)

We now turn to the case of lattices in the isometry group PO(n, 1) of the real-
hyperbolic n-space Hn. The material discussed here will be used in Chapters 23,
24 in the proofs of QI rigidity theorems for lattices.

12.6.1. Zariski density. The next lemma is a basic result about discrete
subgroups of PO(n, 1).

Lemma 12.17. Suppose that α is a hyperbolic isometry of Hn and β is a para-
bolic isometry, which have a common fixed point ξ in the boundary sphere Sn−1 of
Hn. Then the subgroup Γ < PO(n, 1) generated by α and β is not discrete.

Proof. We will identify Sn−1 with Rn−1 ∪ {∞} so that ξ corresponds to the
point ∞ and the second fixed point of α corresponds to 0 ∈ Rn−1. Then α is a
similarity

x 7→ λAx, A ∈ O(n− 1), λ 6= 0, |λ| 6= 1,

and β is a (skew) translation

x 7→ Bx + v, B ∈ O(n− 1),v 6= 0.

Here and below the x’s are vectors in Rn−1. Suppose first that |λ| < 1. Then
consider the following sequence of conjugates of β in Γ:

βk = αkβα−k : x 7→ Ckx + λkAkv,
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where Ck ∈ O(n − 1) and, of course, Ak ∈ O(n − 1) as well. Since the group
O(n− 1) is compact, the sequence Ck subconverges to some C ∈ O(n− 1). At the
same time,

lim
k→∞

λkAkv = 0.

Therefore, a subsequential limit of the sequence of Moebius transformations (βk) is
the orthogonal transformation

x 7→ Cx.

It follows that Γ is a non-discrete subgroup of Mob(Sn−1).
The case |λ| > 1 is similar: Instead of the sequence βk above, one uses the

sequence α−kβαk. �

Corollary 12.18. Suppose that α1, α2 ∈ PO(n, 1) are hyperbolic elements
which generate a discrete subgroup of PO(n, 1) and have a common fixed point ξ in
Sn−1. Then α1, α2 share both fixed points; in particular, the subgroup they generate
has an invariant geodesic in Hn, asymptotic to their common fixed points.

Proof. Suppose that the fixed points of α1, respectively, α2 that are different
from ξ are distinct. The reader will verify that the commutator β = [α1, α2] is a
parabolic element of PO(n, 1). Since β clearly fixes ξ, we get a contradiction with
Lemma 12.17. �

Theorem 12.19. Suppose that n is at least 2. Then:
1. No lattice Γ < PO(n, 1) can have a proper invariant hyperbolic subspace

H ⊂ Hn.
2. No lattice Γ < PO(n, 1) can have a fixed point in the boundary sphere Sn−1.

Proof. 1. Suppose that such a subspace H exists. We let π : Hn → H be the
nearest-point projection. Since the subspace H is Γ-invariant, the projection π is
Γ-equivariant. The mapping π extends continuously to a Γ-equivariant mapping

π : Y := Hn ∪ (Sn−1 \ ∂∞H)→ H.

Proper discontinuity of the action of Γ on H implies proper discontinuity of the
action of Γ on Y . Therefore, there exists a point y ∈ Y ∩ Sn−1 with trivial Γ-
stabilizer and its neighborhood U in Y such that

γU ∩ U = ∅
for all γ ∈ Γ \ {1}. The neighborhood U contains metric balls B(x,R) ⊂ U ∩Hn of
arbitrarily large radius R and, hence, arbitrarily large volume. Since the projection

Hn →M = Γ \Hn

is injective on the balls B(x,R), we conclude that the space M has infinite volume,
a contradiction.

2. The argument for fixed points at infinity is similar. Suppose that Γ <
PO(n, 1) is a discrete subgroup fixing a point ξ ∈ Sn−1. In view of Lemma 12.17,
either all elements of Γ are parabolic and elliptic, or all its elements are hyperbolic
and elliptic. We consider the former case and leave the latter to the reader as an
exercise. Since Γ consists only of parabolic and elliptic elements, it preserves each
horoball B ⊂ Hn−1 centered at the point ξ. We now repeat the argument from part
1 using the nearest-point projection to B instead of the nearest-point projection to
an invariant hyperbolic subspace. �
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Corollary 12.20. If Γ < PO(n, 1) is a lattice, it cannot have a finite orbit in
Sn−1.

Corollary 12.21. If Γ < PO(n, 1) is a lattice, then Γ cannot contain non-
trivial finite normal subgroups.

Proof. Suppose that Φ C Γ is a finite normal subgroup. According to Corol-
lary 3.75, the fixed-point set F of Φ inHn is non-empty. The set F is the intersection
of fixed-point sets of the elements of Γ; the latter are hyperbolic subspaces of Hn.
Therefore, F itself is a hyperbolic subspace in Hn. Since the subgroup Φ is normal
in Γ, the set F has to be invariant under Γ. By Theorem 12.19 a lattice in PO(n, 1)
cannot have a proper invariant hyperbolic subspace; it follows that F = Hn, i.e.
the subgroup Φ is trivial. �

Note that every connected subgroup in PO(n, 1) either has index 2 (i.e. is
the subgroup POo(n, 1) of orientation-preserving isometries of Hn) or has a fixed
point in Sn−1, or has a proper invariant hyperbolic subspace in Hn; see [Gre62].
Therefore, we conclude that a lattice in PO(n, 1) cannot be contained in a connected
subgroup of PO(n, 1), other than in POo(n, 1).

The properties of lattices in PO(n, 1) established above are elementary mani-
festations of a harder theorem, due to A. Borel [Bor60]:

Theorem 12.22 (Borel Density Theorem). Suppose that G is an algebraic Lie
group. Then every lattice Γ < G is Zariski dense.

Corollary 12.23. Every lattice Γ in a semisimple algebraic group G has finite
center.

Proof. If Γ has infinite center, so does the Zariski closure Γ < G. The Borel
Density Theorem implies that G has infinite center. Since the center of an alge-
braic group is an algebraic subgroup, it follows that the center of G has positive
dimension. By passing to the Lie algebra g of G, we conclude that the center of g
is also non-trivial. This, however, contradicts the assumption that the group G is
semisimple. �

12.6.2. Parabolic elements and non-compactness. Consider the upper
half-space model of the hyperbolic space Hn. Recall that (open) horoballs in Hn
with center at the point ∞ ∈ ∂∞Hn are Euclidean half-spaces of the form

Bt = {(x1, . . . , xn) : xn > t}, t > 0.

Accordingly, horospheres centered at the point ∞ are boundaries of horoballs:

Σt = {(x1, . . . , xn) : xn = t}, t > 0.

Define the projection Π : Rn+ → Rn−1,

Π : (x1, . . . , xn−1, xn) 7→ (x1, . . . , xn−1).

For each x ∈ Rn−1 we set x(t) := Π−1(x) ∩ Σt:

x(t) = (x1, . . . , xn−1, t),

where x = (x1, . . . , xn−1).

Lemma 12.24. Suppose that Γ < PO(n, 1) is a discrete subgroup containing a
parabolic element γ. Then Γ cannot be a uniform lattice in PO(n, 1).
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Proof. Suppose to the contrary, that Γ is a uniform lattice. Without loss of
generality, by conjugating Γ by an element of PO(n, 1), we may assume that the
unique fixed point of the parabolic element γ ∈ Γ is the point∞ ∈ Sn−1. Therefore,
γ acts as a Euclidean isometry on Rn+, which, after conjugating further, has the
form:

γ : x 7→ Ax + v, A ∈ O(n− 1), v ∈ Rn−1 \ {0}, Av = v.

The isometry γ preserves the Euclidean straight line L ⊂ Rn−1 spanned by the
vector v. Furthermore, the restriction of γ to L is the translation x 7→ x + v.
Then, for each t > 0 and x ∈ L, by integrating the hyperbolic length element along
the Euclidean line segment ct connecting x(t) and γx(t), we obtain:

length(ct) =
|v|
t
.

Therefore,
lim
t→∞

dist(x(t), γx(t)) = 0.

Since the action Γ y Hn is cocompact, for each t exists αt ∈ Γ such that

dist(αt(x(t)), p) 6 R,
where p ∈ Hn is a base-point and R is a constant. Then the conjugate element of Γ

γt = αtγα
−1
t

moves the point αt(x(t)) ∈ B(p,R) by a distance not exceeding |v|t . In view of
compactness of the ballK = B̄(p,R), there exists a sequence ti diverging to infinity,
such that the sequence

qi = αt(x(ti))

converges to some q ∈ Hn. Thus
lim
i→∞

dist(q, γti(q)) = 0.

Since the elements γti ∈ Γ are not elliptic, we obtain a contradiction with the
discreteness of the group Γ. �

12.6.3. Thick-thin decomposition. The idea of the thick-thin decomposi-
tion of locally symmetric spaces M = X/Γ is that such M splits naturally into a
thin part Mthin, which has a reasonably simple topological structure, and a thick
part Mthick which, typically, has a complicated topology, but whose geometry is
bounded. When Γ is a lattice, the thick part of M turns out to be compact.

For simplicity, we will state and use the thick-thin decomposition only for
lattices Γ < PO(n, 1), even though a version of it also holds for general discrete
subgroups of PO(n, 1) and other semisimple Lie groups. Also, for simplicity in this
section we consider all our quotient spaces to the right.

Theorem 12.25 (Thick-thin decomposition). Suppose that Γ is a non-uniform
lattice in PO(n, 1). Then:

1. There exists an (infinite) collection C of open horoballs C := {Bj , j ∈ J},
with pairwise disjoint closures, such that

Ω := Hn \
⋃
j∈J

Bj

is Γ-invariant and Mc := Ω/Γ is compact.
2. Every parabolic element γ ∈ Γ preserves (exactly) one of the horoballs Bj.
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The proof of this theorem is based on a mild generalization of the Zassen-
haus Theorem due to Kazhdan and Margulis; see e.g. [BP92], [Kap01], [Rat06],
[Thu97].

We note that the stabilizer Γj of each horoball Bj in this theorem cannot
contain hyperbolic elements (since they do not preserve horoballs); therefore, Γj
consists only of parabolic and elliptic elements. In view of the compactness of Mc,
the quotient Tj := Σj/Γj of each horosphere Σj ⊂ Hn bounding Bj , is compact.
On the other hand, since Γj preserves horospheres with the same center as Σj , we
have

B̄j/Γj ∼= Tj × [0,∞),

where ∼= above means ‘homeomorphic’.
The quotient Mc is called the thick part, Mthick, of M = Hn/Γ, while its (non-

compact) complement M \Mc is called the thin part of M . If Γ is torsion-free,
then it acts freely on Hn and M has a natural structure of a hyperbolic manifold
of finite volume. If Γ is not torsion-free, then M is a hyperbolic orbifold. In view of
the above observations, M is compact if and only ifMthin = ∅, equivalently, C = ∅,

Figure 12.1. Truncated hyperbolic space and thick-thin decomposition.

The set Ω is called a truncated hyperbolic space. The boundary horospheres Σj
of Ω are called peripheral horospheres.

Lemma 12.26. The truncated hyperbolic space Ω is contractible.

Proof. Since all closed horoballs B̄j and all horospheres Σj are simply-connec-
ted, Seifert – van Kampen Theorem implies that π1(Hn) is isomorphic to the group
π1(Ω). Hence, Ω is simply-connected. Vanishing of all homology groups Hk(Ω), k >
2, follows from the Mayer –Vietoris sequence. Therefore, the Hurewicz Theorem
implies that Ω is contractible. �

Corollary 12.27. The group Γ is virtually torsion-free and has type F∞.

Proof. The group Γ acts properly discontinuously and cocompactly on the
simply-connected space Ω. Therefore, Γ is finitely generated . Since the group
PO(n, 1) is linear and Γ is finitely generated , the group Γ is virtually torsion-free
(by Selberg’s Lemma). Let Γ′ < Γ be a finite index torsion-free subgroup. This
subgroup acts smoothly, properly discontinuously, freely and cocompactly on the
smooth manifold with boundary Ω. Therefore, the smooth quotient manifold Ω/Γ′
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admits a finite triangulation. Contractibility of Ω now implies that Γ′ has the type
F. Since type F∞ is a virtual isomorphism invariant (Corollary 9.60), the group Γ
also has type F∞.

Corollary 12.28. A lattice Γ < PO(n, 1) is uniform if and only if it does not
contain parabolic elements. Moreover, if Γ is non-uniform, it contains a parabolic
subgroup isomorphic to Zn−1.

Proof. Since Γ acts cocompactly on Ω, it follows that each subgroup Γj < Γ
acts cocompactly on the corresponding horosphere Σj , which is isometric to Rn−1.
Therefore, Γj is isomorphic to a uniform lattice in Isom(En−1). Bieberbach proved
(see e.g. [Rat06, Theorem 7.5.2]) that each lattice in Isom(En−1) contains a finite-
index subgroup isomorphic to Zn−1. All non-trivial elements of this subgroup of
Γj have to be parabolic since they preserve the horosphere Σj . �

The next theorem is a sharpening of this corollary. We refer the reader to
Section 11.13.4 for the definition of a conical limit point of a discrete group action
on a hyperbolic space.

Theorem 12.29. If Γ is a lattice, then every point ξ ∈ ∂∞Hn is either a conical
limit point or a parabolic fixed point.

Proof. Let ρ be a geodesic ray in Hn asymptotic to ξ. This ray projects to a
ray ρ̄ in M = Hn/Γ. Two things may occur:

Case 1: There exists T > 0 and a component Mj = Bj/Γj of the thin part of
M , such that for all t > T , ρ̄(t) belongs to Mj . Then the ray ρ([T,∞)) is entirely
contained in a Γ-translate B of the horoball Bj . However, if a horoball contains a
geodesic ray, then this ray is asymptotic to the center of the horoball. It follows
that the point ξ (to which ρ is asymptotic) is fixed by the subgroup Γj < Γ, which,
as we know, contains parabolic elements.

Case 2: There exists a sequence ti ∈ R+ diverging to ∞ such that for each
i, ρ̄(ti) belongs to the thick part Mc of M . Since Mc is compact, there exists a
compact set C ⊂ Hn and a sequence of elements γi ∈ Γ such that ρ(ti) ∈ γi(C).
Arguing as in the proof of Lemma 11.118, we conclude that ξ is a conical limit point
of Γ. (In Lemma 11.118 we assumed that the action of Γ on a Gromov–hyperbolic
space is cobounded, but, in fact, all that we needed was a geodesic ρ, a compact
set C and sequences ti, γi as above.) �

Remark 12.30. The above theorem holds for all negatively curved symmetric
spaces X and its converse holds as well (cf. [Bow95b]): A discrete subgroup
Γ < Isom(X) is a lattice if and only if every point of ∂∞X is either a conical limit
point of Γ or is a bounded parabolic fixed point.

12.7. Central coextensions

Recall that central coextensions

1→ Z→ Γ̃→ Γ→ 1

are classified by elements of the cohomology group H2(Γ,Z). In this section we
describe some classes of lattices which admit non-trivial central coextensions.

For each subgroup Γ′ < Γ we have the restriction homomorphism:

H2(Γ,Q)→ H2(Γ′,Q)
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defined by restricting cocycles to the subgroup Γ′. In general, this homomorphism
may have large kernel (e.g., if we take Γ′ = {1}). However, for finite-index sub-
groups Γ′ < Γ the behavior of cohomology classes is more predictable:

Lemma 12.31. Let Γ′ < Γ be a finite-index subgroup. Then the restriction
homomorphism H2(Γ,Q)→ H2(Γ′,Q) is injective.

A proof of this lemma can be found, for instance, in [Bro82b, Chapter III,
Proposition 10.4], it is an application of the transfer argument, which allows one
to push cochains from Γ′ to Γ by averaging them (this is where finite index and
rational coefficients are used).

In particular, if a central coextension of Γ is given by a cohomology class which
has non-zero projection to H2(Γ,Q), then this central extension remains non-trivial
over every finite-index subgroups Γ′ < Γ.

We will need a class of lattices with non-trivial second Betti numbers, i.e. non-
vanishing H2(Γ,Q).

Theorem 12.32. 1. For every n > 2, the group PO(n, 1) contains uniform
lattices Γ with non-vanishing H2(Γ,Q).

2. If Γ is a torsion-free uniform lattice in PU(n, 1), then H2(Γ,Q) 6= 0.
3. Every torsion-free uniform lattice Γ < SOo(n, 2) has non-zero H2(Γ,Q).

Here SOo(n, 2) is the identity component of the Lie group SO(n, 2).

Proof. 1. For every n > 2, the group PO(n, 1) contains torsion-free uniform
lattices Γ with non-vanishing H2(Γ,Q) ∼= H2(Hn/Γ,Q); see [MR81].

2. A multiple of the Kähler form on the complex-hyperbolic space projects to
the quotient manifold M = CHn/Γ and defines a non-zero element of H2(Γ,Q).

3. The same argument with the Kähler class applies in this case as well; see
Toledo’s appendix to [Ger92]. The non-zero cohomology class comes from the
first Chern class in H2(M,Z), where M is the locally-symmetric space of Γ, M =
Γ \ SO(n, 2)/[SO(2)× SO(n)]. �

Corollary 12.33. Every lattice Γ in Theorem 12.32 admits a central coexten-
sion

1→ Z→ Γ̃→ Γ→ 1

which satisfies the following properties:
a. The coextension does not split over any finite-index subgroup Γ′ < Γ. In

particular, Γ̃ is not virtually isomorphic to a product group Γ′ × Z.
b. The group Γ̃ is quasiisometric to the product Γ× Z.

Proof. (a) A multiple of a non-zero cohomology classH2(Γ,Q) is a non-trivial
integral cohomology class. The latter defines a non-trivial central coextension

(12.1) 1→ A = Z→ Γ̃→ Γ→ 1.

As noted above, this central coextension does not split over any finite-index sub-
group Γ′ < Γ. In order to see that the group Γ̃ is not isomorphic to the direct
product Γ × Z, we note that Γ has trivial center (see Corollary 12.23). Therefore,
any isomorphism

φ̃ : Γ̃→ Γ1 ×A1, A1
∼= Z

would send A isomorphically to A1. Therefore, φ̃ would project to an isomorphism
φ : Γ → Γ1. This would imply non-triviality of the central coextension (12.1),

460



resulting in a contradiction. The same argument applies to finite-index subgroups
of Γ. Part (a) follows.

(b) The symmetric spaces Hn and CHn associated with the Lie groups PO(n, 1)
and PU(n, 1) are negatively curved. Hence, the uniform lattices Γ < PO(n, 1),Γ <
PU(n, 1) are Gromov–hyperbolic. Theorem 11.159 implies that each central coex-
tension Γ̃ of such a lattice is quasiisometric to the direct product Γ× Z.

The argument in the case of lattices in SO(n, 2) is less direct, since the associ-
ated symmetric space X = SO(n, 2)/[SO(2) × SO(n)] is not Gromov–hyperbolic.
However, for each uniform torsion-free lattice Γ < SO(n, 2), the non-trivial class in
part 3 of Theorem 12.32 is bounded: It lies in the image of the natural homomor-
phism

H2
b (Γ,Q)→ H2(Γ,Q).

See Toledo’s appendix to [Ger92]. Therefore, the central coextension Γ̃ defined by
the class ω is quasiisometric to the product Γ× Z; see Remark 11.164. �

Exercise 12.34. Prove a generalization of Corollary 12.33 to central coexten-
sions with the kernel Zk, k > 2.
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CHAPTER 13

Solvable groups

This chapter covers basic properties of general solvable groups and some spe-
cial classes of solvable groups: Abelian, nilpotent and polycyclic groups. These
properties will be used in proofs of theorems about growth of groups. Much of this
material is algebraic rather than geometric, we decided to keep it in the book for
the sake of completeness. Solvable and polycyclic groups appear naturally in the
framework of poly-X-groups, where X is a certain class of groups: A group G is
said to be poly-X if it admits a finite sequence of normal subgroups:

{1} C Gk C . . . C G2 C G1 C G0 = G,

such that each successive quotient Gi/Gi+1 belongs to the class X. Solvable groups
will be obtain by taking X to be the class of abelian groups, while polycyclic groups
will use the class of cyclic groups (a further refinement of the definition uses X
consisting of infinite cyclic groups, all isomorphic to each other, of course). As
an aside, we note that there are other interesting classes of poly-X groups which
we will not be discussing in the book, like poly-free groups, important examples of
which are given by the pure braid groups.

Notation. For abelian groups G we will frequently use the notation mg or
m · g for the m-fold sum

g + . . .+ g︸ ︷︷ ︸
m times

,

with m ∈ N. This extends to m ∈ Z by declaring that

0 · g = 0 ∈ G
and that

−(m · g) = (−m) · g.

13.1. Free abelian groups

Definition 13.1. A group G is called free abelian on a generating set S if it
is isomorphic to the direct sum ⊕

s∈S
Z.

The minimal cardinality of S is called the rank of G and denoted rank (G), the set
S is called a basis of G.

Of course, if |S| = n, G ∼= Zn. Given an abelian group G, we define its subgroup

2G = {2x : x ∈ G}.
463



Clearly, this subgroup is characteristic in G, i.e. is invariant under all automor-
phisms of G. Then, for the free abelian group G = ⊕s∈SZ, the quotient G/2G is
isomorphic to ⊕

s∈S
Z2,

which has natural structure of a vector space over Z2 with basis S. Since any two
bases of a vector space have the same cardinality, it follows that two bases of a free
abelian group have the same cardinality, equal to rank (G).

Exercise 13.2. Every free abelian group is torsion-free.

Below is a characterization of free abelian groups by a universality property:

Theorem 13.3. Let G be an abelian group and X is a subset of G. The group
G is free abelian with basis X if and only if it satisfies the following universality
property: For every abelian group A, every map f : X → A extends to a unique
homomorphism f : G→ A.

Proof. Suppose that G is free abelian with the basis X. Every element g ∈ G
is uniquely represented as a sum

g =
∑
x∈X

mx · x,mx ∈ Z

with only finitely many non-zero terms. Then, we extend f to G by

f(g) =
∑
x∈X

mx · f(x).

It is clear that this extension is unique.
Conversely, assume that (G1, X1), (G2, X2) satisfy the universality property and

f : X1 → X2 is a bijection. Then f and f−1 = f̄ : X2 → X1 admit homomorphic
extensions F : G1 → G2, F̄ : G2 → G1 respectively. The compositions F̄ ◦
F, F ◦ F̄ are homomorphisms φ : G1 → G1, ψ : G2 → G2, respectively. These
homomorphisms extend the identity maps X2 → X2, X1 → X1. By the uniqueness
part of the universality property, it follows that φ and ψ are the identity maps.
Therefore, the homomorphism F : G1 → G2 is an isomorphism. Applying this to
G1 = G,X1 = X and G2 equal to the free abelian group with the basis X2 = X1 =
X, we conclude that G is free abelian with the basis X. �

Corollary 13.4. Let 0 → A → B
r→ C → 0 be a short exact sequence of

abelian groups, where C is free abelian. Then this sequence splits and B ∼= A⊕ C.
Proof. Let ci, i ∈ I, denote a basis of C. Then, since r is surjective, for every

ci there exists bi ∈ B such that r(bi) = ci. By the universal property of free abelian
groups, the map s : ci → bi extends to a homomorphism s : C → B such that
r ◦ s = Id. �

Exercise 13.5. Show that a group G is free abelian with the basis S if and
only if G admits the presentation

〈S|[s, s′] = 1,∀s, s′ ∈ S〉 .

The following theorem is the abelian analogue of the Nielsen–Schreier theorem
(Theorem 7.42), although, we are unaware of a topological or geometric proof:
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Theorem 13.6. 1. Subgroups of free abelian groups are again free abelian.
2. If G < F is a subgroup of a free abelian group F , then rank (G) 6 rank (F ).

Proof. Let X be a basis of a free abelian group F = AX . For each subset Y
of X let AY be the free group with the basis Y , thus AY embeds naturally as a
free abelian subgroup AY in F . We fix a subgroup G 6 F once and for all; for each
Y ⊂ X we let GY denote the intersection G ∩AY .

Define the set S consisting of triples (GY , B, φ), where Y ranges over the set
of all subsets of X such that GY is free with a basis of cardinality at most the
cardinality of X; the sets B are bases of such GY , and φ is an injective map
φ : B → X.

The set S is non-empty, as we can take Y = ∅.
We define a partial order 6 on S by:

(GY , B, φ) 6 (GZ , C, ψ) ⇐⇒ Y ⊂ Z,B ⊂ C, φ = ψ|B .

Suppose that L is a chain in the above order indexed by an ordered set M :

{(GYm , Bm, φm),m ∈M}, (GYm , Bm, φm) 6 (GYn , Bn, φn) ⇐⇒ m 6 n.

Then the union ⋃
m∈M

GYm

is again a subgroup in F and the set

C =
⋃
m∈M

Bm

is a basis in the above group. Furthermore, the maps φm determine an embedding
ψ : C ↪→ X. Thus,

(
⋃
m∈M

GYm , C, ψ) ∈ S.

Therefore, by Zorn’s Lemma, there exists a maximal element (GY , B, φ) of S. If
Y = X then GY = G and we are done. Suppose that there exists x ∈ X \ Y . Set
Z := Y ∪ {x}. We will show that GZ is still free abelian with a basis C containing
B and φ extends to an embedding ψ : Z → X. If GZ = GY , we take C = B, ψ = φ.
Otherwise, assume that GZ/GY 6= 0. The quotient AZ/AY is isomorphic to Z and
is generated by the image x̄ of x. The image of GZ in this quotient is isomorphic
to GZ/GY and is generated by some n · x̄, n ∈ Z \ 0. Let g ∈ GZ be an element
which maps to n · x̄. The mapping GZ/GY → 〈g〉 splits the sequence

0→ GY → GZ → GZ/GY = Z→ 0

and, hence,

GZ ∼= GY ⊕ 〈g〉 .
This means that C := B ∪ {g} is a basis of GZ ; we extend φ to C by ψ(g) = x.
Thus, (GZ , C, ψ) ∈ S. This contradicts maximality of (GY , B, φ).

We conclude that G is free abelian and its basis embeds in a basis of F . �
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13.2. Classification of finitely generated abelian groups

Theorem 13.7. Every finitely generated abelian group A is isomorphic to a
finite direct sum of cyclic groups.

Proof. The proof below is taken from [Mil12]. The proof is induction on the
number of generators of A.

If A is 1-generated, the assertion is clear. Assume that the assertion holds for
abelian groups with 6 n − 1 generators and suppose that A is an abelian group
generated by n elements. Consider all ordered generating sets (a1, ..., an) of A.
Among such generating sets choose one, S = (a1, ..., an), such that the order of a1

(denoted |a1|) is the least possible. We claim that

A ∼= 〈a1〉 ⊕A′ = 〈a1〉 ⊕ 〈a2, ..., an〉 .
(This claim will imply the assertion since, inductively, A′ splits as a direct sum
of cyclic groups.) Indeed, if A is not the direct sum as above, then we have a
non-trivial relation

(13.1)
n∑
i=1

riai = 0, ri ∈ Z, r1a1 6= 0.

Without loss of generality, 0 < r1 < |a1| and ri > 0, i = 1, ...n (otherwise, we
replace ai’s with −ai whenever ri < 0). Furthermore, let d = gcd(r1, ..., rn) be the
greatest common divisor of the numbers ri, i = 1, ..., n. Set qi := ri

d .

Lemma 13.8. Suppose that a1, ..., an are generators of A and q1, ..., qn ∈ Z+

are such that gcd(q1, ..., qn) = 1. Then there exists a new generating set b1, ..., bn of
A such that

b1 =

n∑
i=1

qiai.

Proof. The proof of this lemma is a form of the Euclid’s algorithm for com-
putation of gcd. Note that q := q1 + ...+ qn > 1. The proof of lemma is induction
on q. If q = 1 then b1 ∈ {a1, ..., an} and lemma follows. Suppose the assertion
holds for all q < m, we will prove the claim for q = m > 1. After rearranging the
indices, we can assume that q1 > q2 > 0.

Clearly, the set {a1, a1 + a2, a3, ..., an} generates A. Furthermore,

gcd(q1 − q2, q2, q3, ..., qn) = 1

and
q′ := (q1 − q2) + q2 + q3 + ...+ qn < m

Thus, by the induction hypothesis, there exists a generating set b′1, ..., b′n of A, where

b′1 = (q1 − q2)a1 + q2(a1 + a2) + q3a3 + ...+ qnan.

However, b1 = b′1. Lemma follows. �
In view of this lemma, we get a new generating set b1, ..., bn of A such that

b1 =

n∑
i=1

ri
d
ai.

The equation (13.1) implies that db1 = 0 and d 6 r1 < |a1|. Thus, the ordered
generating set (b1, ..., bn) of A has the property that |b1| < |a1|, contradicting our
choice of S. Theorem follows. �
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For a prime p, an abelian group A is called a p-group if every element a ∈ A
has the order which is a power of p. Clearly, each subgroup and each quotient of a
p-group is again a p-group.

Exercise 13.9. A finite abelian group A is a p-group if and only if |A| = p`

for some `.

Given an abelian group A, we let A(p) denote the subset of A consisting of
elements whose order is a power of p. Since the sum of two elements of the orders
pk, pm has the order pn, where n = max(k,m), the subset A(p) is a subgroup of A.
A group T is said to be a torsion group if every element of T has finite order. For
every abelian group G, the set Tor (G) of finite-order elements is a subgroup T of
G, called the torsion subgroup T 6 G. This subgroup of G is characteristic.

Exercise 13.10. Every finitely generated abelian torsion group is finite.

Theorem 13.11 (classification of abelian groups). Suppose that A is a finitely
generated abelian group. Then there exist an integer r > 0, and k-tuples of prime
numbers (p1, . . . , pk) and natural numbers (m1, . . . ,mk), for which

(13.2) A ' Zr × Zpm1
1
× · · · × Zpmkk .

Here p1 6 p2 6 . . . 6 pk, and whenever pi = pi+1, we have mi > mi+1. Further-
more, the number r, and the k-tuples (p1, . . . , pk) and (m1, . . . ,mk) are uniquely
determined by A.

Proof. By Theorem 13.7, A is isomorphic to the direct product of finitely
many cyclic groups

C1 × . . . Cr × Cr+1 × . . .× Cn,
where Ci is infinite cyclic for i 6 r and finite cyclic for i > r.

Exercise 13.12. (Chinese remainder theorem) Zs×Zt ∼= Zst if and only if the
numbers s, t are coprime.

In view of this exercise, we can split every finite cyclic group Ci as a direct
product of cyclic groups whose orders are prime powers. This proves existence of
the decomposition (13.2).

We now consider the uniqueness part of the theorem. We first note that

Tor (A) = Cr+1 × . . .× Cn,
which implies that

C1 × . . .× Cr ' Zr ' A/Tor (A).

Since the subgroup Tor (A) is characteristic in A, it follows that the number r is
uniquely determined by A.

Thus, in order to prove uniqueness of pi’s andmi’s it suffices to assume that A is
finite. Since the primes pi are the prime divisors of the order of A, the uniqueness
question reduces to the case when |A| = p`, i.e. when A = A(p) is an abelian
p-group. Suppose that A is an abelian p-group and

A ∼= Zpm1 × · · · × Zpmk , m1 > . . . > mk.

Set m = m1 and let m1 = m2 = . . . = md > md+1. Clearly, the number pm is the
largest order of an element of A. The subgroup Am of A generated by elements of
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this order is clearly characteristic and equals the d-fold direct product of copies of
Zpm ,

Zpm1 × · · · × Zpmd
in the above factorization of A. Hence, the number mk and the number d depend
only on the group A. We then divide A by Am and proceed by induction. �

Exercise 13.13. The number r equals the rank of a maximal free abelian
subgroup of A.

We will refer to the number r as the free rank of the abelian group A, in order
to distinguish it from the notion of rank in Definition 7.1. Theorem 13.7 implies
that each finitely generated abelian group is isomorphic to a direct sum of finitely
many cyclic groups Ci, which are unique up to an isomorphism.

Definition 13.14. Generators of cyclic subgroups Ci such that

A = ⊕si=1Ci

will be called standard generators of A. (These generators, of course, are not
uniquely determined by A.)

Below are several immediate corollaries of Theorem 13.7.

Corollary 13.15. Each finite abelian group A is isomorphic to the direct
product of abelian p-groups:

A ' A(p1)× . . . A(pk),

where p1, . . . , pk are the prime divisors of |A|.
Corollary 13.16. Every finitely generated abelian group G is polycyclic, i.e.

G possesses a finite descending series

(13.3) G = N0 > N1 > . . . > Nn > Nn+1 = {1} ,
such that every quotient Ni/Ni+1 is cyclic.

Corollary 13.17. Every finitely generated abelian group A is isomorphic to
the direct product F × Tor (A), where F is a free abelian group.

Corollary 13.18. A finitely generated abelian group is free abelian if and only
if it is torsion-free.

Exercise 13.19. 1. Show that the torsion-free abelian group Q is not a free
abelian group.

2. Show that the image of the free abelian group F in A is not a characteristic
subgroup of A (unless A ' F or A = Tor (A)).

Corollary 13.20. Let G be an abelian group generated by n elements. Then
every subgroup H of G is finitely generated (with 6 n generators).

Proof. Theorem 13.3 implies that there exists an epimorphism φ : Zn → A.
Let A := φ−1(H). Then, by Theorem 13.6, the subgroup A is free of rank m 6 n.
Therefore, H is also m-generated. �

Remark 13.21. Groups where every subgroup is finitely generated are called
noetherian. We will see that all polycyclic groups has this property; we will discuss
noetherian groups in more detail in Section 13.8.
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Exercise 13.22. Construct an example of a finitely generated abelian group
G and a subgroup H 6 G, such that there is no direct product decomposition
G = F ×Tor (G) for which H = (F ∩H)× (Tor (G) ∩H). Hint: Take G = Z× Z2

and H infinite cyclic.

Exercise 13.23. Let F be a free abelian group of rank n and B = {x1, ..., xn}
be a generating set of F . Then B is a basis of F . Conclude that n equals the
minimal cardinality of all generating sets of F . Thus, the notion of rank for (finitely
generated) free abelian groups agrees with the notion of rank introduced in the
beginning of Section 7.1.

The classification of finitely generated abelian groups allows one find a simple
geometric model for such groups:

Lemma 13.24. Every finitely generated abelian group G of free rank n admits a
geometric (in the sense of Definition 5.68) action on the Euclidean space En, such
that every element of G acts as a translation. In particular, G is quasiisometric to
En.

Proof. Let G = Zn × Tor (G). We let {e1, . . . , en} denote a basis of Zn,
and let Rn be the vector space with the basis e1, . . . , en. We equip Rn with the
standard Euclidean metric where the basis {e1, . . . , en} is orthonormal and let En
be the corresponding Euclidean n-space. Then every g =

∑n
i=1 aien ∈ Zn acts on

En as the translation by the vector a = (a1, . . . , an). This action of Zn extends
to G by declaring that every g ∈ Tor (G) acts on En trivially. We leave it to the
reader to check that this action is geometric and the quotient En/G is the n-torus
Tn. �

13.3. Automorphisms of Zn

Theorem 13.25. The group of automorphisms of Zn is isomorphic to GL(n,Z).

Proof. Consider the basis {e1, . . . , en} of Zn, where
ei = ( 0, . . . , 0︸ ︷︷ ︸

i−1 times

, 1, 0, . . . , 0︸ ︷︷ ︸
n−i times

) .

Let φ : Zn → Zn be an automorphism. Set

(13.4) φ(ei) =
n∑
j=1

mijej .

We, thus, obtain a map µ : φ 7→ Mφ = (mij), where Mφ is a matrix with integer
entries. We leave it to the reader to check that µ(φ ◦ ψ) = MφMψ. It follows that
µ(φ) ∈ GL(n,Z) for every φ ∈ Aut(Zn).

Given a matrix M ∈ GL(n,Z), we define an endomorphism

φ : Zn → Zn,
using the equation (13.4). Since the map ν : M 7→ φ respects the composition, it
follows that ν : GL(n,Z)→ Aut(Zn) is a homomorphism and µ = ν−1. �

Below we establish several properties of automorphisms of free abelian groups
that are interesting by themselves and will also be useful in Chapter 14, in the proof
of the Milnor–Wolf Theorem.
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Lemma 13.26. Let v = (v1, .., vn) ∈ G = Zn be a vector with gcd(v1, . . . , vn) =
1. Then H = G/ 〈v〉 is free abelian of rank n − 1. Moreover, there exists a basis
{y1,y2, . . . ,yn−1,v} of G such that {y1 + 〈v〉 , . . . ,yn−1 + 〈v〉} is a basis of H.

Proof. First, let us show that the group H is free abelian; since this group
is finitely generated, it suffices to verify that it is torsion-free. We will use the
notation x 7→ x̄ for the quotient map G→ H.

Let u ∈ G be such that ū ∈ H has finite order k. Then ku ∈ 〈v〉, i.e. ku = mv
for some m ∈ Z. Since gcd(v1, . . . , vn) = 1, it follows that k|m and, hence, u ∈ 〈v〉,
ū = 1̄.

Thus, H = Zn/ 〈v〉 is torsion-free, and, hence, it is free abelian of finite rank
m. Next, the homomorphism G→ H extends to a surjective linear map Rn → Rm,
whose kernel is the line spanned by v. Therefore, m = n− 1.

Let {x̄1, . . . , x̄n−1} be a basis on H. The map

x̄i 7→ xi, i = 1, . . . , n− 1,

extends to a group monomorphismH → G; thus, the set {x1, . . . , xn−1, v} generates
Zn. It follows that {x1, . . . , xn−1, v} is a basis of G. �

Lemma 13.27. If a matrix M in GL(n,Z) has all eigenvalues equal to 1 then
there exists a finite ascending series of subgroups

{1} = Λ0 6 Λ1 6 · · · 6 Λn−1 6 Λn = Zn

such that Λi ' Zi, Λi+1/Λi ' Z for all i > 0, M(Λi) = Λi and M acts on Λi+1/Λi
as the identity.

Proof. Since M has eigenvalue 1, there exists a vector v = (v1, .., vn) ∈ Zn
such that gcd(v1, .., vn) = 1 and Mv = v. Then M induces an automorphism of
H = Zn/ 〈v〉 ' Zn−1 and the matrix M̄ of this automorphism has only 1 as an
eigenvalue. This follows immediately when writing the matrix of the automorphism
M with respect to a basis {x1, x2, . . . , xn−1, v} of Zn as in Lemma 13.26 and looking
at the characteristic polynomial. Now, lemma follows by induction on n. �

The following lemma is a special case of a classical result of L. Kronecker; see
[Kro57] or Proposition 1.2.1 in [GdlHJ89]. Our proof follows Kronecker’s original
argument.

Lemma 13.28. Let M ∈ GL(n,Z) be a matrix such that each eigenvalue of M
has absolute value 1. Then all the eigenvalues of M are roots of unity.

Proof. Recall that for each n × n matrix A with the eigenvalues µ1, . . . , µn
(here and below, we repeat the eigenvalues if necessary, according to their multi-
plicities) the characteristic polynomial pA(t) equals

n∑
i=0

an−it
i,

where, by Vieta’s formulae,

ai = det(A)(−1)nσi(µ1, . . . , µn),

and σi is the ith elementary symmetric polynomial:

σi(x1, . . . , xn) =
∑

16j1<...<ji6n

xj1 . . . xji .
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We now return to the integer square matrixM as in lemma and let λ1, . . . , λn denote
its eigenvalues. Consider the sequence of matrices Mk, k ∈ N. The eigenvalues
of Mk are λk1 , . . . , λkn, which, by the assumption, all have the absolute value 1.
Therefore, the coefficients of the characteristic polynomials pk(t) := pMk(t) of Mk

are uniformly bounded, independently on k. Since the matrices Mk belong to
GL(n,Z), there are only finitely many distinct characteristic polynomials of the
matrices Mk. Hence, there exists an infinite sequence k1 < k2 < k3 < . . ., such
that

pk1(t) = pk2(t) = pk3(t) = . . . .

It follows that there are distinct members of this sequence, q < r, such that

λq1 = λr1, . . . , λ
q
n = λrn.

Hence, for each i = 1, . . . , n

λr−qi = 1,

which means that each eigenvalue of M is a root of unity. �

Lemma 13.29. If a matrix M in GL(n,Z) has one eigenvalue λ of absolute
value at least 2 then there exists a vector v ∈ Zn such that the following map is
injective:

(13.5)
Φ :

⊕
n∈Z+

Z2 −→ Zn

Φ : (sn)n 7→ s0v + s1Mv + . . .+ snM
nv + . . . .

Proof. The matrix M defines an automorphism ϕ : Zn → Zn , ϕ(v) = Mv.
The dual map ϕ∗ has the matrix MT in the dual canonical basis. Therefore, it also
has the eigenvalue λ and, hence, there exists a linear form f : Cn → C such that
ϕ∗(f) = f ◦ ϕ = λf .

Take v ∈ Zn \ Ker f . Assume that the map Φ is not injective. It follows that
there exist some (tn)n, tn ∈ {−1, 0, 1} , such that

t0v + t1Mv + . . .+ tnM
nv + . . . = 0.

Let N be the largest integer such that tN 6= 0. Then

MNv = r0v + r1Mv + . . .+ rN−1M
N−1v

where ri ∈ {−1, 0, 1}. By applying f to the equality we obtain(
r0 + r1λ+ · · ·+ rN−1λ

N−1
)
f(v) = λNf(v),

whence

|λ|N 6
N−1∑
i=1

|λ|i =
|λ|N − 1

|λ| − 1
6 |λ|N − 1 ,

a contradiction. �

13.4. Nilpotent groups

Recall that [x, y] = xyx−1y−1 is the commutator of the elements x, y in a group
G and that xg := gxg−1 is the g-conjugate of x in G. We begin the discussion of
nilpotent groups with some useful commutator identities:

Lemma 13.30. Let (G, ·) be a group and x, y, z elements in G. The following
identities hold:
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(1) [x, y]−1 = [y, x] ;

(2) [x−1, y] = [x−1, [y, x]] [y, x] ;

(3) [x, yz] = [x, y] [y, [x, z]] [x, z] ;

(4) [xy, z] = [x, [y, z]] [y, z] [x, z] .
(5) [x, y]g = [xg, yg].

Proof. (1) and (2) are immediate, (4) follows from (3) and (1). It remains to
prove (3). Since [y, [x, z]] [x, z] = y[x, z]y−1 we have that

[x, y] [y, [x, z]] [x, z] = xyx−1[x, z]y−1 = xyzx−1z−1y−1 = [x, yz] .

We leave the last identity as an exercise to the reader. �

Notation 13.31. For every x1, . . . , xn in a group G we denote by [x1, . . . , xn]
the n-fold left-commutator

[[[x1, x2], . . . , xn−1], xn].

We declare that 1-fold left commutator [x] is simply x.

Exercise 13.32. [x1, . . . , xn]g = [xg1, . . . , x
g
n].

Recall that for subsets A,B in a group G, [A,B] denotes the subgroup of G
generated by all commutators [a, b], a ∈ A, b ∈ B. In what follows we also use:

Notation 13.33. Given n subgroups H1, H2, . . . ,Hn in a group G we denote
by [H1, . . . ,Hn] the subgroup [. . . [H1, H2], . . . ,Hn] 6 G.

We define the lower central series of a group G,

C1GD C2GD . . .D CnGD . . . ,

inductively by:
C1G = G , Cn+1G = [CnG,G] .

In particular, each CkG is a characteristic subgroup of G. We will see later on
(Proposition 13.62) that

[CiG,CkG] 6 Ci+kG.
Note that C2G = [G,G] = G′ is the commutator subgroup, or the derived subgroup,
of G.

Exercise 13.34. 1. The subgroup CkG 6 G is normal in G.
2. Cn+1G = [G,CnG].

Definition 13.35. A group G is called k-step nilpotent if Ck+1G = {1}. The
minimal k for which G is k-step nilpotent is called the (nilpotency) class of G.

Examples 13.36. (1) Every non-trivial abelian group is nilpotent of class
1.

(2) The group Un(K) of upper triangular n×nmatrices with 1 on the diagonal
and entries in a ring K, is nilpotent of class n− 1 (see Exercise 13.38).
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(3) The Heisenberg group

H2n+1(K) =





1 x1 x2 . . . . . . xn z
0 1 0 . . . . . . 0 yn
0 0 1 . . . . . . 0 yn−1

...
...

. . . . . .
...

...
0 0 . . . . . . 1 0 y2

0 0 . . . . . . 0 1 y1

0 0 . . . . . . . . . 0 1


; x1, . . . , xn, y1, . . . , yn, z ∈ K


is nilpotent of class 2.

Taking K = Z, we obtain the integer Heisenberg group

H2n+1(Z).

The group H2n+1(Z) is finitely generated; we can take as generators the
elementary matrices Nij = I + Eij with

(i, j) ∈ {(1, 2), . . . , (1, n+ 1), (2, n), . . . , (n+ 1, n)}.
All the groups H2n+1(K) are nilpotent of class 2. Indeed C2H2n+1(K) is
the subgroup xi = yi = 0, i = 1, . . . , n.

(4) We will see later (Proposition 14.1) that semidirect products ZnoAZ with
the matrix A ∈ Un(Z), are nilpotent.

Exercise 13.37. Which of the permutation groups Sn are nilpotent? Which
of these groups are solvable?

Exercise 13.38. The goal of this exercise is to prove that the group Un(K) is
nilpotent of class n− 1.

Let Un,k(K) be the subset of Un(K) formed by matrices (aij) such that aij = δij
for j < i+ k. Note that Un,1(K) = Un(K) .

(1) Prove that for every k > 1 the map

ϕk : Un,k(K) →
(
Kn−k , +

)
A = (ai,j) 7→ (a1,k+1, a2,k+2, . . . , an−k,n)

is a homomorphism. Deduce that (Un,k(K))
′ ⊂ Un,k+1(K) and that Un,k+1(K) C

Un,k(K) for every k > 1.

(2) Let Eij be the matrix with all entries 0 except the (i, j)–entry, which is
equal to 1. Consider the triangular matrix Tij(a) = I + aEij .

Deduce from (1), using induction, that Un,k is generated by the set

{Tij(a) | j > i+ k, a ∈ R} .

(3) Prove that for every three distinct numbers i, j, k in {1, 2, . . . , n}
[Tij(a), Tjk(b)] = Tik(ab) , [Tij(a), Tki(b)] = Tkj(−ab) ,

and that for all quadruples of distinct numbers i, j, k, `,

[Tij(a), Tk`(b)] = I .

(4) Prove that CkUn(K) 6 Un,k+1(K) for every k > 0. Deduce that Un(K) is
nilpotent.
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Remark. All the arguments above work also when all matrices have integer entries.
In this case (2) implies that Un(Z) is generated by {Tij(1) | j > i+ 1}.

Exercise 13.39. The group Un(K) is torsion-free provided that K has zero
characteristic.

A combination of deep theorems by Mal’cev and Ado shows that each finitely
generated torsion-free nilpotent group embeds in Un, for some n:

Theorem 13.40 (A. I. Mal’cev [Mal49b]). Every finitely generated torsion-
free nilpotent group Γ of class k embeds as a uniform lattice in a simply-connected
nilpotent Lie group N of class k. Furthermore, the group N and the embedding
Γ→ N are unique up to an isomorphism.

Theorem 13.41 (Ado–Engel theorem). Every simply-connected nilpotent Lie
group N embeds into Un(R) for some n.

Remark 13.42. We are attributing this theorem to Ado and Engel, but, as
usual, the history is more complicated. Ado (see Theorem 5.59) proved linearity
of finite-dimensional real Lie algebras; in the case of nilpotent Lie algebras n, the
faithful linear representation

r : n→ End(Rn) = gln(R)

sends each element of n to a nilpotent linear transformation, i.e. a linear endo-
morphism A such that Ak = 0 for some k. Much earlier, Engel sketched a proof,
details of which were written by his student, Umlauf in his PhD thesis [Uml91],
that any subalgebra of gln(R) consisting entirely of nilpotent endomorphisms is
conjugate to a subalgebra of the algebra of upper–traingular matrices with zeroes
on the diagonal, we refer to [FH94, Theorem 9.9] for a modern proof, cf. Theo-
rem 14.43. Thus, we can assume that r(n) is contained in the algebra un of such
matrices. Now, if N is a simply-connected Lie group with the Lie algebra n, then,
via exponentiation, r induces a representation ρ : N → Un(R), which has to be
faithful, since the exponential map exp : un → Un(R) is bijective. Note that this
proof, in particular, implies that N is contractible, since its exponential map has
to be a homeomorphism as well.

Since simply-connected nilpotent Lie groups are contractible, it follows that
each finitely generated torsion-free nilpotent group Γ has type F, i.e. admits a
finite K(Γ, 1), namely, N/Γ. In particular, the cohomological dimension cd(Γ) of
Γ is at most n = dim(N). Since N/Γ is a closed orientable manifold, Hn(Γ) ∼=
Hn(N/Γ) ∼= Z. Therefore,

cd(Γ) = dim(N).

Corollary 13.43. Each finitely generated torsion-free nilpotent group is resid-
ually finite.

We will see later on, Theorem 13.76, that all polycyclic groups are residually
finite, which shows residual finiteness of all finitely generated nilpotent groups.

We now proceed with establishing some basic properties of lower central series
and nilpotent groups.

Lemma 13.44. If S is a generating set of a group G (not necessarily nilpotent),
then for every k the subgroup CkG is generated by the k-fold left commutators in
S and their inverses, together with Ck+1G.
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Proof. We prove the assertion by induction on k. For k = 1 the statement
is clear, since 1-fold commutators of elements of S are just elements of S. Assume
that the assertion holds for some k > 1 and consider Ck+1G.

By definition, Ck+1G is generated by all commutators [ck, g] with ck ∈ CkG
and g ∈ G. The induction hypothesis and normality of Ck+1G in G imply that
ck = `±1

1 · · · `±1
m x, wherem ∈ N, `i are k-fold left commutators in S and x ∈ Ck+1G.

According to Lemma 13.30, (4),

[ck, g] = [`±1
1 · · · `±1

m x, g] = [`±1
1 · · · `±1

m , [x, g]][x, g][`±1
1 · · · `±1

m , g] .

The first two factors are in Ck+2G, so it remains to deal with the third.
We write g = s1 · · · sr, where si ∈ S, and we prove that [`±1

1 · · · `±1
m , s1 · · · sr] is

a product of (k+ 1)–fold left commutators in S and their inverses, and of elements
in Ck+2G; our proof is another induction, this time on m+ r > 2.

For the case m + r = 2 it suffices to note that [`−1, s] = [`−1, [s, `]][s, `]. The
first factor is in Ck+2G, the second is the inverse of a (k+ 1)–fold left commutator.

Assume that the statement is true for m + r = n > 2. We now prove it for
m+ r = n+ 1.

Suppose that m > 2. We apply Lemma 13.30, (4), and obtain that

[`±1
1 · · · `±1

m , s1 . . . sr] = [`±1
1 · · · `±1

m−1, [`
±1
m , g]] [`±1

m , s1 · · · sr] [`±1
1 · · · `±1

m−1, s1 . . . sr] .

The first factor is in Ck+2G, and for the second and the third the induction
hypothesis applies.

Likewise, if r > 2 then we apply Part 3 of Lemma 13.30, and write

[`±1
1 · · · `±1

m , s1 · · · sr] =

[`±1
1 · · · `±1

m , s1 · · · sr−1] [s1 · · · sr−1, [`
±1
1 · · · `±1

m , sr]] [`±1
1 · · · `±1

m , sr] . �

Corollary 13.45. If G is nilpotent, then CnG is generated by k-fold left com-
mutators in S and their inverses, where k > n. In particular, if G is finitely
generated, so is each group CnG.

Proof. Suppose that Cm+1G = {1}. Then CmG is generated by the m-fold
left commutators in S and their inverses. By applying the reverse induction in n,
each CnG is generated by the set of all k-fold left commutators of elements of S
and their inverses, k > n. �

Thus, if G is finitely generated, each quotient CiG/Ci+1G is a finitely generated
abelian group and, hence, we define two important invariants of finitely generated
nilpotent groups:

Definition 13.46. Let G be a finitely generated nilpotent group of class k.
Let mi denote the free rank of the abelian group CiG/Ci+1G; define the Hirsch
length of G

h(G) =

k∑
i=1

mi

and the homogeneous dimension of G,

d(G) =

k∑
i=1

imi.
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In the next chapter we will give a geometric interpretation of the number d(G).
For now, we note that for torsion-free nilpotent groups G, the Hirsch length h(G)
equals the dimension of the simply-connected nilpotent group N into which G
embeds as a uniform lattice, [Mal49b]; hence, h(G) is the cohomological dimension
of G in this case.

Definition 13.47. Given natural numbers k and m, the k-step m-generated
free nilpotent group is the quotient Nm,k of the free group of rank m, Fm, by the
normal subgroup Ck+1Fm.

We will refer to the images of the free generators of Fm as free nilpotent gen-
erators of Nm,k.

Note that the free abelian group of rank m is the 1-step m-generated free
nilpotent group.

A consequence of Proposition 7.22 is the following.

Proposition 13.48 (Universality property of free nilpotent groups). For every
k–step nilpotent group G equipped with a generating set X = {x1, ..., xm}, there
exists an epimorphism ψ : Nm,k → G sending free nilpotent generators s1, ..., sm
of Nm,k to the generators x1, ..., xm respectively. In particular, every k–step m-
generated nilpotent group is a quotient of Nm,k.

Proof. Take a generating set X of a k–step nilpotent group G, such that X
has cardinality m. The homomorphism φ : F (S) = Fm → G, sending si 7→ xi, i =
1, . . . ,m, defined in Proposition 7.22 contains Ck+1F (S) in its kernel. Therefore,
φ projects to an epimorphism ψ : Nm,k → G as required. �

So far, we were describing nilpotent groups “from the top–down”, starting from
the group G and then looking at the chain of decreasing subgroups. It is also useful
to have a “bottom-up” description of nilpotent groups, which we present below.

Recall that the center of a groupH is denoted Z(H). Given a group G, consider
the sequence of normal subgroups Zi(G) C G defined inductively by:

• Z0(G) = {1}.
• If Zi(G) C G is defined and πi : G→ G/Zi(G) is the quotient map, then

Zi+1(G) = π−1
i (Z(G/Zi(G))) .

Note that Zi+1(G) is normal in G, as the preimage of a normal subgroup of a
quotient of G. In particular,

Zi+1(G)/Zi(G) ∼= Z(G/Zi(G)).

Proposition 13.49. The group G is k-step nilpotent if and only if Zk(G) = G .

Proof. Assume that G is nilpotent of class k. We prove by induction on i > 0
that Ck+1−iG 6 Zi(G). For i = 0 we have equality. Assume that

Ck+1−iG 6 Zi(G).

For every g ∈ Ck−iG and every x ∈ G, [g, x] ∈ Ck+1−iG 6 Zi(G), whence gZi(G)
is in the center of G/Zi(G), i.e. g ∈ Zi+1(G). Thence, the inclusion follows by
induction. For i = k the inclusion becomes C1G = G 6 Zk(G), hence, Zk(G) = G.

Conversely, assume that there exists k such that Zk(G) = G. We prove by
induction on j > 1 that CjG 6 Zk+1−j(G). For j = 1 the two are equal. Assume
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that the inclusion is true for j. The subgroup Cj+1G is generated by commutators
[c, g] with c ∈ CjG and g ∈ G. Since c ∈ CjG 6 Zk+1−j(G), by the definition of
Zk+1−j(G), the element c commutes with g modulo Zk−j(G), equivalently [c, g] ∈
Zk−j(G). This implies that [c, g] ∈ Zk−j(G). It follows that Cj+1G 6 Zk−j(G).

For j = k+1 this gives Ck+1G 6 Z0(G) = {1}, hence G is k-step nilpotent. �
Definition 13.50. The ascending series

Z0(G) = {1} C Z1(G) C . . . C Zi(G) C Zi+1(G) C . . .
of normal subgroups of G is called the upper central series of G.

In view of Proposition 13.49, a group G is nilpotent if and only if its upper
central series is finite, and its nilpotency class is the minimal k such that Zk(G) = G.

Exercise 13.51. Any central coextension of a nilpotent group is again nilpo-
tent.

Remark 13.52. Yet another equivalent definition a nilpotent group, is to re-
quire that the group admits a finite normal series

{1} = Γ0 / . . .Γi / Γi+1 / . . .Γn−1 / Γn = G,

such that Γi+1/Γi 6 Z(G/Γi), or, equivalently, [G,Γi+1] 6 Γi. In particular, the
quotients Γi+1/Γi are abelian for each i. We will need only the fact that existence
of such normal series implies that G is n-step nilpotent. Indeed, the condition
Γi+1/Γi 6 Z(G/Γi) implies that Γi 6 Zi(G) for every i. In particular, G = Zn(G).
Now, the assertion follows from Proposition 13.49. We refer to [Hal76, Theorem
10.2.2] for further details.

The following example shows that the difference between lower and upper cen-
tral series of groups can be quite substantial, in particular, Ck+1−iG 6 Zi(G) could
be of infinite index:

Example 13.53. We start with the integer Heisenberg group H; it is 2-step
nilpotent, C2H = H ′ = Z(H) ∼= Z. Next, take G = H × Z. Then G is still 2-step
nilpotent, but now C2G = C2H ∼= Z, while Z(G) ∼= Z2.

Exercise 13.54. Construct an example of a 2-step nilpotent group G with
torsion-free center, such that G/C2G is not torsion-free.

The following useful lemma is a converse to Corollary 13.45:

Lemma 13.55. Let S be a generating set of a group G. Suppose that all N + 1-
fold commutators [s1, . . . , sN+1] of elements of S are trivial. Then G is N -step
nilpotent.

Proof. Let Gn be the subgroup of Γ generated by the n-fold commutators
yn = [s1, . . . , sn] of generators si ∈ S of the group G. For every generator x of G
and every generator yn of Gn we have:

[yn, x] = ynxy
−1
n x−1 ∈ Gn+1 6 Gn.

Since yn ∈ Gn, it follows that xy−1
n x−1 ∈ Gn which implies that Gn is a normal

subgroup of G.
We claim that for every n, Gn−1/Gn embeds (under the map induced by in-

clusion Gn−1 ↪→ G) in the center of G/Gn. To simplify the notation, we will
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regard Gn−1/Gn as a subgroup of G/Gn. The proof of this statement is the reverse
induction on n.

The subgroup GN+1 is trivial, hence it is contained in the center of G. Suppose
that the assertion holds for n = k+ 1, we will now prove it for n = k. To show that
Gk−1/Gk is in the center of G/Gk it is enough to verify that for all elements z̄ and
w̄ of generating sets of Gn−1/Gn and G/Gn, respectively, the commutator [z̄, w̄] is
trivial.

The group G is generated by the set S, the group Gn−1 is generated by the n−1-
fold commutators yn−1 of elements x ∈ S. Thus, the groups Gn−1/Gn and G/Gn
are generated by the projections x̄, ȳn−1 of the elements x, yn−1. By definition of
Gn we have: [yn−1, x] ∈ Gn, thus, dividing by Gn, we obtain [ȳn−1, x̄] = 1. Thus,
Gn−1/Gn 6 Z(G/Gn) for every n and Lemma follows from Remark 13.52. �

Lemma 13.56. (1) Every subgroup of a nilpotent group is nilpotent.
(2) If G is nilpotent and N C G then G/N is nilpotent.
(3) The direct product of a family of nilpotent groups is again nilpotent.

Proof. (1) Let H be a subgroup in a nilpotent group G. Then CiH 6 CiG.
Hence, if G is k-step nilpotent then Ck+1H = {1}.

(2) If π : G→ G/N is the quotient map, π(CiG) = Ci(G/N).
(3) The assertion follows from the equality

Cj(
∏
i∈I

Gi) =
∏
i∈I

CjGi . �

Theorem 13.57. Every subgroup of a finitely generated nilpotent group is
finitely generated, i.e. finitely generated nilpotent groups are noetherian.

Proof. We argue by induction on the class of nilpotency k. For k = 1 the
group is abelian and the statement is already proven in Corollary 13.20. Assume
that the assertion holds for k, let G be a nilpotent group of class k+1 and letH 6 G
be a subgroup. By the induction hypothesis H1 = H∩C2G and H2 = H/(H∩C2G)
are both finitely generated. Thus, H fits in the short exact sequence

1→ H1 → H
π→ H2 → 1,

where H1, H2 are finitely generated. Lemma 7.10 then shows that H is also finitely
generated. �

Our next goal is to prove some structural results for nilpotent groups. We begin
the “calculus of commutators.”

Lemma 13.58. If A,B,C are normal subgroups in a group G, then the subgroup
[A,B,C] 6 G is generated by the commutators [a, b, c] with a ∈ A, b ∈ B, c ∈ C.

Proof. By the definition, [A,B,C] is generated by the commutators [k, c] with
k ∈ [A,B] and c ∈ C. The element k is a product t1 · · · tn, where each ti is equal
either to a commutator [a, b] or to a commutator [b, a], a ∈ A, b ∈ B.

We prove, by the induction on n, that [k, c] is a product of finitely many
commutators [a, b, c] and their inverses. For n = 1 we only need to consider the
case [t−1, c], where t = [a, b]. By Lemma 13.30, (2),

[t−1, c] = [c, t]t
−1

= [ct
−1

, t] = [c′, t] = [a, b, c′]−1 .

In the second equality above we applied the identity φ([x, y]) = [φ(x), φ(y)] for the
inner automorphism φ(x) = xt

−1

.
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Assume that the statement is true when k is a product of n commutators ti and
consider k = k1t, where t is equal to either a commutator [a, b] or a commutator
[b, a], and k1 is a product of n such commutators. According to Lemma 13.30, (4),

[k1t, c] = [t, c]k1 [k1, c] .

Both factors are products of finitely many commutators [a, b, c] and their inverses,
by the induction hypothesis and the fact that A,B,C are normal subgroups and,
thus, are invariant under conjugation. �

Exercise 13.59. Prove the same result for [H1, . . . ,Hn], where all Hi are
normal subgroups of G.

Lemma 13.60 (The Hall identity). Given a group G and three arbitrary ele-
ments x, y, z in G, the following identity holds:

(13.6)
[
x−1, y, z

]x [
z−1, x, y

]z [
y−1, z, x

]y
= 1 .

Proof. The factor
[
x−1, y, z

]x equals yxy−1zyx−1y−1xz−1x−1. The other
two factors can be obtained by proper cyclic permutation and a direct calculation
shows that all the terms cancel and the product is 1. �

Corollary 13.61. Assume that A,B,C are normal subgroups in G. Then

(13.7) [A,B,C] 6 [B,C,A][C,A,B] .

The next proposition shows that the lower central series of G is graded with
respect to commutators:

Proposition 13.62. Let CkG be the k-th group in the lower central series of
a group G. Then for every i, j > 1

(13.8)
[
CiG,CjG

]
6 Ci+jG .

Proof. We prove by induction on i > 1 that for every j > 1, the inclusion
(13.8) holds.

For i = 1 this follows from the definition of CkG. Assume that the statement
is true for i. Consider j > 1 arbitrary.

[Ci+1G,CjG] = [CiG,G,CjG] 6 [G,CjG,CiG][CjG,CiG,G] 6
[Cj+1G,CiG][Cj+iG,G] = [CiG,Cj+1G][Cj+iG,G] 6 Cj+i+1G ,

since [CiG,Cj+1G] 6 Cj+i+1G by the induction hypothesis. �

We now prove that, as for abelian groups, all elements of finite order in a finitely
generated nilpotent group form a finite subgroup. We will need the following lemma:

Lemma 13.63. Let G be a nilpotent group of class k. For every x ∈ G the
subgroup H generated by x and C2G is a normal subgroup, which is nilpotent of
class 6 k − 1.

Proof. By normality of C2G in G, the subgroup H can be described as

H = {xmc | m ∈ Z, c ∈ C2G}.
For every g ∈ G, and h ∈ H, h = xmc, ghg−1 = xm[x−m, g]gcg−1, and, since the
last two factors are in C2G, the whole product is in H. Hence, H is normal in G.

We now prove that C2H 6 C3G, which will imply that H is of class 6 k − 1
and, thereby conclude the proof of lemma.
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Let h, h′ be two elements in H, h = xmc1, h′ = xnc2 with ci ∈ C2G. Then,
according to Lemma 13.30, (3),

[h, h′] = [h, xnc2] = [h, xn] [xn, [h, c2]] [h, c2].

The last term is in C3G, hence the middle term is in C4G.
For [h, xn] = [xmc1, x

n] we apply Lemma 13.30, (4), and obtain

[h, h′] = [xm, [c1, x
n]][c1, x

n].

Since the last term is in C3G and the first in C4G, lemma follows. �

Theorem 13.64. Let G be a nilpotent group. The set of all finite order elements
forms a characteristic subgroup of G, called the torsion subgroup of G and denoted
by TorG.

Proof. We argue by induction on the class of nilpotency k of G. For k = 1
the G group is abelian and the assertion is clear. Assume that the statement is true
for all nilpotent groups of class 6 k, and consider a (k+ 1)–step nilpotent group G.

It suffices to prove that for two arbitrary elements a, b of finite order in G, the
product ab is likewise of finite order. The subgroup B =

〈
b, C2G

〉
is nilpotent of

class 6 k, according to Lemma 13.63. By the induction hypothesis, the set of finite
order elements of B is a subgroup TorB 6 B, which is necessarily characteristic in
B. Since B is normal in G it follows that TorB is normal in G.

Assume that a is of order m. Then

(ab)m = aba−1a2ba−2a3b · · · a−m+1amba−m ,

and right-hand side is a product of conjugates of b, hence it is in TorB. We conclude
that (ab)m is of finite order. �

Proposition 13.65. A finitely generated nilpotent torsion group is finite.

Proof. We again argue by induction on the nilpotency class n of the group
G. For n = 1 we apply Exercise 13.10. Assume that the property holds for all
nilpotent groups of class at most n and consider G, a finitely generated torsion
group that is (n + 1)–step nilpotent. Then C2G and G/C2G are finite, by the
induction hypothesis, whence G is finite as well. �

Corollary 13.66. Let G be a finitely generated nilpotent group. Then the
torsion subgroup TorG is finite.

Corollary 13.67. h(Γ) = cdQ(Γ), the cohomological dimension of Γ over Q.

Proof. Let K := Tor (Γ), Λ := Γ/Tor (Γ) and M be a QΓ-module. We also
let MK denote the submodule of K-invariants in M . Since K is finite, we obtain
Hi(K,M) = 0 for all i > 0. Then, the Lyndon-Hochschild-Serre spectral sequence
for group cohomology, yields isomorphisms

Hi(Λ,MK) ∼= Hi(Γ,M), i > 0,

cf. Theorem 2 in [HS53]. It follows that cdQ(Γ) 6 h = h(Λ) = cdQ(Λ): Vanishing
of cohomology of Λ in degrees > h implies vanishing of cohomology of Γ in the
same degrees. To see the converse, consider M = Q, the trivial QΓ-module (and
trivial QΛ-module); in this case, of course, M = MK . Since

Q ∼= Hh(Λ,Q),
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it follows that
Hh(Λ,Q) = Hh(Γ,Q) 6= 0.

Therefore, cdQ(Γ) = h = h(Γ). �

Exercise 13.68. Let D∞ be the infinite dihedral group.
(1) Give an example of two elements a, b of finite order in D∞ such that their

product ab is of infinite order.

(2) Is D∞ a nilpotent group ?

(3) Are any of the finite dihedral groups D2n nilpotent?

Lemma 13.69 (A. I. Mal’cev, [Mal49a]). If G is a nilpotent group with torsion-
free center, then:

(a) Each quotient Zi+1(G)/Zi(G) is torsion-free.
(b) G is torsion-free.

Proof. (a) We argue by induction on the nilpotency class n of G. The asser-
tion is clear for n = 1; assume it holds for all nilpotent groups of class < n. We
first prove that the group Zn−1(G)/Zn(G) is torsion-free.

We will show that for each non-trivial element x̄ ∈ Z2(G)/Z1(G), there exists
a homomorphism ϕ ∈ Hom(Z2(G)/Z1(G), Z1(G)) such that ϕ(x̄) 6= 1. Since Z1(G)
is torsion-free this would imply that Z2(G)/Z1(G) is torsion-free as well. Let x ∈
Z2(G) be the element which projects to x̄ ∈ Z1(G)/Zn(G). Thus x /∈ Z1(G),
therefore there exists an element g ∈ G such that [g, x] ∈ Z1(G)− {1}. Define the
map ϕ̃ : Z2(G)→ Z1(G) by:

ϕ̃(y) := [y, g],

where g ∈ G is an element above (such that [g, x] 6= 1). Clearly, ϕ̃(x) 6= 1; since
Z1(G) is the center of G, the map ϕ̃ descends to a map ϕ : Z2(G)/Z1(G)→ Z1(G).
It follows from Part 3 of Lemma 13.30 that ϕ̃ is a homomorphism. Hence, ϕ is a
homomorphism as well. Since Zn(G) is torsion-free, it follows that Z2(G)/Z1(G) is
torsion-free too. Now, we replace G by the group Ḡ = G/Z1(G).

Since Z2(G)/Z1(G) is torsion-free, the group Ḡ has torsion-free center. Hence,
by the induction hypothesis, Zi+1(Ḡ)/Zi(Ḡ) is torsion-free for every i. However,

Zi+1(Ḡ)/Zi(Ḡ) ∼= Zi(G)/Zi−1(G)

for every i > 1. Thus, every group Zi(G)/Zi−1(G) is torsion-free, proving (a).
(b) In view of (a), for each i, m 6= 0 and each x ∈ Zi(G) \ Zi+1(G) we have:

xm /∈ Zi+1(G). Thus xm 6= 1. Therefore, G is torsion-free. �

Corollary 13.70. If G is nilpotent then Ḡ := G/TorG is torsion-free.

Proof. Each element x̄ ∈ Ḡ, is the image of x = ty ∈ G under the quotient
map π : G→ Ḡ, where t ∈ TorG. Then 1 = (x̄)k would imply that

1 = (x̄)k = π(yk),

yk ∈ TorG and, hence, y ∈ TorG. It follows that x̄ = 1. �
Note that this lemma does not imply that for torsion-free nilpotent groups the

quotients CiG/Ci+1G are torsion-free (this is, in general, false).
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13.5. Polycyclic groups

Definition 13.71. A group G is polycyclic if it admits a subnormal descending
series

(13.9) G = N0 . N1 . . . . . Nn . Nn+1 = {1}
such that Ni/Ni+1 is cyclic for all i > 0.

A series as in (13.9) is called a cyclic series, and its length is the number of
non-trivial groups in this sequence, this number is 6 n + 1 in (13.9). The length
`(G) of a polycyclic group is the least length of a cyclic series of G.

If, moreover, Ni/Ni+1 is infinite cyclic for all i > 0, then the group G is called
poly-C∞ and the series is called a C∞–series.

We declare the trivial group to be poly-C∞ as well.

Remark 13.72. If G is poly-C∞ then Corollary 7.25 implies that Ni ' Ni+1oZ
for every i > 0; thus, the group G is obtained from Nn ' Z by successive semidirect
products with Z.

For general polycyclic groups G the above is no longer true, for instance, G
could be a finite group. However, the above property is almost true for G: Every
polycyclic group contains a normal subgroup of finite index which is poly-C∞ (see
Proposition 13.80).

Proposition 13.73. (1) A polycyclic group has the bounded generation
property in the sense of Definition 7.16. More precisely, let G be a group
with a cyclic series (13.9) of length n and let ti be such that tiNi+1 is a
generator of Ni/Ni+1. Then every g ∈ G can be written as g = tk11 · · · tknn ,
with k1, . . . , kn in Z.

(2) A polycyclic torsion group is finite.

(3) Any subgroup of a polycyclic group is polycyclic, and, hence, finitely gen-
erated.

(4) If N is a normal subgroup in a polycyclic group G, then G/N is polycyclic.

(5) If N C G and both N and G/N are polycyclic then G is polycyclic.

(6) Properties (3) and (5) hold with ‘polycyclic’ replaced by ‘poly-C∞’, but not
(4).

Proof. Part (1) follows by an easy induction on n.

Part (2) follows immediately from (1).

(3). Let H be a subgroup in G. Given a cyclic series for G as above, the
intersections H ∩Ni define a cyclic series for H.

(4). The proof is by induction on the length `(G) = n. For n = 1, G is cyclic
and any quotient of G is also cyclic.

Assume that the statement is true for all k 6 n, and consider a group G with
`(G) = n+ 1. Let N1 be the first term distinct from G in this cyclic series. By the
induction hypothesis, N1/(N1∩N) ' N1N/N is polycyclic. The subgroup N1N/N
is normal in G/N and (G/N)/(N1N/N) ' G/N1N is cyclic, as it is a quotient of
G/N1. It follows that G/N is polycyclic.
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(5) Consider the cyclic series

G/N = Q0 > Q1 > · · · > Qn = {1}
and

N = N0 > N1 > · · · > Nk = {1} .
Given the quotient map π : G → G/N and Hi := π−1(Qi), the following is a

cyclic series for G:

G > H1 > . . . > Hn = N = N0 > N1 > . . . > Nk = {1} .

(6) The proofs of properties (3) and (5) with ‘polycyclic’ replaced by ‘poly-C∞’
are identical. A counter-example for (4) with ‘polycyclic’ replaced by ‘poly-C∞’ is
G = Z, N = 2Z. �

Remarks 13.74. (1) IfG is polycyclic then, in general, the subset TorG ⊂
G of finite order elements in G is neither a subgroup nor is a finite set.

Consider for instance the infinite dihedral group D∞. This group can
be realized as the group of isometries of R generated by the symmetry
s : R→ R, s(x) = −x and the translation t : R→ R, t(x) = x+ 1, and as
noted before (see Section 5.3) D∞ = 〈t〉o 〈s〉. Therefore D∞ is polycyclic
by Proposition 13.73, (5), but TorD∞ is the union of a left coset and the
trivial subgroup:

TorG = s 〈t〉 ∪ {1}.

(2) Every polycyclic group is virtually torsion-free (see Proposition 13.80).

Proposition 13.75. Every finitely generated nilpotent group is polycyclic.

Proof. This may be proved using Proposition 13.73, Part (5), and an induc-
tion on the nilpotency class or directly, by constructing a series as in (13.9) as
follows: Consider the finite descending series with terms CkG. For every k > 1,
CkG/Ck+1G is finitely generated abelian (see Corollary 13.45). According to the
classification of finitely generated abelian groups, there exists a finite subnormal
descending series

CkG = A0 > A1 > · · · > An > An+1 = Ck+1G

such that every quotient Ai/Ai+1 is cyclic. By inserting all these finite descending
series into the one defined by CkG’s, we obtain a finite subnormal cyclic series for
G. �

Theorem 13.76 (K. A. Hirsch, [Hir38]). All polycyclic groups are residually
finite.

We will prove a bit stronger statement, generalizing Corollary 7.110.

Theorem 13.77. If a group G is virtually isomorphic to a polycyclic group,
then G is residually finite.
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Proof. Since for a subgroup G0 6 G of finite index, G0 is residually finite
if and only if G is, the problem reduces to the following: If F C G is a finite
subgroup and G1

∼= G/F is polycyclic, then G is residually finite. The proof is by
induction on the cyclic length `(G1) of G1. For `(G1) = 1 the statement follows
from Corollary 7.109.

Assuming that the claim holds for all groups G1 of cyclic length n, consider
the case when `(G1) = n + 1. Then G1 contains a normal subgroup G2 such
that C = G1/G2 is cyclic. Let H denote the preimage of G2 under the quotient
homomorphism G→ G1. We, thus, have the short exact sequence

1→ H → G→ C → 1.

By the induction hypothesis, the group H is residually finite. The subgroup G2

of G1 is finitely generated according to Proposition 13.73. Hence, H is finitely
generated as well. Corollary 7.109 implies that G is residually finite. This concludes
the proof of the theorem. �

An edifying example of a polycyclic group is the following.

Proposition 13.78. Let m,n > 1 be two integers, and let ϕ : Zn → Aut(Zm)
be a homomorphism.

The semidirect product G = Zm oϕ Zn is a poly-C∞ group.

Proof. The quotient G/Zm is isomorphic to Zn. Therefore by Proposition
13.73, (6), the group G is poly-C∞. �

Exercise 13.79. Let Tn(K) be the group of invertible upper-triangular n× n
matrices with entries in a field K.

(1) Prove that Tn(K) is a semidirect product of its nilpotent subgroup Un(K)
introduced in Exercise 13.38, and the subgroup of diagonal matrices.

(2) Prove that, if K hsa zero characteristic, the subgroup of Tn(K) generated
by I+E12 and by the diagonal matrix with (−1, 1, . . . , 1) on the diagonal
is isomorphic to the infinite dihedral group D∞. Deduce that Tn(K) is
not nilpotent.

Proposition 13.80. A polycyclic group G contains a normal subgroup of finite
index which is poly-C∞.

Proof. We argue by induction on the length `(G) = n. For n = 1 the group
G is cyclic and the statement obviously true. Assume that the assertion is true for
n and consider a polycyclic group G having a cyclic series (13.9).

The induction hypothesis implies thatN1 contains a normal subgroup S of finite
index which is poly-C∞. Lemma 5.10 shows that S has a finite-index subgroup S1

which is normal in G. Proposition 13.73, Part (6), implies that S1 is poly-C∞ as
well.

If G/N1 is finite then S1 has finite index in G.
Assume that G/N1 is infinite cyclic. Then the group K = G/S1 contains the

finite normal subgroup F = N1/S1 such that K/F is isomorphic to Z. Corollary
7.25 implies that K is a semidirect product of F and an infinite cyclic subgroup
〈x〉. The conjugation by x defines an automorphism of F and since Aut(F ) is finite,
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there exists r such that the conjugation by xr is the identity on F . Hence F 〈xr〉 is
a finite-index subgroup in K and it is a direct product of F and 〈xr〉. We conclude
that 〈xr〉 is a finite index normal subgroup of K. We have that 〈xr〉 = G1/S1,
where G1 is a finite index normal subgroup in G, and G1 is poly-C∞ since S1 is
poly-C∞. �

Corollary 13.81. (a) A poly-C∞ group is torsion-free.

(b) A polycyclic group is virtually torsion-free.

Proof. In view of Proposition 13.80, it suffices to prove (a). Consider a poly-
C∞ group G. We argue by induction on cyclic length `(G) = n. For n = 1, the
group G is infinite cyclic and the statement obviously holds. Assume that the
statement is true for all groups of cyclic length at most n and consider a group G
with `(G) = n + 1 and the cyclic series (13.9). Let g be an element of finite order
in G. Then its image in the infinite cyclic quotient G/N1 is the identity, hence
g ∈ N1. The induction hypothesis implies that g = 1. �

Proposition 13.82. Let G be a finitely generated nilpotent group. The follow-
ing are equivalent:

(1) G is poly-C∞;
(2) G is torsion-free;
(3) the center of G is torsion-free.

Proof. Implication (1)⇒ (2) is Corollary 13.81, (a), while the implication
(2)⇒ (3) is obvious. The implication (3)⇒ (1) follows from Lemma 13.69. �

Remark 13.83. 1. Lemma 13.69 also implies that for each torsion-free nilpo-
tent group G, every quotient Zi+1(G)/Zi(G) is also torsion-free.

2. In contrast, the lower central series of a (finitely generated) nilpotent torsion-
free group may have abelian quotients Ci+1G/CiG with non-trivial torsion. Indeed,
given an integer p > 2, consider the following subgroup G of the integer Heisenberg
group H3(Z):

G =


 1 k n

0 1 pm
0 0 1

 ; k,m, n ∈ Z

 .

Since H3(Z) is poly-C∞, so is G. On the other hand, the commutator subgroup in
G is:

G′ =


 1 0 pn

0 1 0
0 0 1

 ; n ∈ Z

 .

The quotient G/G′ is isomorphic to Z2 × Zp.

Proposition 13.84. Every polycyclic group is finitely presented.

Proof. The proof is an easy induction on the minimal length of a cyclic series,
combined with Proposition 7.31. �

One parameter measuring the complexity of the “poly-C∞ part” of any poly-
cyclic group is the Hirsch number (generalizing the Hirsch length for nilpotent
groups), defined as follows:
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Proposition 13.85. The number of infinite factors in a cyclic series of a
polycyclic group G is the same for all series. This number is called the Hirsch
number (or Hirsch length) of G.

Proof. The proof will follow from the following observation on cyclic series:

Lemma 13.86. Any refinement of a cyclic series is also cyclic. Moreover, the
number of quotients isomorphic to Z is the same for both series.

Proof. Consider a cyclic series

H0 = G > H1 > . . . > Hn = {1} .
A refinement of this series is composed of the following sub-series

Hi = Rk > Rk+1 > . . . > Rk+m = Hi+1 .

Each quotient Rj/Rj+1 embeds naturally as a subgroup in Hi/Rj+1, and the latter
is a quotient of the cyclic group Hi/Hi+1; hence all quotients are cyclic. If Hi/Hi+1

is finite then all quotients Rj/Rj+1 are finite.
Assume now that Hi/Hi+1 ' Z. We prove by induction on m > 1 that exactly

one among the quotients Rj/Rj+1 is isomorphic to Z, and the other quotients are
finite. For m = 1 the statement is clear. Assume that it is true for m and consider
the case of m+ 1.

If Hi/Rk+m is finite then all Rj/Rj+1 with j 6 k + m − 1 are finite. On
the other, under this assumption, hand Rk+m/Rk+m+1 cannot be finite, otherwise
Hi/Hi+1 would be finite.

Assume that Hi/Rk+m ' Z. The induction hypothesis implies that exactly
one quotient Rj/Rj+1 with j 6 k + m − 1 is isomorphic to Z and the others are
finite. The quotient Rk+m/Rk+m+1 is a subgroup of Hi/Rk+m ' Z such that the
quotient by this subgroup is also isomorphic to Z. This can only happen when
Rk+m/Rk+m+1 is trivial. �

Proposition 13.85 now follows from Lemmas 13.86 and 5.6. �

Exercise 13.87. Show that for each finitely generated nilpotent group the
Hirsch number equals the Hirsch length h(G), defined earlier.

In view of this exercise, the Hirsch number for a polycyclic group G will be
again denoted h(G).

A natural question to ask is the following.

Question 13.88. Since poly-C∞ groups are constructed by successive semidi-
rect products with Z, is there a way to detect during this construction whether the
group is nilpotent or not?

The answer to this question will be given in Section 14.3 and it has some
interesting relation to the growth of groups.

13.6. Solvable groups: Definition and basic properties

Recall that G′ denotes the derived subgroup [G,G] of the group G. Given a
group G, we define its iterated commutator subgroups G(k) inductively by:

G(0) = G,G(1) = G′, . . . , G(k+1) =
(
G(k)

)′
, . . .
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The descending series

GDG′ D . . .DG(k) DG(k+1) D . . .
is called the derived series of the group G.

Note that all subgroups G(k) are characteristic in G.

Definition 13.89. A group G is solvable if there exists k such that G(k) = {1}.
The minimal k such that G(k) = {1} is called the derived length of G and the group
G itself is called k-step solvable. A solvable group of derived length at most two is
called metabelian.

We will use the notation `der(G) for the derived length

In particular, every solvable group G of derived length k satisfies the law:

(13.10) Jx1, . . . , x2kK = 1,∀x1, . . . x2k ∈ G.
Here and in what follows,

(13.11) Jx1, . . . , x2kK := [ Jx1, . . . , x2k−1K, Jx2k−1+1, . . . , x2kK ]

and Jx1, x2K = [x1, x2].

Exercise 13.90. 1. Find the values n ∈ N for which the symmetric group Sn
is solvable. Show that the groups S3, S4 are nilpotent.

2. Show that if a group G satisfies the law (13.10), then it is solvable of the
derived length 6 k.

Proposition 13.91. (1) If N is a normal subgroup in G and both N and
G/N are solvable, then G is solvable. If the derived lengths of G/N and
N are at most d, d′ respectively, then the derived length of G is at most
d+ d′. In other words, the derived length is subadditive:

`der(G) 6 `der(N) + `der(G/N).

(2) Every subgroup H of a solvable group G is solvable and

`der(H) 6 `der(G).

(3) If G is solvable and N C G, then G/N is solvable and

`der(G/N) 6 `der(G).

Note that the statement (1) is not true when ‘solvable’ is replaced by ‘nilpotent’,
consider, for instance, the infinite dihedral group D∞.

Proof. (1) We are assuming that G/N is solvable of derived length d and N
is solvable of derived length d′. Since (G/N)

(d)
= {1̄} it follows that G(d) 6 N .

Then, as G(d+i) 6 N (i), we obtain G(d+d′) = {1} .
(2) Note that for every subgroup H of a group G, H ′ 6 G′. Thus, by induction,

H(i) 6 G(i).

If G is solvable of derived length k then G(k) = {1}; thus H(k) = {1} as well and,
hence, H is also solvable.

(3) Consider the quotient map π : G→ G/N . It is immediate that π
(
G(i)

)
=

(G/N)
(i), in particular if G is solvable then G/N is solvable. �
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For the next exercise, we will need the following definition: A finite sequence
of vector subspaces

V0 ( V1 ( · · · ( Vk

in a vector space V is called a flag in V . If the number of the subspaces in such a
sequence is maximal possible (equal dim(V ) + 1), the flag is called full or complete.
In other words, dim(Vi) = i for all members of this sequence.

Exercise 13.92. (1) Prove that the subgroup Tn(K) of upper-triangular
matrices in GL(n,K), where K is a field, is solvable. [Hint: you may use
Exercise 13.38.]

(2) Use Part (1) to show that for a finite-dimensional vector space V , the
subgroup G of GL(V ) consisting of elements g preserving a complete flag
in V (i.e. gVi = Vi, for every g ∈ G and every i) is solvable.

(3) Let V be a K-vector space of dimension n, and let

V0 = 0 ⊂ V1 ⊂ · · · ⊂ Vk−1 ⊂ Vk = V

be a flag, not necessarily complete. Let G be a subgroup of GL(V ) pre-
serving this flag. For every i ∈ {1, 2, . . . , k − 1} let ρi be the projection
G → GL(Vi+1/Vi). Prove that if every ρi(G) is solvable, then G is also
solvable.

Exercise 13.93. 1. Let Fk denote the field with k elements. Use the 1-
dimensional vector subspaces in F2

k to construct a homomorphism GL(2,Fk)→ Sn
for an appropriate n.

2. Prove that GL(2,F2) and GL(2,F3) are solvable.

Theorem 13.94 (Direct limits of virtually solvable groups). Suppose that we
have a direct system Gi, i ∈ I, of virtually solvable groups satisfying the following:

1. The derived length of each solvable subgroup in Gi is at most d for all i.
2. Each Gi contains a normal solvable subgroup Hi of index 6 c.
Then the direct limit G of this system is again virtually solvable and contains

a normal solvable subgroup H of index 6 c and derived length at most d.

Proof. We start the proof with several simple observations. If a group M is
virtually solvable and N1, N2 C M are normal solvable subgroups of finite index,
then the subgroup N 6 F generated by N1, N2 is again solvable and normal in
M . Therefore, without loss of generality, we may assume that each Hi is maximal
among all normal solvable subgroups of finite index in Gi. By the hypothesis, the
derived length of each Hi does not exceed d. Clearly, we retain the property that
|Gi : Hi| 6 c for all i.

Suppose now that m ∈ I is such that the index n = |Gm : Hm| 6 c is maximal
among all indices |Gi : Hi|, i ∈ I. Define J = {j ∈ I : m 6 j}. Then for each
homomorphism fmi : Gm → Gi of the direct system, we have:

(1) Hmi := f−1
mi (Hi) is a normal solvable subgroup of finite index in Gm.

Hence, Him 6 Hm.
(2)

n = |Gm : Hm| 6 |Gm : Him| = | 〈Hi, fmi(Gm)〉 : Hi| 6 |Gi : Hi| 6 n.
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In particular, |Gi : Hi| = n and fmi(Hm) 6 Hi. Applying this to any pair
i, j ∈ J , i 6 j, we obtain:

fij(Hi) 6 Hj .

Hence, for i, j ∈ J , the restrictions of the homomorphisms fij to Hi define a direct
system of solvable groups of derived length 6 d. Taking the direct limit limj∈J Hj ,
we obtain a solvable subgroup H 6 G (see Exercise 1.29). The reader will verify
(using Exercises 1.30 and 13.90) that:

(1) The subgroup H is normal in G.
(2) |G : H| = n.
(3) The derived length of H is at most d.
This concludes the proof. �

13.7. Free solvable groups and Magnus embedding

As in the case of nilpotent groups, there exist universal objects in the class of
solvable groups that we now describe.

Definition 13.95. Given two integers k,m > 1, the free solvable group of
derived length k with m generators is the quotient of the free group Fm by the
normal subgroup F (k)

m .
When k = 2 we call the corresponding group free metabelian group with m

generators.

Notation 13.96. In what follows we use the notation Sm,k for the free solvable
group of derived length k and with m generators. Note that Sm,1 is Zm .

Proposition 13.97 (Universal property of free solvable groups). Every solvable
group with m generators and of derived length k, is a quotient of Sm,k.

Proof. Let G be a solvable group of derived length k and letX be a generating
set of G of cardinality m. The map defined in Proposition 7.22 contains F (X)(k)

in its kernel, therefore it defines an epimorphism from the free solvable group Sm,k
to G. �

Our next goal is to define the Magnus embedding of the free solvable group
Sr,k+1 into the wreath product Zr o Sr,k. Since Zr o Sr,k is a semidirect product,
Remark 5.125, (2), implies that in order to define a homomorphism

Sr,k+1 → Zr o Sr,k
one has to specify a homomorphism π : Sr,k+1 → Sr,k and a derivation

d ∈ Der(Sr,k+1,
⊕
Sr,k

Zr).

Here we will use the following action of Sr,k+1 on
⊕

Sr,k
Zr: We compose π with

the action of Sr,k on itself via left multiplication.
To simplify the notation, we let F = Fr denote the free group on r generators

x1, . . . , xr. First, since F/F (m) = Sr,m for every m, and F (k+1) 6 F (k), we have a
natural quotient homomorphism

π : Sr,k+1 → Sr,k.
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We now proceed to construct the derivation d. We will use definitions and
results of Section 5.9.4. Note that

⊕
Sr,k

Zr is isomorphic (as a free abelian group)
to

M1 ⊕ . . .⊕Mr

where for every i, Mi = M = ZSr,k, the group algebra of Sr,k. Since Sr,k is the
quotient of F = Fr, every derivation ∂ ∈ Der(ZF,ZF ) projects to a derivation
(denoted ∂̂) in Der(ZF,ZSr,k). Thus, derivations ∂i ∈ Der(ZF,ZF ) introduced
in Section 5.9.4, projects to derivations ∂̂i ∈ Der(ZF,M). Furthermore, every
derivation ∂̂i ∈ Der(ZF,M) extends to a derivation di : ZF →⊕

Sr,k
Zr by

di : w 7→ (0, . . . , ∂̂i(w), . . . 0)

where we place ∂̂i(w) in the i-th slot. Since a sum of derivations is again a derivation,
we obtain a derivation

d = (∂̂1, . . . , ∂̂r) = d1 + . . .+ dr ∈ Der(ZF,
⊕
Sr,k

Zr).

For simplicity, in what follows, we denote F (k) by N and, accordingly, F (k+1)

by N ′. Thus, Sr,k = F/N and Sr,k+1 = F/N ′ .

Lemma 13.98. The derivation d projects to a derivation

d̄ ∈ Der(ZSr,k+1,
⊕
Sr,k

Zr).

Proof. Let us check that N ′ is in the kernel of d. Indeed, given a commutator
[x, y] with x, y in N , property (P3) in Exercise 5.121 implies that (by computing in
ZF )

∂i[x, y] = (1− xyx−1)∂ix+ x(1− yx−1y−1)∂iy .

Since both x, y ∈ N project to 1 in Sr,k, they act trivially on M = ZSr,k, it follows
that

(1− xyx−1) · ξ = 0 and x(1− yx−1y−1) · η = 0, ∀ξ, η ∈M.

Hence, di([x, y]) = 0 for every i and, thus, d([x, y]) = 0. Therefore, d(N ′) = 0
since the group N ′ is generated by commutators [x, y], x, y ∈ N . For arbitrary
g ∈ F, h ∈ N ′, we have

d(gn) = d(g) + g · d(n) = d(g).

Thus, the derivation d projects to a derivation d̄ ∈ Der((ZSr,k+1,
⊕

Sr,k
Zr),

d̄(gN ′) = d(g). �
Thus, according to Remark 5.125, the pair (d, π) determines a homomorphism

M : Sr,k+1 → Zr o Sr,k .
Theorem 13.99 (W. Magnus [Mag39]). The homomorphism M is injective;

M is called the Magnus embedding.

We refer to [Fox53, Section (4.9)] for the proof of injectivity ofM. Remarkably,
the Magnus embedding also has nice geometric features. The following theorem was
proven independently by A. Sale [Sal12, Sal15] and S. Vassileva [Vas12]:

Theorem 13.100 (A. Sale, S. Vassileva). The Magnus embedding is a quasi-
isometric embedding.
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Clearly, the Magnus embedding is a useful tool for studying free solvable groups
by induction on the derived length.

13.8. Solvable versus polycyclic

Proposition 13.101. Every polycyclic group G is solvable.

Proof. This follows immediately by the induction argument on the cyclic
length of G and Part (1) of Proposition 13.91. �

Definition 13.102. A group is said to be noetherian, or satisfies the maximal
condition if for every increasing sequence of subgroups

(13.12) H1 6 H2 6 · · · 6 Hn 6 · · ·
there exists N such that Hn = HN for every n > N .

Proposition 13.103. A group G is noetherian if and only if every subgroup of
G is finitely generated.

Proof. Assume that G is a Noetherian group, and let H 6 G be a subgroup
which is not finitely generated. Pick h1 = H \ {1} and let H1 = 〈h1〉. Inductively,
assume that

H1 < H2 < ... < Hn

is a strictly increasing sequence of finitely generated subgroups of H, pick hn+1 ∈
H \ Hn, and set Hn+1 = 〈Hn, hn+1〉. We thus have a strictly increasing infinite
sequence of subgroups of G, contradicting the assumption that G is Noetherian.

Conversely, assume that all subgroups of G are finitely generated, and consider
an increasing sequence of subgroups as in (13.12). Then H =

⋃
n>1Hn is a sub-

group, hence generated by a finite set S. There exists N such that S ⊆ HN , hence
HN = H = Hn for every n > N . �

Proposition 13.104. A solvable group is polycyclic if and only if it is noether-
ian.

Proof. The ‘only if’ part follows immediately from Parts (1) and (3) of Propo-
sition 13.73. Let G be a noetherian solvable group. We prove by induction on the
derived length k that G is polycyclic.

For k = 1 the group is abelian, and since, by hypothesis, G is finitely generated,
it is polycyclic.

Assume that the statement is true for k and consider a solvable group G of
derived length k + 1. The commutator subgroup G′ 6 G is also Noetherian and
solvable of derived length k. Hence, by the induction hypothesis, G′ is polycyclic.
The abelianization Gab = G/G′ is finitely generated (because G is, by hypothesis),
hence it is polycyclic. It follows that G is polycyclic by Proposition 13.73 (5). �

By Proposition 13.101 every nilpotent group is solvable. A natural question to
ask is to find a relationship between nilpotency class and derived length.

Proposition 13.105. (1) For every group G and every i > 0,

G(i) 6 C2iG.
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(2) If G is a k-step nilpotent group then its derived length is at most

[log2 k] + 1 .

Proof. (1) The statement is obviously true for i = 0. Assume that it is true
for i. Then

G(i+1) =
[
G(i), G(i)

]
6
[
C2iG,C2iG

]
6 C2i+1

G.

In the last inclusion we applied Proposition 13.62.
(2) follows immediately from (1). �

Remark 13.106. The derived length can be much smaller than the nilpotency
class: the dihedral subgroup D2n with n = 2k is k-step nilpotent and metabelian.

Exercise 13.107. If G1 is noetherian and G2 is virtually isomorphic to G1,
then G2 is also noetherian.

Remark 13.108. There are noetherian groups which are not virtually poly-
cyclic, e.g. Tarski monsters, which are finitely generated groups G, such that every
proper subgroup of G is cyclic, see [Ol′91a].

An instructive example of solvable group is the lamplighter group. This group
is the wreath product G = Z2 o Z in the sense of Definition 5.32.

Exercise 13.109. Prove that if K,H are solvable groups then K oH is solvable.
In particular, the lamplighter group G is solvable (even metabelian).

In view of Lemma 7.11, since wreath products of finitely generated are finitely
generated as well, the lamplighter group is finitely generated. On the other hand:

(1) Not all subgroups in the lamplighter group G are finitely generated: the
subgroup

⊕
n∈Z Z2 of G is not finitely generated.

(2) The lamplighter group G is not virtually torsion-free: For any finite-index
subgroup H 6 G, H ∩⊕n∈Z Z2 has finite index in

⊕
n∈Z Z2; in particular

this intersection is infinite and contains elements of order 2.

Both (1) and (2) imply that the lamplighter group is not polycyclic.

(3) The commutator subgroup G′ of the lamplighter group G coincides with
the following subgroup of

⊕
n∈Z Z2:

(13.13) C = {f : Z→ Z2 | Supp(f) has even cardinality} ,
where Supp(f) = {n ∈ Z | f(n) = 1}.

[NB. The notation here is additive, the identity element is 0.]

In particular, G′ is not finitely generated and the groupG is metabelian
(since G′ abelian).

We prove (3). First of all, C is clearly a subgroup. Note also that

(f,m)−1 = (−ϕ(−m)f,−m) ,

where ϕ is the action of Z on the space of functions f : Z → Z2 via shift: For
m ∈ Z,

ϕ(m) : f(x) 7→ f(x+m).
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If we think of functions f as biinfinite sequences, then ϕ(m) acts on a sequence via
shifting all the indices by m. A straightforward calculation gives

[(f,m), (g, n)] = (f − g − ϕ(n)f + ϕ(m)g , 0) .

Now, observe that either Supp(f) and Supp(ϕ(n)f) are disjoint, in which case
Supp(f −ϕ(n)f) has cardinality twice the cardinality of Supp f , or they overlap on
a set of cardinality k; in the latter case, Supp(f −ϕ(n)f) has cardinality twice the
cardinality of Supp f minus 2k. The same holds for Supp(−g + ϕ(m)g) . Since C
is a subgroup,

(f − g − ϕ(n)f + ϕ(m)g) = (f − ϕ(n)f − (g − ϕ(m)g)) ∈ C.
This shows that G′ 6 C.

Consider the opposite inclusion. The subgroup C is generated by functions
f : Z → Z2 ,Supp f = {a, b}, where a, b are distinct integers; thus, it suffices to
show that (f, 0) ∈ G′. Let δa : f : Z→ Z2 , Supp δa = {a}. Then

[(δa, 0), (0, b− a)] = (δa − ϕ(b− a)δa, 0) = (f, 0)

which implies that (f, 0) 6 G′.
We conclude this section by noting that, unlike polycyclic groups, solvable

groups may not be finitely presented. An example of such group is the wreath
product Z oZ [Bie79]. We refer to the same paper for a survey on finitely presented
solvable groups. Nevertheless, a solvable group may be finitely presented without
being polycyclic; for instance the Baumslag–Solitar group

G = BS(1, p) =
〈
a, b|aba−1 = bp

〉
is metabelian but not polycyclic (for |p| > 2). The derived subgroup G′ of G is
isomorphic to the additive group of p-adic rational numbers, i.e. rational numbers
whose denominators are powers of p. In particular, G′ is not finitely generated.
Hence, in view of Proposition 13.73, G is not polycyclic.

Exercise 13.110. Show that the group G = BS(1, p) is metabelian.

493





CHAPTER 14

Geometric aspects of solvable groups

In this chapter we discuss several geometric aspects of solvable groups:
• Distortion of subgroups in nilpotent groups.
• Growth of solvable groups: We will compute growth rates of nilpotent

groups and prove Milnor–Wolf theorem that a solvable group has polyno-
mial growth if and only if it is virtually nilpotent.

• Erschler’s examples establishing failure of quasiisometry invariance of the
class of (virtually) solvable groups.

• Theorems of Zassenhaus and Jordan dealing with discrete subgroups of
Lie groups. Jordan’s theorem shows that finite subgroups of GL(n,R)
contain abelian subgroups of uniformly bounded index.

Many of these results will play important role in the proof of Gromov’s theorem
on groups of polynomial growth.

14.1. Wolf’s Theorem for semidirect products Zn o Z

In this section we explain how to provide an affirmative answer to Question 8.86
in the case of semidirect products Zn o Z. This easy example helps to understand
the general case of polycyclic groups and the general Wolf’s Theorem.

Note that the semidirect product is defined by a homomorphism ϕ : Z →
Aut(Zn) = GL(n,Z), and the latter is determined by θ = ϕ(1), which is represented
by a matrix M ∈ GL(n,Z). Therefore the same semidirect product is also denoted
Zn oθ Z = Zn oM Z.

Proposition 14.1. A semidirect product G = Zn oM Z is
(1) either virtually nilpotent (when M has all eigenvalues of absolute value

1);
(2) or of exponential growth (when M has at least one eigenvalue of absolute

value 6= 1).

Remarks 14.2. (1) The group G = Zn oM Z is nilpotent if M has all
eigenvalues equal to 1 (see Case (1) of the proof of the proposition).

(2) The same is not in general true if M has all eigenvalues of absolute value
1. The group G = Z oM Z with M = (−1) is a counter-example: It
admits a quotient which is the infinite dihedral group and the latter is
not nilpotent. In this example, the group G = Z oM Z is polycyclic,
virtually nilpotent but not nilpotent. In particular, the statement (1) in
Proposition 14.1 cannot be improved to ‘G = Zn oM Z is nilpotent’.

Proof. Note that Zn oθN Z is a subgroup of finite index in G = Zn oθ Z
(corresponding to the replacement of the second factor Z by NZ). Thus, we may
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replace M by some power of M , and replace G with a finite-index subgroup. We
will retain the notation G and M for the finite-index subgroup and the power of
M . Then, the matrix M ∈ GL(n,Z) will have no non-trivial roots of unity as
eigenvalues. In view of Lemma 13.28, this means that for every eigenvalue λ 6= 1 of
M , |λ| 6= 1.

We have two cases to consider.

(1) We prove the statement by induction on n. For n = 0 there is nothing to
prove; we assume, therefore, that the statement holds for n− 1. The matrix M has
only eigenvalues equal 1. Lemma 13.27 then implies that there exists a finite series

{1} = Hn 6 Hn−1 6 . . . 6 H1 6 A = H0 = Zn

such that Hi ' Zn−i, each quotient Hi/Hi+1 is cyclic, the automorphism θ pre-
serves each Hi and induces the identity automorphism on Hi/Hi+1. Thus, θ acts
via the identity on Hn−1. In particular, the subgroup Hn−1 is central in G; the
automorphism θ projects to an automorphism θ̄ : Ā → Ā, Ā = A/Hn−1. The
automorphism θ̄ preserves the central series

{1} = H̄n−1 6 . . . 6 H̄1
∼= Zn−1,

(where H̄i = Hi/Hn−1) and induces trivial automorphism of each quotient

H̄i/H̄i+1
∼= Hi/Hi+1.

By the induction hypothesis, the group

Ḡ = Āoθ̄ Z ∼= G/Hn−1,

is nilpotent. Since central coextensions of nilpotent groups are again nilpotent
(Exercise 13.51), we conclude that the group G is nilpotent as well.

(2) Assume that M has an eigenvalue with absolute value strictly greater than
1. After replacing θ with its power θN if necessary, we may assume that the matrix
M has an eigenvalue with absolute value at least 2.

Lemma 13.29 applied to M implies that there exists an element v ∈ Zn such
that distinct elements s = (sk) ∈⊕k>0 Z2 define distinct vectors

s0v + s1Mv + . . .+ snM
kv + . . .

in Zn. With the multiplicative notation for the binary operation in G, the above
vectors correspond to distinct elements

gs = vs0(tvt−1)s1 · · · (tkvt−k)sk · · · ∈ G.
Now, consider the set ΣK of sequences s = (sk) for which sk = 0 , ∀k > K + 1.
Then the map

ΣK → G, s 7→ gs

is injective and its image consists of 2K+1 distinct elements gs. Assume that the
generating set of G contains the elements t and v. With respect to this generating
set, the word-length |gs| is at most 3K + 1 for every s ∈ ΣK . Thus, for every K
we obtain 2K+1 distinct elements of G of length at most 3K + 1, whence G has
exponential growth. �
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Remark 14.3. What remains to be proven is that the two cases in Proposition
14.1 are mutually exclusive, i.e. that a nilpotent group cannot have exponential
growth. We shall prove in Section 14.2 that nilpotent (hence virtually nilpotent)
groups have in fact polynomial growth. In the next section we compute growth for
the integer Heisenberg group H3(Z).

In order to analyze growth functions of solvable groups, we first have to discuss
distortion (see Section 8.9) of subgroups of solvable groups. This will be done in
sections 14.1.2 and 14.1.3.

14.1.1. Geometry of H3(Z). In this section we discuss in detail the geometric
concepts introduced so far in the case of the integer Heisenberg group

G = H3(Z) =

Uklm =

 1 k m
0 1 l
0 0 1

 ; k, l,m ∈ Z

 .

When convenient, we will also use the notation Uk,l,m instead of Uklm.

Exercise 14.4. (1) Show that the elements x = U100, y = U010, z = U001

generate G and satisfy the relation

[x, y] = z.

(2) Prove that Uklm = xkylzm−kl for every k, l,m ∈ Z. This in particular
shows that every element of G can be written as xkylzm with k, l,m ∈ Z,
and that this decomposition is unique for every element (since it is entirely
determined by its matrix entries).

(3) Prove that [xk, yl] = zkl.

We let S denote the generating set {x, y} of G, and let |g| denote the distance
distS(1, g), g ∈ G.

Exercise 14.5. Use Part 3 of Exercise 14.4 to show that

(14.1) |xkylzm| 6 |k|+ |l|+ 4
√
|m|+ 1 .

Lemma 14.6. The group G has the presentation

〈X,Y, Z|[X,Y ] = Z, [X,Z] = [Y,Z] = 1〉 .
Proof. The group H = 〈X,Y, Z|[X,Y ] = Z, [X,Z] = [Y, Z] = 1〉 has a homo-

morphism φ to G defined by

φ(X) = x, φ(Y ) = y, φ(Z) = z.

We verify that φ is an isomorphism. To this end, consider the commutative
diagram

1 - 〈Z〉 - H
ab - Z2 - 1

1
?

- 〈z〉

η

?
- G

φ

? ab - Z2

ψ

?
- 1

?

where the homomorphisms ab : H → Hab ' Z2 and ab : G → Gab ' Z2 are the
abelianization homomorphisms. We leave it to the reader to check that η and ψ
are isomorphisms and to conclude from this that φ is an isomorphism as well. �
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By abusing the notation, we will continue to use the letters x, y for the images
of the generators x, y ∈ S under the abelianization homomorphism G → Gab. We
will identify the Cayley graph of Gab (with respect to the generating set {x, y})
with the coordinate grid in the plane R2. We will use the coordinates X,Y in the
plane so that the generators x, y correspond to the vectors (1, 0), (0, 1) respectively.

Each word w = w(x, y), representing the identity element of Gab, defines a
piecewise-linear oriented loop Lw in the plane, with edges of the unit length, where
every edge is parallel to one of the coordinate axes; the loop Lw starts and ends at
the origin. This loop, treated as 1-cycle in R2, bounds a 2-chain D in R2 and we
define the signed area a(w) = a(Lw) as the integralˆ

D

dXdY.

This integral, is, of course, independent of the choice of D. For instance,

a(xpyqx−py−q) = pq.

Exercise 14.7. Show that

4
√
a(w) 6 length(Lw).

In the following lemma we describe a procedure of converting a word w(x, y, z)
into a normal form xkylzm; this is the simplest case of the similar process used
in Section 14.1.3 for the proof of Proposition 14.20. Note that the redundant
generating set {x, y, z} for the group G, will be called a closed lcs generating set in
Section 14.1.3.

Lemma 14.8. If w = w(x, y) represents the element zm ∈ G, then
m = a(w).

Proof. We will convert w to its normal form zm by inductively moving all
the letters x±1 to the left and the letters z±1 to the right. The induction is on the
number of inversions in the word w, i.e. occurrences of letters y±1 to the left of
the letters x±1.

If w has the form
yqxpu(x, y),

we convert it to the word
xpyqz−pqu(x, y)

and then to
xpyqu(x, y)z−pq

using the fact that z is a central element of G. If Lw = ∂D and w′ denotes
xpyqu(x, y), then Lw′ is bounded by the sum of two chains:

D +Q,

where Q is represented by the oriented rectangle bounding the loot Lc,

c = xpyqx−py−q.

In particular,
pq = a(Q)

and, hence,
a(w) = a(w′)− pq.
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The word w′ has less inversions than w and, hence, inductively, we obtain:

w′ =G za
′
, a′ = a(w′).

Since
zm =G w =G w′z−pq

we obtain
m = a′ − pq = a(w).

The case when the word w has the form

xpyqxrv(x, y)

is similar (we commute the elements yq, xr instead) and is left to the reader. �

Since length(w) > 4
√
|m|, we conclude that

4
√
|m| 6 |zm| 6 4

√
|m|+ 1,

and, hence,

4
√
|m| 6 |zm| 6 8

√
|m|,

In other words, the central subgroup 〈z〉 in G has quadratic distortion.

We now consider words w = w(x, y) representing arbitrary elements g of G.
Suppose that g projects to xpyq ∈ Gab. Then the word

w′ = wy−qx−p

represents the identity element of Gab and, hence (by the lemma),

w′ =G za, a = a(w′).

It follows that
g = xpyqza.

We obtain:

Corollary 14.9. If w(x, y) represents xkylzm ∈ G, then:
1. w represents the product xkyl ∈ Gab and, more importantly,
2. m = a(w′), where w′ = wy−lx−k.
3.

|w| > max(|k|+ |l|,
√
|m|) > 1

2
(|k|+ |l|+

√
|m|).

Corollary 14.10. 1. For each n ∈ N the map

ϕn : x 7→ xn, y 7→ yn

defines an endomorphism of G, such that

(14.2) ϕn(Uk,l,m) = Unk,nl,n2m

and |G : ϕn(G)| = n4.
2. The endomorphism ϕn is expanding for each n > 8, see Section 8.7 for the

definition.
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Proof. 1. We will check the equation (14.2) and leave the rest to the reader.
The endomorphism ϕn descends to the endomorphism of the abelianization

ϕ̄n : 〈x〉 ⊕ 〈y〉 7→ 〈xn〉 ⊕ 〈yn〉 ,

which implies that ϕn sends Uk,l,m to Unk,nl,p for some p. It remains to compute
p. The endomorphism ϕ̄n extends to the dilation v 7→ nv of R2, which scales all
length by n and all the areas by n2. Therefore, ϕn sends each word w = w(x, y) to
a word of the signed area

n2a(w).

Now, the claim follows from Corollary 14.9.
2. To verify the expansion property, note that

|Uk,l,m| 6 |k|+ |l|+ 4
√
|m|+ 1

while
|ϕn(Uk,l,m)| > (|nk|+ |nl|+ n

√
|m|)/2.

Hence, for each n > 8, there exists c > 1 such that for all g ∈ G \ {1},

|ϕn(g)| > c|g|,

which means that ϕn is expanding. �

We next compute the growth function of the group G:

Lemma 14.11. GG(n) � n4.

Proof. We first note that the box

Bn := {Uklm : −n 6 k, l,6 n,−n2 + 1 6 m 6 n2 − 1}

contains at least 4n2(n2 − 1) elements and each Uklm ∈ Bn satisfies

|Uklm| 6 2n+ 4
√
n2 = 6n.

Thus, for all n > 2, the ball B(1, 6n) ⊂ G contains at least 3n4 elements and, hence
the growth function of G satisfies

n4 � GG(n).

We next estimate the growth of G from above. The image of the ball B(1, n) ⊂ G
under the abelianization homomorphism f : G → Gab equals the ball B(1, n) ⊂
〈x〉 ⊕ 〈y〉. The latter has 4n2 + 1 elements. Sicne each Uklm ∈ B(1, n) satisfies

n >
√
|m|,

it follows that
f−1(xkyl) ∩B(1, n)

contains at most 2n2 + 1 elements. Thus, the ball B(1, n) ⊂ G has cardinality at
most

(4n2 + 1)(2n2 + 1)

and GG(n) - n4. �
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14.1.2. Distortion of subgroups of solvable groups.

Lemma 14.12. Let G = Zm oM Z, where M ∈ GL(m,Z).
If M has an eigenvalue with absolute value different from 1 then

(14.3) ∆Zm
G (n) � en .

Proof. Note that (14.3) is equivalent to the existence of constants b > a > 1
and ci > 0, i = 1, 2, such that for every n ∈ N,

(14.4) c1a
n 6 ∆Zm

G (n) 6 c2bn .

Lower bound. There exists N such thatMN has an eigenvalue with absolute value
at least 2. According to Proposition 8.98, we may replace in our arguments the
group G by the finite-index subgroup Zmo (NZ). Thus, without loss of generality,
we may assume that M has an eigenvalue with absolute value at least 2.

Lemma 13.29 implies that there exists a vector v ∈ Zm such that the map

Zk+1
2 → Zm

s = (sn) 7→ s0v + s1Mv + . . .+ skM
kv

is injective. If we denote by t the generator of the factor Z and we use the multi-
plicative notation for the operation in the group G, then the element

ws = s0v + s1Mv + . . .+ skM
kv ∈ Zm

can be rewritten as
ws = vs0(tvt−1)s1 · · · (tkvt−k)sk .

Thus we obtain 2k+1 elements of Zm of the form ws, and if we assume that t and
v are in the generating set defining the metric, the length of all these elements is
at most 3k + 1.

In the subgroup Zm we consider the generating set X = {ei | 1 6 i 6 m},
where ei is the i-th element in the canonical basis. Then for every w ∈ Zm,
|w|X = |w1|+ · · ·+ |wm|, i.e. |w|X = ‖w‖1, where ‖ ‖1 denotes the `1–norm on Rm.

Define the number

r = max{‖ws‖1 : s = (sn) ∈ Zk+1
2 } .

The ball in (Zm, ‖ ‖1) with center 0 and radius r contains all the products ws, i.e.
2k+1 elements, whence rm � 2k+1, and r � ak1 , where a1 = 2

1
m .

We have thus obtained that ∆Zm
G (3k + 1) � ak1 , whence ∆Zm

G (n) � an, where
a = a

1
3
1 .

Upper bound. Consider the generating set X = {ei | 1 6 i 6 m} in Zm and the
generating set S = X ∪ {t} in G. Let w be an element of Zm such that |w|S 6 n.
It follows that

(14.5) w = tk0v1t
k1v2 · · · tk`−1v`t

k` ,

where kj ∈ Z, k0 and k` possibly equal to 0 but all the other exponents of t are
non-zero, vj ∈ Zm, and ∑̀

j=0

|kj |+
∑̀
j=1

‖vj‖1 6 n .

We may rewrite (14.5) as
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(14.6)
w =

(
tk0v1t

−k0) (tk0+k1v2t
−k0−k1) · · · (tk0+...+k`−1v`t

−k0−...−k`−1
)
tk0+...+k`−1+k` .

The uniqueness of the decomposition of every element in G as wtq with w ∈
Zm and q ∈ Z, implies that k0 + .. + k`−1 + k` = 0. With this correction, the
decomposition in (14.6), rewritten with the additive notation and using the fact
that tkvt−k = Mkv for every v ∈ Zm, is as follows

w = Mk0v1 +Mk0+k1v2 + · · ·+Mk0+...+k`−1v` .

Let α+ be the maximum among absolute values of the eigenvalues of M , α−
be the maximum of absolute values of eigenvalue of M−1; set α = max(α+, α−).

In GL(m,C) the matrixM can be written as PDUP−1, where D is diagonal, U
is upper triangular with entries 1 on the diagonal and DU = UD (the multiplicative
Jordan decomposition of M).

Then Mk = PDkUkP−1, and ‖Mk‖ 6 λ‖Dk‖‖Uk‖ 6 λ′α|k|km 6 µβ|k|, for an
arbitrary β > α and all sufficiently large values of k. Therefore,

‖w‖1 � ‖Mk0‖ ‖v1‖1 + ‖Mk0+k1‖ ‖v2‖1 + · · ·+ ‖Mk0+..+k`−1‖ ‖v`‖1 �

β|k0| ‖v1‖1 + β|k0|+|k1| ‖v2‖1 + · · ·+ β|k0|+..+|k`−1| ‖v`‖1 � βn n � β2n .

We thus conclude that ∆Zm
G (n) � β2n . �

Example 14.13. Let G :=
〈
a, b : aba−1 = bp

〉
, p > 2. Then the subgroup

H = 〈b〉 is exponentially distorted in G.

Proof. To establish the lower exponential bound note that:

gn := anba−n = bp
n

,

hence dG(1, gn) = 2n+ 1, dH(1, gn) = pn, hence

∆H
G (R) > p[(R−1)/2].

We will leave the upper exponential bound as an exercise. �

Exercise 14.14. Consider the group

G =

{(
a b
0 1

)
; a = 2n , b =

m

2k
, n,m, k ∈ Z

}
.

Note that G has a finite generating set consisting of matrices d =

(
2 0
0 1

)
and u =

(
1 1
0 1

)
.

(1) Prove that the group G has exponential growth.

(2) Prove that the cyclic subgroup generated by u has exponential distortion.
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14.1.3. Distortion of subgroups in nilpotent groups. The goal of this
section is to estimate the distortion function ∆H

G of subgroups H 6 G of nilpotent
groups. These estimates will be used in the proof of the Bass–Guivarc’h Theorem
(Theorem 14.26).

Lemma 14.15. Let G be a finitely generated nilpotent group of class N and let
CNG be the last non-trivial term in its lower central series. If S is a finite set of
generators for G and g is an arbitrary element in CNG then there exists a constant
λ = λ(S, g) such that

|gn|S 6 λn
1
N for every n ∈ N .

Proof. We argue by induction on N . The statement is clearly true for N = 1.
Assume that it is true for N and consider G, an (N + 1)–step nilpotent group.

Note that CNG is central in G, in particular it is abelian. The subgroup CNG
has a finite set of generators of the form [s, c], with s ∈ S and c ∈ CN−1G (e.g., we
can take as generators of CNG the inverses ofN–fold left commutators of generators
of G, see Lemma 13.44). Since CNG is abelian, it suffices to prove the statement
of lemma for g equal to one of these generators [s, c].

The formulae (3) and (4) in Lemma 13.30, imply that for every x, x′ ∈ G and
y, y′ ∈ CN−1G we have

(14.7) [x, yy′] = [x, y][x, y′] and [xx′, y] = [x, y][x′, y] .

Here we used the fact that CNG is central in G to deduce that [y, [x, y′]] = 1
and [x, [x′, y]] = 1, and to swap [x, y] and [x′, y].

In particular

(14.8) [x, ya] = [x, y]a and [xb, y] = [x, y]b .

Given n, we let q denote the smallest integer such that q > n
1
N . Note that our

goal is to show that |[s, c]n|S is bounded by λ q for a suitable choice of λ.

There exist two positive integers a, b such that n = aqN−1+b and 0 6 b < qN−1;
moreover, n < qN implies that a < q. The formulas in (14.8) then imply that

[s, c]n =
[
sa, cq

N−1
] [
s, cb

]
.

The induction hypothesis applied to the group G/CNG (where the finite gener-
ating set of the quotient is the image of S), and to the element c ∈ CN−1G, implies
that cq

N−1

= k1z1 and cb = k2z2, where |ki|S 6 µq, for a constant µ = µ(S, c), and
zi ∈ CNG, for i = 1, 2.

The formulas (14.7) imply that for every x ∈ G, [x, kizi] = [x, ki]. Therefore

[s, c]n = [sa, k1] [s, k2] ,

whence [s, c]n has S-length at most

2(a+ µq) + 2(1 + µq) 6 4(1 + µ)q 6 8(1 + µ)n
1
N .

Thus, we can take λ = 8(1 + µ). �
Corollary 14.16. Let G be a finitely generated nilpotent group of class N and

let H := CNG be the last non-trivial term in its lower central series. Then:
(1) The restriction of the distance function from G to H satisfies

distG(1, g) � distH(1, g)
1
N , g ∈ H.
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(2) If H is infinite then its distortion function satisfies ∆H
G (n) � nN .

Proof. The group H = CNG is abelian, hence isomorphic to Zm×F for some
m ∈ N and a finite abelian group F . Let {t1, . . . , tm} be a basis for Zm and let
τ1, . . . , τq be the respective generators of the cyclic factors of F . We consider the
word metric in H corresponding to the generating set {t1, . . . , tm, τ1, . . . , τq}. Take
the shortest word w in this generating set representing g,

g = tα1
1 · · · tαmm τβ1

1 · · · τβqq .

Then

(14.9) distH(1, g) =

m∑
i=1

|αi|+
q∑
j=1

|βj | .

Let D denote the diameter of the finite group F with respect to distS and let

λ := max
i
λ(S, ti),

where λ(S, ti) is as in Lemma 14.15. Then:

(14.10) |g|S 6
m∑
i=1

|tαii |S + |τβ1

1 · · · τβqq |S 6 λ
m∑
i=1

|αi|
1
N +D .

Now, the statement (1) follows from (14.9) and (14.10). The statement (2) is
an immediate consequence of (1). �

Our next goal is to prove the inequalities opposite to those in Corollary 14.16.

Lemma 14.17. Let X be a finite generating set for a nilpotent group G. There
exists a finite generating set X̂ containing X such that:

(i) X̂ has the following two properties:
1. For every x, y ∈ X̂, [x, y] ∈ X̂.
2. Whenever x ∈ X̂ ∩CiG projects to an element of finite order d in

CiG/Ci+1G, we have xd ∈ X̂.

(ii) Every set Y containing X and satisfying properties 1 and 2 contains X̂.

Proof. (i) We define inductively on i > 1 finite subsets Ti ⊂ CiG. Let
T1 = X. The set T2 will be composed of all the commutators of elements of T1,
and of all the powers xd of elements x ∈ T1 contained in some CkG \ Ck+1G and
projecting to an element of order d <∞ in CkG/Ck+1G. Clearly T2 ⊂ C2G.

Assume that we have defined T1, . . . , Ti. We choose Ti+1 to consist of all the
commutators [x, y] and [y, x] with x ∈ Ti and

y ∈
i⋃

r=1

Tr ,

and of all the powers xd of elements x ∈ Ti contained in some CkG \ Ck+1G and
projecting to an element of finite order d in CkG/Ck+1G. The inclusion Ti ⊂ CiG
implies that Ti+1 ⊂ Ci+1G.

We then take
X̂ :=

⋃
i>1

Ti.
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Given x, y ∈ X̂ there exists i 6 j such that x ∈ Ti and y ∈ Tj (or the other
way around), which implies that [x, y] ∈ Tj+1.

Every element z ∈ X̂∩CkG projecting onto a non-trivial element of finite order
d in CkG/Ck+1G must be contained in some Ti, therefore zd ∈ Ti+1.

(ii) Let Y be a set containing X and satisfying properties 1 and 2. Then
Y must contain T2 and an easy induction on i > 1 will show that Y must contain
each Ti, and hence X̂. �

Definition 14.18. Let G be a finitely generated nilpotent group. We call a
finite generating set S of G an lcs–generating set (where lcs stands for the ‘lower
central series’) if for every i > 1, the subset F i(S) := S ∩ CiG generates CiG. For
such a generating set, we denote by Fi(S) the complement F i(S) \ F i+1(S). We
say that an lcs–generating set T of G is closed if T = T̂ , where T̂ is defined as in
Lemma 14.17.

Note that for any generating set X, the set X̂ is a closed lcs-generating set,
according to Lemma 13.44. Observe also that the projection of an lcs-generating
set to each quotient G/CiG is again an lcs-generating set.

Definition 14.19. If G is a finitely generated nilpotent group and S is an
lcs–generating set of G, then for any word w in S ∪ S−1 we define its length
|w|S as usual and its m–length |w|m as the number of occurrences of letters from
Fm(S) ∪ (Fm(S))−1 in the word w. The lcs–length of a word w is the finite se-
quence (|w|1, . . . , |w|N ), where N is the class of G. An element g in G is said to
have lcs–length at most (r1, .., rN ),

lcsS(g) 6 (r1, . . . , rN ),

if g can be expressed as a word in S∪S−1 of lcs–length (m1, . . . ,mN ), with mi 6 ri
for all i, 1 6 i 6 N .

We are now ready to prove the following:

Proposition 14.20. Let G be a finitely generated nilpotent group of class N
and let H := CkG, k 6 N . Then:

(1) For g ∈ H, the distance function satisfies

distH(1, g) � distG(1, g)N .

(2) The distortion function ∆H
G (n) of H in G satisfies

∆H
G (n) � nN .

(3) Moreover, when H = CNG,

∆H
G (n) � nN .

The statement (2) is an immediate consequence of (1), while (3) follows from
the relation distG(1, g)N � distH(1, g) proven for H = CNG in Corollary 14.16,
(1).

In what follows we prove distH(1, g) � distG(1, g)N , for g an arbitrary element
in a subgroup H = CkG. The main step in the proof is the following lemma.
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Lemma 14.21. Let G be a finitely generated nilpotent group of class N with a
closed lcs generating set S. Then there exists a sequence of closed lcs–generating
sets S(k) of the group G, k = 1, . . . , N , such that the following holds:

For every pair of numbers λ > 1, r > 1 and every element g ∈ CkG with
lcsS(g) 6 (λr, λr2, . . . , λrN ), we have:

(I)

lcsS(k)(g) 6

0, . . . , 0︸ ︷︷ ︸
k−1

, λkr
k, λkr

k+1, . . . , λkr
N

 ,

where λk depends only on S and on λ ;

(II) furthermore, for k = N , the standard word length satisfies

|g|S(N) 6 λNrN .

Proof. We construct the generating sets S(k), k = 1, . . . , N by induction on
k. For k = 1 we simply take S(1) = Ŝ.

We describe only the induction step 1→ 2, since the general induction n→ n+1
is identical (replacing G = C1G with CnG). We also verify the inequality

lcsS(2)(g) 6 (0, λ2r
2, λ2r

3, . . . , λ2r
N ).

Part (II) will be an immediate corollary of Part (I).

Step 1: Construction of the generating sets. Our goal is to define (given
a generating set S(1) and a number λ > 1) a new closed lcs-generating set S(2) for
G and a constant λ2 such that, whenever g ∈ C2G satisfies

lcsS(1)(g) 6 (λr, λr2, ..., λrN ), for some r > 1,

we also have

(14.11) lcsS(2)(g) 6 (0, λ2r
2, . . . , λ2r

N ).

Consider a list of elements in G,

A = {t1, . . . , tm},
that projects to a standard generating set of the abelianization Gab = G/G′ =
G/C2G (see Definition 13.14).

We take first a new generating set constructed as follows: Z = A ∪ F 2
(
S(1)

)
,

and then its closure S(2) = Ẑ. In S(2) we have thus replaced F1

(
S(1)

)
with A,

and added to F 2
(
S(1)

)
powers tdii of the elements ti in A that project to standard

generators of finite order di in Gab, and commutators with elements from A or with
powers tdii as described above. For an element g with

lcsS(1)(g) 6 (r1, . . . , rN ),

we can deduce that
lcsS(2)(g) 6 (ρ1, . . . , ρN ),

where ρ1 6 ηr1, and ρi 6 ri + ηr1, with η a constant depending on S(1) and on A.
In particular, an inequality of the form

lcsS(1)(g) 6 (λr, . . . , λrN ), for some r > 1

will be preserved for S(2), with λ increased but independent of r.
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Let g ∈ C2G be an element satisfying an inequality as above, for S(1), hence
with an increased λ for S(2). Let w0 be a word in S(2) representing g and such that
|w0|i 6 λri. Our next goal is to modify w0 and create a different word representing
g that would justify the inequality (14.11).

For simplicity, we assume that all the letters t1, . . . , tm appear with at least
one positive or negative power in w0, otherwise we would have to replace in the
argument below this sequence of letters by the finite subsequence tq1 , . . . , tqu of the
letters that actually appear in w0, with either positive or negative power, with the
rest of the proof carried almost verbatim.

Let `i denote the number of times the letters t±1
i appear in w0 and let ` denote

|w0|1. We have that `1 + . . .+ `m = `.
By induction on 0 6 j 6 `1 we construct a word wj such that
(i) wj = t

αj
1 uj with |αj | 6 j;

(ii) in uj , t±1
1 occur `1 − j times;

(iii) |wj+1|1 6 |wj |1, |wj+1|2 6 |wj |2 + 1 and for every 3 6 k 6 N , |wj+1|k 6
|wj |k + |wj |k−1.

Let us explain how wj+1 is obtained from wj (the initial step, for j = 0, is
similar). We consider the left-most occurrence of a letter t = t±1

1 in the word uj ,
and move it to the left using the formulas

xt = tx
[
x−1, t−1

]
.

Whenever we see the product t1t−1
1 or t−1

1 t1, we cancel these generators. If t1
projects to a generator of order d1 in Gab, and, at some point of the process, we
see a d1-fold product

t1 . . . t1︸ ︷︷ ︸
d1 times

,

we replace this product with the generator td11 ∈ F 2(S(2)).
Once we finish the induction process with j = `1, we continue with another

induction for `1 ≤ j ≤ `1 + `2, and move the letters t±1
2 as far left as possible,

but not beyond the power t1 constructed earlier. We then proceed inductively for
t±1
2 , . . . , t±1

m , and obtain thus a sequence of words wj with j ≤ `1 +`2 + · · ·+`m = `.
In the end of the induction process, we convert w0 to a word w` of the form

tε11 . . . tεmm w′,

where w′ is a word in the alphabet F 2
(
S(2)

)
∪
[
F 2
(
S(2)

)]−1
and, whenever tj

projects to an element of finite order dj in Gab, we have

0 6 εj < dj .

Since the set F1

(
S(2)

)
projects to a standard generating set of Gab and g ∈ C2G,

it follows that
tε11 . . . tεmm = 1

in G; thus, the element g ∈ G is represented by the word w′.

Step 2: Estimating the lcs-length of the word w′.

Using (iii) we obtain that for every i = 1, . . . , N , and j = 1, . . . , `,

(14.12) |wj |i 6
a∑
s=0

(
j
s

)
|w0|i−s
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where a = min(i− 1, j). The induction step follows from the formula(
j
s

)
+

(
j

s− 1

)
=

(
j + 1
s

)
.

Since |w0|i−s 6 λri−s and (
j
s

)
6 js 6 `s 6 λsrs,

we obtain:

|wj |i 6
a∑
s=0

`sλri−s 6
a∑
s=0

λsrsλri−s 6 λ
(

a∑
s=0

λs

)
ri 6 (a+ 1)λa+1ri.

In particular, for 2 6 i 6 N ,

|w′|i 6 |w`|i 6 (a+ 1)λa+1ri 6 λ2r
i ,

where
λ2 = NλN .

As we observed before, the construction of the generating sets S(i) is similar,
we note that for g ∈ Ci+1G the inequality

lcsS(i)(g) 6 (0, . . . , 0︸ ︷︷ ︸
i−1

, λir
i, λir

i+1, . . . , λir
N )

implies
lcsS(i+1)(g) 6 (0, . . . , 0︸ ︷︷ ︸

i

λi+1r
i+1, λi+1r

i+2, . . . , λi+1r
N ).

This finishes the proof of (I). In particular, for g ∈ CNG, we have

|g|S(N) 6 λNrN ,
where λN is independent of r and g. �

Now, we can conclude the proof of Proposition 14.20. We start with an lcs–
generating set S of G. Let g be an arbitrary element in CkG, with 1 6 k 6 N , and
let |g|S = r. For S(1) = Ŝ, we can write

lcsS(1)(g) 6 (r, r, . . . , r) 6 (r, r2, . . . , rN ).

Applying Lemma 14.21, we obtain a new lcs generating set T := S(k) of G such
that

lcsT (g) 6 (0, . . . , 0︸ ︷︷ ︸
k−1

, λkr
k, . . . , λkr

N ).

It follows that
|g|Fk(T ) 6 λkNrN 6 λkN |g|NS .

�

Proposition 14.20 generalizes to all subgroups:

Proposition 14.22. Let G be a finitely generated nilpotent group of class N .
Then, for every subgroup H in G,

∆H
G (n) � nγ ,

where γ = N !.
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Proof. We will first prove a general lemma about distortion of subgroups.
Suppose that we have a commutative diagram of finitely generated groups where
the horizontal sequences are short exact and the vertical arrows are injective:

1 - H ′ - H
ψ - H ′′ - 1

1 - G′

f ′
6

- G

f

6

φ - G′′

f ′′
6

- 1

We will, henceforth, identify H ′, H,H ′′ with subgroups of G′, G,G′′ respec-
tively. We let X,Y denote finite symmetric generating sets of G,H respectively,
such that f(Y ) ⊂ X, X ′ = X ∩ G′, X ′′ = φ(X), Y ′′ = ψ(Y ), Y ′ = Y ∩ H ′ are
generating sets of the respective groups.

Lemma 14.23.
∆H
G (m) 6 2∆H′

G′ ◦∆G′
G (2∆H′′

G′′ (m)).

Proof. We take h ∈ H such that |f(h)|X = m. Then

|φ(f(h))|X′′ 6 m.
The distortion bound on the inclusion H ′′ ↪→ G′′ yields the existence of a word

w′′ in the alphabet Y ′′ whose length is

|w′′|Y ′′ 6 ∆H′′
G′′ (m),

such that w′′ represents the projection ψ(h). We lift w′′ to a word w̃′′ in Y and let
h̃′′ ∈ H be the element represented by w̃′′. The product

h′ := h · (h̃′′)−1,

belongs to the subgroup H ′. We would like to bound the norm |h′|Y ′ from above
using the distortion function

∆H′
G′ .

To this end, consider the word v′′ = f ′′(w′′) (in the alphabet X ′′) and its lift ṽ′′

(in the alphabet X); the latter word represents the element f(h̃′′) ∈ G. Clearly, v′′
has length 6 ∆H′′

G′′ (m). We have

f ′(h′) = f(h) · f(h̃′′)−1,

which implies that

|f ′(h′)|X 6 |f(h)|X + |ṽ′′| 6 m+ ∆H′′
G′′ (m).

Therefore,
|f ′(h′)|X′ 6 ∆G′

G (m+ ∆H′′
G′′ (m)),

and, hence,
|h′|Y ′ 6 ∆H′

G′

(
∆G′
G (m+ ∆H′′

G′′ (m))
)
.

By putting the inequalities together, we obtain

|h|Y 6 |w′′|Y ′′ + |h′|Y ′ 6 ∆H′′
G′′ (m) + ∆H′

G′

(
∆G′
G (m+ ∆H′′

G′′ (m))
)
.

Since each distortion function ∆B
A satisfies

∆B
A(k) > k,
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we obtain:
|h|Y 6 2∆H′

G′

(
∆G′
G (2∆H′′

G′′ (m))
)
,

as required. �
With this lemma in mind, we will now prove the proposition by induction on

the nilpotency class N of G. The statement is obviously true for N = 1 since
subgroups of abelian groups are undistorted. Assume that proposition holds for N
and consider a subgroupH in a group G of nilpotency classN+1. Set G′ = CN+1G,
H ′ := H ∩ G′ and let G′′ = G/G′, H ′′ = H/H ′, the projection of H into G′′. We
have (for suitable finite generating sets):

∆H′′
G′′ (m) 6 C1m

N !,

for some constant C1, by the induction hypothesis. We also have

∆H′
G′ (s) = s,

since subgroups of abelian groups are undistorted, and

∆G′
G (t) 6 C2 · tN+1

(by Proposition 14.20). Now, we can write

∆H
G (m) 6 2C2

(
2C1m

N !
)N+1

= 2N+2C2C
N+1
1 m(N+1)!. �

In fact, a stronger statement holds:

Theorem 14.24. For every infinite subgroup H in a finitely generated nilpotent
group G there exists a rational positive number α such that

∆H
G (n) � nα .

Theorem 14.24 was originally proven by M. Gromov in [Gro93] (see also
[Var99]); later on, an explicit computation of the possible exponents α was es-
tablished by D. Osin in [Osi01]. More precisely, given an element of infinite order
h in a nilpotent group G, its weight in G, νG(h), is the defined as the maximal i
such that 〈h〉 ∩ CiG 6= {1}. The exponent α in Theorem 14.24 is the maximum of
the fractions

νG(h)

νH(h)

over all elements h ∈ H of infinite order.

Another interesting consequence of Lemma 14.21 is a control on the exponents
of the bounded generation property for nilpotent groups.

Proposition 14.25 (Controlled bounded generation for nilpotent groups). Let
G be a finitely generated nilpotent group of class N . For each i we let

Si = {ti1, . . . , tiqi} ⊂ CiG
be a subset projecting bijectively to a standard generating set of the abelian group
CiG/Ci+1G . Define

S =

N⋃
i=1

Si
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(thus, S is an lcs–generating set of G). Then every element g ∈ G can be written
as a product

g =

N∏
i=1

tmi1i1 · · · t
miqi
iqi

,

so that:
1. mij ∈ Z and 0 6 mij < dij, if dij < ∞ is the order of the projection of tij

to CiG/Ci+1G .
2. |mi1|+ . . .+ |miqi | 6 C|g|iS , for every i ∈ {1, . . . , k} , , where C is a constant

depending only on G and on S.

Proof. We argue by induction on the class N . For N = 1 the group is abelian
and the statement is obvious. Assume that the statement is true for the class N−1
and let G be a nilpotent group of class N > 2. Let Si and S be as in the statement
of the proposition, and let g be an arbitrary element in G. The induction hypothesis
implies that g = pc, where c ∈ CNG and

p =

N−1∏
i=1

tmi1i1 · · · t
miqi
iqi

,

where mij ∈ Z are such that 0 6 mij < dij (if the order dij is finite) and

(14.13) |mi1|+ . . .+ |miqi | 6 C|g|iS ,
for every i ∈ {1, .., k}, where C is a constant depending only on G and S.

Then, by the inequalities (14.13), the element c = p−1g in CNG has lcs–length
with respect to S at most (λr, λr2, . . . , λrN ), where r = |g|S and λ = C + 1 .
Without loss of generality, we may assume that S is replaced by its closure Ŝ, since
taking the closure only decreases the lcs-length.

Lemma 14.21 then implies that there exists a new generating set T of G, (de-
termined by S), such that

lcsT (c) 6 (0, ..., 0, µrN ),

where µ only depends on T . By the construction of this generating set, T ∩ CNG
is a generating set of the abelian group CNG. Thus

c = tmN1

N1 · · · t
mNqN
NqN

,

where
|mN1|+ . . .+ |mNqN | 6 η|c|T∩CNG 6 ηµrN ,

where η depends only on S and on T . Now, the assertion follows by combining the
product decompositions of p and c. �

14.2. Polynomial growth of nilpotent groups

Let G be a finitely generated nilpotent group and d = d(G) is the homogeneous
dimension of G, see Definition 13.46.

Theorem 14.26 (Bass–Guivarc’h Theorem). The growth function of G satisfies

(14.14) GG(n) � nd .

511



Proof. In the proof below, mi is the free rank of CiG/Ci+1G; the constants
λi depend only on the generating set of the group G. We will use the notation
BG(1, r) to denote the r-ball in the group G centered at 1 ∈ G, with respect to the
word metric defined by a suitable finite generating set of G.

We argue by induction on the class k of nilpotency of G. For k = 1, d = m1,
the group G is abelian of free rank d and the statement is obvious.

Assume that the statement holds for k − 1 and consider G of nilpotency class
k > 2; let H = CkG be the last non-trivial subgroup in the lower central series of
G. Let d1 := d− kmk be the dimension of G/H.

If H is finite then mk = 0 and we apply the induction hypothesis for G/H;
since G and G/H have equivalent growth functions the result follows.

We now assume that H is infinite, i.e. mk > 1. Fix a finite generating set S of
G and use its projection as the generating set of G/H.

Lower bound. By our choice of generating sets, the ball BG(1, r) maps onto the ball
BG/H(1, r) under the projection G → G/H. The induction hypothesis applied to
G/H implies that there exists λ1 for which

N = card (BG/H(1, n)) > λ1n
d1 .

Let {g1, . . . , gN} ⊂ BG(1, n) denote the preimage of BG/H(1, n). Since the abelian
group H has growth function tmk , and, according to Part (1) of Corollary 14.16,
(for some µ independent of n)

BG(1, n) ∩H ⊃ BH(1, µnk),

we conclude that
card (BG(1, n) ∩H) > λ2n

kmk ,

for some λ2 independent of n.
Therefore, the ball BG(1, 2n) contains the set

N⋃
i=1

gi(BG(1, n) ∩H)

of cardinality at least

Nλ2n
kmk > λ1λ2n

d1+kmk = λ3n
d = λ32−d(2n)d.

Thus, for every even t = 2n,
GG(t) > λ4t

d.

Since the growth function is increasing, the inequality above is easily extended to
odd t, with a suitable λ4.

Upper bound. The proof is analogous to the lower bound. Recall that the image of
BG(1, n) in G/H is the ball BG/H(1, n). By the inductive hypothesis there exist at
most λ5n

d1 elements
ḡ1, . . . , ḡN ∈ BG/H(1, n),

which are projections of elements gi ∈ BG(1, n), i = 1, . . . , N . Each element
g ∈ BG(1, n) can be written as

g = gih ∈ giH ∩BG(1, n)

for some i ∈ {1, ..., N}. We have

|h|S 6 |g|S + |gi|S 6 2n.
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By Proposition 14.20 there are at most λ6n
kmk elements h ∈ H satisfying this

inequality. It then follows that there are at most λ5λ6n
d1+kmk = λ7n

d distinct
elements g ∈ BG(1, n). �

14.3. Wolf’s Theorem

In this section we classify virtually polycyclic groups according to their growth.

Notation 14.27. If G is a group, a semidirect product GoΦ Z is defined by a
homomorphism Φ : Z→ Aut (G). The latter homomorphism is entirely determined
by Φ(1) = ϕ. Following the notation in Section 14.1, we set

S = Goϕ Z := GoΦ Z

Proposition 14.28. Let G be a finitely generated nilpotent group and let ϕ ∈
Aut(G). Then the polycyclic group P = Goϕ Z is

(1) either virtually nilpotent;
(2) or has exponential growth.

Remark 14.29. The statement (1) in Proposition 14.28 cannot be improved
to ‘P is nilpotent’, see Remark 14.2, Part (2).

Proof. We note that replacing ϕ with a power will replace P with a finite-
index subgroup, and, hence, will not not affect virtual nilpotency of P and its growth
rate. The automorphism ϕ preserves the lower central series of G; let θi denote
the restriction of ϕ to CiG, i > 1. Then θi projects to an automorphism ϕi of the
finitely generated abelian group Bi := CiG/Ci+1G. The automorphism ϕi induces
an automorphism ψi of TorBi and an automorphism ϕi of Bi/TorBi ' Zmi . Each
choice of a basis for Bi/TorBi associates to the automorphism ϕi a matrix Mi

in GL(mi,Z). All the conditions below are independent of the choice of a basis,
therefore in what follows we assume that an arbitrary fixed basis is chosen in each
Bi/TorBi. As in the proof of Proposition 14.1, we have two cases to consider:

(1) All matricesMi only have eigenvalues of absolute value 1; hence, by Lemma
13.28, all the eigenvalues are roots of unity. Then there exists N such that the
matrices of the automorphisms ϕ̄Ni have only eigenvalues equal to 1 and the induced
automorphisms of finite abelian groups

ψi : TorBi → TorBi

are all equal to the identity. Without loss of generality we may therefore assume
that the matrices Mi of all the ϕi’s have all eigenvalues equal to 1, and that all the
ψi are the identity automorphisms.

Lemma 13.27 applied to each ϕi and to each ψi = idTorBi , imply that the lower
central series of G is a sub-series of a cyclic series

{1} = Hn 6 Hn−1 6 . . . 6 H1 6 H0 = G,

where each Hi/Hi+1 is cyclic, ϕ preserves each Hi and induces the identity map on
Hi/Hi+1. We denote by t the generator of the semidirect factor Z in the decom-
position P = Go Z. By the definition of the semidirect product, for every g ∈ G,
tgt−1 = ϕ(g). The fact that ϕ acts as the identity on each Hi/Hi+1 implies that
tk(hHi+1)t−k = hHi+1 for every h in Hi; equivalently

(14.15) [tk, h] ∈ Hi+1
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for every such h.
Since G contains the kernel C2P = [P, P ] of the ableanization map G → Z,

it follows that C2P 6 G. We claim that for every i > 0, [P,Hi] ⊆ Hi+1. Indeed,
consider an arbitrary commutator [h, s], h ∈ Hi, s ∈ P . Since s has the form
s = gtk, with g ∈ G and k ∈ Z, we obtain:

[h, s] = [h, gtk] = [h, g][g, [h, tk]][h, tk] ,

in view of the commutator identity (3) in Lemma 13.30.
According to (14.15), [h, tk] ∈ Hi+1. Also, since the lower central series of G

is a subseries of (Hi), there exists r > 1 such that CrG > Hi > Hi+1 > Cr+1G.
Then, h ∈ Hi 6 CrG and

[h, g] ∈ Cr+1G 6 Hi+1.

Likewise, as [h, tk] ∈ Hi+1 6 CrG, the commutator

[g, [h, tk]] ∈ Cr+1G 6 Hi+1.

By putting it all together, we conclude that [h, s] ∈ Hi+1 and, hence, [P,Hi] ⊆
Hi+1.

An easy induction now shows that Ci+2P 6 Hi for every i > 1; in particular,
Cn+2P 6 Hn = {1}. Therefore, P is virtually nilpotent.

(2) Assume that at least one matrix Mi has an eigenvalue with absolute value
strictly greater than 1, in particular, mi > 2. The group P contains the subgroup

Pi := CiGoθi Z.
Furthermore, the subgroup Ci+1G is normal in Pi and

Pi/C
i+1G ' Bi oϕi Z,

where Bi = CiG/Ci+1G. Lastly,

(Bi oϕi Z)/TorBi ∼= Zmi oMi
Z.

According to Proposition 14.1, the group Zmi oMi
Z has exponential growth.

Therefore, in view of Proposition 8.78, parts (a) and (c), the groups Bi oϕi Z,
Pi/C

i+1G, Pi, and, hence, P , all have exponential growth. Thus, in the case (2),
S has exponential growth. �

We use Proposition 14.28 combined with Proposition 5.11 on subgroups of finite
index in finitely generated groups to prove Wolf’s Theorem [Wol68]:

Theorem 14.30 (Wolf’s Theorem). A polycyclic group is either virtually nilpo-
tent or has exponential growth.

Proof. According to Proposition 13.80, it suffices to prove the statement for
poly-C∞ groups. Let G be a poly-C∞ group, and consider a finite subnormal
descending series

G = N0 > N1 > . . . > Nn > Nn+1 = {1}
such that Ni/Ni+1 ' Z for every i > 0. We argue by induction on n. For n = 0 the
group G is infinite cyclic and the statement is obvious. Assume that the assertion
of theorem holds for n and consider the case of n+ 1. By the induction hypothesis,
the subgroup N1 6 G is either virtually nilpotent or has exponential growth. In
the second case the group G itself has exponential growth.
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Assume that N1 is virtually nilpotent. Corollary 7.25 implies that G de-
composes as a semidirect product N1 oθ Z, corresponding to a homomorphism
Ψ : Z→ Aut (N1), θ = Ψ(1).

By hypothesis, N1 contains a nilpotent subgroup H of finite index. According
to Proposition 5.11, Part (2), we may moreover assume that H is characteristic
in N1. In particular H is invariant under the automorphisms ψ. We retain the
notation θ for the restriction θ|

H
. Therefore, H oθ Z is a normal subgroup of G.

Moreover, H oθ Z has finite index in G, since G/(H oθ Z) is the quotient of the
finite group N1/H.

By Proposition 14.28, H oθ Z is either virtually nilpotent or of exponential
growth. Therefore, the same alternative holds for N1 oθ Z = G. �

14.4. Milnor’s theorem

Theorem 14.31 (J. Milnor, [Mil68a]). A finitely generated solvable group is
either polycyclic or has exponential growth.

We begin the proof by establishing a property of conjugates implied by sub-
exponential growth:

Lemma 14.32. If a finitely generated group G has sub-exponential growth then
for all β1, . . . , βm, g ∈ G, the set of conjugates

{gkβig−k | k ∈ Z, i = 1, . . . ,m}
generates a finitely generated subgroup N 6 G.

Proof. It suffices to prove lemma for m = 1, since N is generated by the
subgroups

Ni =
〈
gkβig

−k | k ∈ Z
〉
, i = 1, . . . ,m.

Notation 14.33. We set α := β1 and let αk denote gkαg−k for k ∈ Z. In the
proof we will be identifying Z2 with the subset {0, 1} of Z.

The goal is to prove that finitely many elements in the set {αk | k ∈ Z} generate
the subgroup N .

Consider the map

µ = µm :

m∏
i=0

Z2 → G

µ : (si) 7→ gαs0gαs1 · · · gαsm .
Exercise 14.34. Verify that

gαs0gαs1 · · · gαsm = αs01 α
s1
2 · · ·αsmm+1g

m+1.

If for every m ∈ N the map µ is injective then for each sequence (si) we have
2m+1 products as above, and if g, gα are in the set of generators of G, all these
products are in BG(1,m + 1). This contradicts the hypothesis that G has sub-
exponential growth. It follows that there exists some m and two distinct sequences
(si), (ti) in

∏m
i=0 Z2 such that

(14.16) gαs0gαs1 · · · gαsm = gαt0gαt1 · · · gαtm .
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Assume that m is minimal with this property. This, in particular, implies that
s0 6= t0 and sm 6= tm. In view of the exercise, the equality (14.16) becomes

αs01 α
s1
2 · · ·αsmm+1 = αt01 α

t1
2 · · ·αtmm+1 .

Since sm 6= tm and sm, tm ∈ {0, 1}, it follows that sm − tm = ±1. Then

(14.17) α±1
m+1 = α−sm−1

m · · ·α−s12 αt0−s01 αt12 · · ·αtm−1
m .

If in (14.17) we conjugate by g, we obtain that

α±1
m+2 = α

−sm−1

m+1 · · ·α−s13 αt0−s02 αt13 · · ·α
tm−1

m+1 .

This and (14.17) imply that αm+2 is a product of powers of α1, . . . , αm. Then,
by induction, every αn with n ∈ N is a product of powers of α1, . . . , αm, and the
same is true for αn with n ∈ Z by replacing g with g−1. Therefore, every generator
αn of N belongs to the subgroup of N generated by the elements α1, . . . , αm and
the elements α1, . . . , αm generate N . �

Exercise 14.35. Use Lemma 14.32 to prove that the finitely generated group
H described in Example 7.8 has exponential growth.

We now are ready to prove Theorem 14.31; our proof by induction on the de-
rived length d of G. For d = 1 the group G is finitely generated abelian and the
statement is immediate. Assume that the alternative holds for finitely generated
solvable groups of derived length 6 d and consider G of derived length d+ 1. Then
H = G/G(d) is finitely generated solvable of derived length d. By the induction hy-
pothesis, either H has exponential growth or H is polycyclic. If H has exponential
growth then G has exponential growth too (see statement (c) in Proposition 8.78).

Assume therefore that H is polycyclic. In particular, H is finitely presented by
Proposition 13.84. Theorem 14.31 will follow from:

Lemma 14.36. Consider a short exact sequence

(14.18) 1→ A→ G
π→ H → 1 , with A abelian and G finitely generated.

If H is polycyclic then G is either polycyclic or has exponential growth.

Proof. We assume that G has sub-exponential growth and will prove that
G is polycyclic. The group G is polycyclic iff A is finitely generated. Since H is
polycyclic, it has the bounded generation property (see Proposition 13.73); hence,
there exist finitely many elements h1, . . . , hq in H such that every element h ∈ H
can be written as

h = hm1
1 hm2

2 · · ·hmqq , with m1,m2, . . . ,mq ∈ Z .

Choose gi ∈ G such that π(gi) = hi for every i ∈ {1, 2, . . . , q}. Then every element
g ∈ G can be written as

(14.19) g = gm1
1 gm2

2 · · · gmqq a , with m1,m2, . . . ,mq ∈ Z and a ∈ A .
Since H is finitely presented, by Lemma 7.30 there exist finitely many ele-

ments a1, . . . , ak in A such that every element in A is a product of G-conjugates of
a1, . . . , ak. According to (14.19), all the conjugates of aj are of the form

(14.20) gm1
1 gm2

2 · · · gmqq aj
(
gm1

1 gm2
2 · · · gmqq

)−1
.

By Lemma 14.32, the subgroup Aq generated by the conjugates gmq ajg−mq with
m ∈ Z and j ∈ {1, . . . , k} is finitely generated. Let Sq be its finite generating set.

516



Then the conjugates gnq−1g
m
q ajg

−m
q g−nq−1 with m,n ∈ Z and j ∈ {1, . . . , k} are in the

subgroup Aq−1 of A generated by gnq−1sg
−n
q−1 with n ∈ Z and s ∈ Sq. Again Lemma

14.32 implies that the subgroup Aq−1 is finitely generated. Continuing inductively,
we conclude that the group A generated by all the conjugates in (14.20), is finitely
generated. Hence, G is polycyclic. �

This also concludes the proof of Milnor’s theorem, Theorem 14.31. �
By combining theorems of Milnor and Wolf we obtain:

Theorem 14.37. Every finitely generated solvable group either is virtually
nilpotent or it has exponential growth.

This was strengthened by J. Rosenblatt as follows:

Theorem 14.38 (J. Rosenblatt, [Ros74]). Every finitely generated solvable
group either is virtually nilpotent or it contains a free non-abelian subsemigroup.

Another application of Lemma 14.32 is the following proposition which will be
used in the proof of Gromov’s theorem on groups of polynomial growth:

Proposition 14.39. Suppose that G is a finitely generated group of sub-expo-
nential growth, which fits in a short exact sequence

1→ K → G
π→ Z→ 1.

Then K is finitely generated. Moreover, if GG(R) � Rd then GK(R) � Rd−1.

Proof. Let γ ∈ G be an element which projects to the generator 1 of Z. Let
{f1, . . . , fk} denote a set of generators of G. Then for each i there exists si ∈ Z
such for gi := fiγ

si , i = 1, . . . , k, we have

π(gi) = 0 ∈ Z.

Clearly, the set {g1, . . . , gk, γ} generates G. Without loss of generality we may
assume that each generator gi is non-trivial. Define

S := {γm,i := γmgiγ
−m ; m ∈ Z, i = 1, . . . , k}.

We claim that the (infinite) set S generatesK. Indeed, clearly, S ⊂ K. Every g ∈ K
can be written as a word w = w(g1, . . . , gk, γ) in the letters g±1

1 , . . . , g±1
k , γ±1 . We

then move all entries of powers of γ in the word w to the end of w by using the
identities

γmgi = γm,iγ
m.

As the result, we obtain a word w′ = uγa in the alphabet S∪S−1∪{γ, γ−1}, where
u contains only the letters in S ∪ S−1 and a ∈ Z. Since g projects to 0 ∈ Z, a = 0.
Claim follows.

Lemma 14.32 implies that there exists M(i) such that the subgroup K is gen-
erated by the finite set

{γl,i ; |l| 6M(i), i = 1, . . . , k}.
This proves the first assertion of the Proposition.

Now let us prove the second assertion which estimates the growth function of
K. Take a finite generating set Y of the subgroup K and set X := Y ∪ {γ}, where
γ is as above. Then X is a generating set of G. Given n ∈ N let N := GY (n),
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where GY is the growth function of K with respect to the generating set Y . Thus,
there exists a subset

H := {h1, . . . , hN} ⊂ K
where |hi|Y 6 n and hi 6= hj for all i 6= j. We obtain a set T of (2n+1) ·N pairwise
distinct elements

hiγ
j , −n 6 j 6 n, i = 1, . . . , N.

It is clear that |hiγj |X 6 2n for each hjγj ∈ T . Therefore,
nGY (n) 6 (2n+ 1)GY (n) = (2n+ 1)N 6 GX(2n) 6 C(2n)d = 2dC · nd,

for some constant C depending only on X. It follows that

GY (n) 6 2dC · nd−1 � nd−1. �

14.5. Failure of QI rigidity for solvable groups

Theorem 14.40 (A. Dyubina–Erschler, [Dyu00]). The class of finitely gener-
ated (virtually) solvable groups is not QI rigid: There are groups quasiisometric to
solvable groups, but not virtually solvable.

Proof. The groups that will be used in the proof are wreath products GA :=
A o C of finitely generated groups. Given (finite) generating sets ai, i ∈ I, cj , j ∈ J
of A and C, respectively, we will use the finite set of generators of GA introduced
in Lemma 7.11 and the corresponding Cayley graphs. In what follows we use the
multiplicative notation when dealing with wreath products.

Suppose now that A,B are finite groups of the same order, where A is abelian,
say, cyclic, and B is a non-solvable group. For instance, we can take A to be the
group Z60 and B is the alternating group A5 (which is a simple nonabelian group
of order 60). We declare each non-trivial element of these groups to be a generator.
Let C be a finitely generated infinite abelian group, say, Z, and consider the wreath
products GA := A o C,GB := B o C. Let ϕ : A → B be a bijection sending 1 to 1.
Extend this bijection to a map

Φ : GA → GB , Φ(f, c) = (ϕ ◦ f, c).
Lemma 14.41. Φ extends to an isometry of Cayley graphs.

Proof. First, the inverse map Φ−1 is given by Φ(f, c) = (ϕ−1 ◦ f, c). We now
check that Φ preserves edges of the Cayley graphs. The group GA has two types of
generators: (1, cj) and (δa, 1), where cj ∈ X, a finite generating set of C and a ∈ A
are all non-trivial elements of A. The same holds for the group GB .

1. Consider the edges connecting (f(x), c) to (f(xc−1
j ), ccj) in Cayley(GA).

Applying Φ to the vertices of such edges we obtain

(ϕ ◦ f(x), c), (ϕ ◦ f(xc−1
j ), ccj).

Clearly, they are again within unit distance in Cayley(GB), since they differ by
(1, cj).

2. Consider the edges connecting (f(x), c), (f(x)δa(x), c) in Cayley(GA). Ap-
plying Φ to the vertices we obtain

(ϕ ◦ f(x), c), (ϕ ◦ f(x)δb(x), c),

where b = ϕ(a). Again, we obtain vertices which differ by (δb, 1), so they are within
unit distance in Cayley(GB) as well. �
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Lemma 14.42. The group GB is not virtually solvable.

Proof. Let ψ : GB → F be a homomorphism to a finite group. The restriction
of ψ to the subgroup Bc < ⊕CB consisting of maps f : C → B with support {c},
is determined by a homomorphism ψc : B → F . There are only finitely many such
homomorphisms, while C is an infinite group. Thus, we find c1 6= c2 ∈ C such that

ψc1 = ψc2 = η.

The kernel of the restriction ψ|
Bc1⊕Bc2

consists of pairs

(b1, b2) ∈ Bc1 ⊕Bc2 = B ×B, η(b1) = η(b2)−1,

and contains the subgroup
{(b, b−1), b ∈ B}.

The latter this subgroup is isomorphic to B (via the projection to the first factor in
the product B × B). Thus, kernel of ψ contains a subgroup isomorphic to B and,
therefore, is not solvable. We conclude that G is not virtually solvable. �

The combination of these two lemmas implies the theorem. �

14.6. Virtually nilpotent subgroups of GL(n)

In this section we collect various properties about virtually nilpotent subgroups
of GL(n,K) for arbitrary fields K, the main focus of which is to show that under
certain conditions, a subgroup of GL(n,K) is nilpotent or virtually nilpotent. These
results will be used in the proof of the Tits Alternative in the next chapter. In what
follows, V will denote a finite-dimensional vector space over a field K; we will also
use the notation W for a finite-dimensional vector space over the algebraic closure
K̄ of K. We let End(V ) denote the algebra of (linear) endomorphisms of V and
GL(V ) the group of invertible endomorphisms of V .

In what follows we will repeatedly use Burnside’s Theorem on irreducible linear
actions of semigroups (Theorem 5.44) and Lemma 5.43. Kolchin’s Theorem below
and its generalizations are useful applications of Burnside’s Theorem.

Let V be an n-dimensional vector space over a field K. Recall that an endo-
morphism h ∈ End(V ) of V is nilpotent if hk = 0 for some k > 0. Equivalently,
in some basis, h can be written as an upper triangular matrix with zeroes on the
diagonal. Automorphisms of V of the form I + h, with h nilpotent, are called
unipotent. Here and in what follows, I is the identity map V → V . An automor-
phism g of V is called quasiunipotent if all the eigenvalues of g are roots of unity
in K̄. Equivalently, g is quasiunipotent if gk is unipotent for some k > 0. A sub-
group G < GL(V ) is unipotent (respectively, quasiunipotent) if every element of G
is unipotent (respectively, quasiunipotent).

Theorem 14.43 (Kolchin’s theorem). Suppose that K = K̄ and G < GL(V ) is
a unipotent subgroup. Then G is conjugate to a subgroup of the group of invertible
upper-triangular matrices Tn(K).

Proof. The proof is by induction on the dimension n of V . The claim is clear
for n = 1, hence, we assume that n > 1. The statement of the theorem amounts to
the claim that G preserves a full flag

0 ⊂ V1 ⊂ . . . ⊂ Vn−1 ⊂ V,
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where i = dim(Vi) for each i. Indeed, given such a flag, we will inductively pick
basis elements ei ∈ Vi such that {e1, . . . , ei} is a basis in Vi. With respect to this
basis, each subgroup of GL(V ) preserving the flag will be contained in Tn(K).

Suppose first that the action of G on V is reducible, that is G preserves a
proper subspace V ′ ⊂ V . Then we obtain two induced actions of G on V ′ (by
restriction) and on V ′′ = V/V ′ (by projection). Since both actions preserve full
flags in V ′, V ′′ (by the induction hypothesis), the combination of these flags yields
a full G-invariant flag in V .

Therefore, we will assume that the action of G on V is irreducible. For each
g ∈ G the endomorphism g′ = g − I is nilpotent, hence, has zero trace. Therefore,
for all x ∈ G, we have

tr(g′x) = tr(gx− x) = tr(I)− tr(I) = 0.

Since, by Burnside’s theorem, G spans End(V ), we conclude that for each x ∈
End(V ) and each g ∈ G,

tr(g′x) = 0.

Using the fact that τ is a nondegenerate pairing on End(V ), we conclude that
g′ = 0 for all g ∈ G, i.e. G = {1}. �

The following theorem is a minor variation on Kolchin’s theorem.

Proposition 14.44. Suppose that K = K̄, G < GL(V ) is quasiunipotent and,
moreover, there exists an upper bound α on the orders of all eigenvalues of elements
g ∈ G. Then G contains a finite index subgroup conjugate into the group of upper
triangular matrices Tn(K). The index depends only on V and on α.

Proof. The proof follows closely the proof of Kolchin’s Theorem. As in
Kolchin’s Theorem, the proof is by induction on the dimension of V and it suf-
fices to consider the case of subgroups acting irreducibly on V . For each g ∈ G
define a linear map

Tg : End(V )→ K, Tg(x) = tr(gx).

Since τ , τ(A,B) = tr(AB), is a nondegenerate pairing on End(V ) (see Lemma
5.43), for g1 6= g2 ∈ G, we get Tg1 6= Tg2 . As we assumed that the orders of the
eigenvalues of elements of G are uniformly bounded, the set of traces of the elements
of G is finite. Therefore, for each g ∈ G, the set

{Tg(x) : x ∈ G}
is a certain finite set C ⊂ K, independent of g. By Burnside’s Theorem, G spans
the algebra End(V ), which implies that for each g ∈ G, the map Tg is determined
by its restriction to G. Thus, the set

{Tg : End(V )→ K|g ∈ G}
is finite. We, therefore, conclude that the group G is finite. �

Suppose that G < Tn(K) is quasiunipotent with an upper bound on the orders
of the eigenvalues. Then there exists k > 0 such that gk is unipotent for each g ∈ G.
Therefore, G contains a finite index subgroup G1 contained in Un(K). Since (see
Example 13.36) the group Un(K) is nilpotent, we obtain:
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Corollary 14.45. Suppose that G < GL(V ) is quasiunipotent and, moreover,
there exists an upper bound α on the orders of all the eigenvalues of elements g ∈ G.
Then G is virtually nilpotent. Moreover, the index of the nilpotent subgroup in G
depends only on V and α.

Restriction of scalars. Let the field F be a finite extension of a field E; in
other words, F is a k-dimensional vector space over E, where k < ∞. Thus, we
obtain an isomorphism of abelian groups

F→ Ek.

Accordingly, we obtain a monomorphism

GL(n,F) ↪→ GL(nk,E).

This construction, embeddingGL(n,F) intoG ↪→ GL(nk,E) is called the restriction
of scalars.

Restricting to finitely generated subgroups G < GL(V ) allows one to elimi-
nate the upper bound assumption on the orders of eigenvalues. Since G is finitely
generated, there exists a finitely generated field K, such that G < GL(n,K).

Proposition 14.46. Suppose that K is a finitely generated field and V = Kn.
Then each quasiunipotent subgroup G < GL(V ) contains a finite index subgroup
G′ conjugate to a subgroup of Un(K). Furthermore, G contains such a nilpotent
subgroup G′ < G of index 6 q = q(V ), which is independent of G.

Proof. Let P ⊂ K be the prime field. Since K is finitely generated, we can
find inclusions

P ⊂ P(T ) ⊂ K,
where P ⊂ P(T ) is a purely transcendental extension with finite basis T , and P(T ) ⊂
K is a finite algebraic extension. By applying the restriction of scalars procedure,
we re-embed the subgroup G < GL(n,K) into the group GL(nd,P(T )), where
d = |K : P(T )|. We leave it to the reader to verify that the image of the new
embedding is still quasiunipotent. We claim that the set of orders of eigenvalues of
elements g ∈ G < GL(nd,P(T )) is finite.

Case 1: K has zero characteristic, i.e. P ∼= Q. Let χg(x) denote the character-
istic polynomial of an element g ∈ G < GL(nd,P(T )); its roots are roots of unity.
Since the coefficients of χg(x) are symmetric polynomials of the roots of unity, it
follows that all the coefficients of χg are algebraic integers. However, the extension
Q ⊂ Q(T ) is purely transcendental, therefore, all the coefficients of χg actually
belong to Z. As in the proof of Lemma 13.28, the set of coefficients of χg, g ∈ G,
is bounded, therefore, it is finite. This means that the orders of eigenvalues of the
elements of G are uniformly bounded.

Case 2: K has characteristic p, i.e. P = Zp for some p. The argument is
even simpler than the one in the case of zero characteristic. The coefficients of the
characteristic polynomials of g ∈ Γ < GL(nd,P(T )) all belong to P. However, the
field P is finite, therefore, the set of eigenvalues of the elements g ∈ G is finite.

Now, the first claim of the proposition follows from Proposition 14.44. To
verify the second claim we notice that the bound that we obtained on the orders of
the eigenvalues of g ∈ G depends only on n and K, and we again use Proposition
14.44. �
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14.7. Discreteness and nilpotence in Lie groups

The goal of this section is to prove the theorems of Zassenhaus and Jordan.
These theorems deal, respectively, with discrete subgroups Γ of Lie groups G (with
finitely many components). The Theorem of Zassenhaus shows that, appropriately
defined, “small elements” of Γ generate a nilpotent subgroup of G. Jordan’s theorem
establishes that finite subgroups of G are “almost abelian”: Every finite group Γ
contains an abelian subgroup, whose index in Γ is uniformly bounded. Historically,
Jordan’s theorem was proven first and Zassenhaus proved his theorem afterwards.
We will provide proofs in the reverse order, and we will be using Zassenhaus’ results
in order to prove Jordan’s theorem.

14.7.1. Some useful linear algebra. We begin by discussing some basic
linear algebra to be used in the proof of Jordan’s theorem.

Suppose that V is a real inner product vector space (e.g., a Hilbert space, but
we do not insist on the completeness of the norm), with the inner product denoted
by x · y and the norm denoted by ‖x‖. We will endow the complexification V C of
V with the inner product

(x + iy) · (u + iv) = x · u + y · v.
Recall that the operator norm of a bounded linear transformation A ∈ End(V ) is

‖A‖ := sup
‖x‖=1

‖Ax‖.

Then A extends naturally to a complex-linear transformation of V C whose operator
norm is 6

√
2‖A‖. In what follows we will use the notation ν(A) = ‖A− I‖ for the

distance from A to the identity in End(V ).
The set of automorphisms A of V preserving the inner product, i.e. Ax ·Ay =

x · y, is denoted by O(V ), and its elements are called orthogonal transformations.

Lemma 14.47. Suppose that A ∈ O(V ) and ν(A) <
√

2. Then A is a rotation
with rotation angles < π/2, i.e. for every non-zero vector x ∈ V ,

Ax · x > 0.

Proof. By the assumption,

‖Ax− x‖ <
√

2

for all unit vectors x ∈ V . Denoting by y the difference vector Ax− x, we obtain:

2 > y · y = (Ax− x) · (Ax− x) = 2− 2(Ax · x).

Hence, Ax · x > 0. �

Corollary 14.48. The same conclusion holds for the complexification of A.

Proof. Let v = x + iy ∈ V C. Then

Av · v = (Ax + iAy) · (x + iy) = Ax · x +Ay · y > 0

by the above lemma. �

Lemma 14.49. Suppose that A,B ∈ O(V ) and ν(B) <
√

2. Then

[A,BAB−1] = 1 ⇐⇒ [A,B] = 1.
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Proof. Since one implication is clear, we assume that [A,BAB−1] = 1. Let
λj ’s be the (complex) eigenvalues of A. Then the complexification V C splits as an
A-invariant orthogonal sum

⊕jV λj ,
where on each Vj = V λj = V

λj
A the orthogonal transformation A acts via multipli-

cation by λj . Here we assume that for j 6= k, λj 6= λk. We refer to this orthogonal
decomposition of V C as FA. Then, clearly,

B(FA) = FBAB−1

for any two orthogonal transformations A,B ∈ O(V ). Since A commutes with
BAB−1, A has to preserve the decomposition FBAB−1 and, moreover, has to send
each Wj := V

λj
BAB−1 = B(V λj ) to itself. What are the eigenvalues for this action

of A on Wj? They are λk’s for which V λk has non-trivial intersection with Wj .
However, if λj 6= λk then V λj is orthogonal to V λk and, hence, by Corollary 14.48,
B cannot send a (non-zero) vector from one space to the other. Therefore, in this
case, Wj ∩ Vk = 0. This leaves us with only one choice of the eigenvalue for the
restriction A|Wj , namely λj . (Since the restriction has to have some eigenvalues!)
Thus,Wj ⊂ Vj . However, B sends Vj toWj injectively, soWj = Vj and we conclude
that B(Vj) = Vj . Since A acts on Vj via multiplication by λj , it follows that B|Vj
commutes with A|

Vj
. This holds for all j, hence, [A,B] = 1. �

14.7.2. Zassenhaus neighborhoods. We now define ‘smallness’ in a Lie
group: “Small” elements will be those which belong to a Zassenhaus neighborhood
defined below.

Definition 14.50. Let G be a topological group. A Zassenhaus neighborhood
in G is an (open) neighborhood of the identity in G, denoted U or UG, which
satisfies the following:

1. The commutator map sends U × U to U .
2. There exists a continuous function σ : U → R such that 0 = σ(1) is the

minimal value of σ and

σ([A,B]) < min(σ(A), σ(B))

for all A 6= 1, B 6= 1 in U .
We will refer to σ as a Zassenhaus function.

Note that if H < G is a topological subgroup and UG is a Zassenhaus neighbor-
hood of G then UH := UG ∩H is a Zassenhaus neighborhood of H.

We will see that every Lie group has Zassenhaus neighborhoods. We start
with some examples. Let V be a Hilbert space (the reader can think of finite-
dimensional V since this is the only case that we will need). We let End(V ) denote
the semigroup of bounded linear operators in V and let GL(V ) ⊂ End(V ) be the
general linear group of V , i.e. the group of invertible operators A such that both
A and A−1 are bounded. We again equip End(V ) with the operator norm.

Lemma 14.51. Let G = O(V ) be the orthogonal group of V . Then the set U
given by the inequality ν(A) < 1/4 is a Zassenhaus neighborhood in G.
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Proof. We will use the function σ = ν as the Zassenhaus function. We will
show that for all A,B ∈ U \ 1,

ν([A,B]) < min(ν(A), ν(B)),

which will also imply that [·, ·] : U × U → U .
First, observe that the multiplication by orthogonal transformations in G pre-

serves the operator norm on End(V ). Applying this twice to operators A,B such
that ν(A) 6 ν(B), we obtain:

ν([A,B]) = ‖AB −BA‖ = ‖(A−B)(A− I)− (A− I)(A−B)‖ 6

‖(A−B)(A− I)‖+ ‖(A− I)(A−B)‖ 6
2ν(A)‖A−B‖ = 2ν(A)(ν(A) + ν(B)).

Since ν(A) 6 ν(B) < 1/4, we obtain

ν([A,B]) < 2ν(A)

(
1

4
+

1

4

)
= ν(A). �

Lemma 14.52. Let G = GL(V ) be the general linear group of V , i.e. group
of invertible operators A such that both A and A−1 are bounded. We set σ(A) :=
max(ν(A), ν(A−1)) for A ∈ G. Then the set U given by the inequality σ(A) < 1/8
is a Zassenhaus neighborhood in G with the Zassenhaus function σ.

Proof. Our proof follows the same lines as in the orthogonal case. We will
show that

‖ABA−1B−1 − I‖ < min(σ(A), σ(B)).

The inequality
‖(ABA−1B−1)−1 − I‖ < min(σ(A), σ(B))

will follow by interchanging A and B. We again assume that σ(A) 6 σ(B). Observe
that ‖CD‖ 6 ‖C‖ · ‖D‖ for all C,D ∈ End(V ). Applying this twice, we get:

‖ABA−1B−1 − I‖ 6 ‖B−1‖‖ABA−1 −B‖ 6 ‖A−1‖‖B−1‖‖AB −BA‖.
If σ(C) < c then ‖C−1‖ < 1 + c for every C ∈ G. Thus,

‖ABA−1B−1 − I‖ < (1 + c)2‖AB −BA‖
provided that σ(A) < c, σ(B) < c. The rest of the proof is the same as in the
orthogonal case:

‖AB −BA‖ 6 2σ(A)(σ(A) + σ(B)) 6 4σ(B)σ(A).

Putting it all together:

‖ABA−1B−1 − I‖ < 4c(1 + c)2σ(A).

Since for c = 1/8, 4c(1 + c)2 = 1
2

(
9
8

)2
< 1, we conclude that

‖ABA−1B−1 − I‖ < σ(A).

Thus,
σ([A,B]) < min(σ(A), σ(B))

for all A,B ∈ U . �
524



Remark 14.53. The above proofs, at first glance, look like a trickery. What is
really happening in the proof? Consider G = GL(n,R). The idea behind the proof
is that the commutator map has zero 1-st derivative at the point (1, 1) ∈ G × G
(which one can easily see by using the Taylor expansion A−1 = I − a + a2... for a
matrix of the form A = I+a where a has small norm). Thus, by the basic calculus,
[A,B] will be “closer” to I ∈ G than A = I + a and B = I + b if a, b are sufficiently
small. The above proofs provide explicit estimates for this argument.

We will say that a topological group G admits a basis of Zassenhaus neighbor-
hoods if 1 ∈ G admits a basis of topology consisting of Zassenhaus neighborhoods.

Corollary 14.54. Suppose that G is a linear Lie group. Then 1 ∈ G admits
a basis of Zassenhaus neighborhoods.

Proof. First, suppose that G = GL(V ). Then the sets Ut = σ−1(t), t ∈ (0, 1
8 )

are Zassenhaus neighborhoods and their intersection is 1 ∈ G. If G is a Lie group
which admits a continuous closed embedding φ : G→ GL(V ), the sets φ−1(Ut) will
serve as a Zassenhaus basis. �

Note that being a subgroup of GL(n,R) is not really necessary for this corollary
since the conclusion is local at the identity in G: If a topological group G1 admits
a basis of Zassenhaus neighborhoods and G2 is a locally compact group which
locally embeds (see Section 5.6.1) in G1, then G2 also admits a basis of Zassenhaus
neighborhoods. In view of Ado’s theorem (Theorem 5.59), every Lie group locally
embeds in GL(V ) for some finite-dimensional real vector space V .

Corollary 14.55. Every Lie group admits a basis of Zassenhaus neighbor-
hoods.

Why are Zassenhaus neighborhoods useful? We assume now that G is a lo-
cally compact group which admits a basis of Zassenhaus neighborhoods and fix
a Zassenhaus neighborhood Ω ⊂ G whose closure is compact and is contained
in another Zassenhaus neighborhood U ⊂ G. Define inductively subsets Ω(i) as
Ω(i+1) = [Ω,Ω(i)], Ω(0) := Ω. Since Ω is Zassenhaus,

Ω(i+1) ⊂ Ω(i)

for all i.

Lemma 14.56. E :=
⋂
i Ω(i) = {1}.

Proof. Clearly, E is compact and [Ω, E] = E. Suppose that E 6= {1} and
take f ∈ E with maximal σ(f) > 0, where σ is the function in the definition of a
Zassenhaus neighborhood. Then, f = [g, h] for some , g ∈ Ω, h ∈ E and, hence,

σ(f) < min(σ(g), σ(h)) 6 σ(h).

Contradiction. �

Theorem 14.57 (The Zassenhaus theorem). Suppose that G is a locally com-
pact group which admits a relatively compact Zassenhaus neighborhood Ω. Assume
that Γ < G is a discrete subgroup generated by the subset X := Γ ∩ Ω. Then Γ is
nilpotent. In particular, this property holds for all Lie groups.

Proof. In view of Lemma 13.44, it suffices to show that there exists n such
that all n-fold iterated commutators of elements ofX are trivial. By the definition of
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Ω(i), all i-fold iterated commutators of X are contained in Ω(i). Since Γ is discrete
and Ω is relatively compact, we can have only finitely many distinct non-trivial
iterated commutators of elements of X. Since⋂

i

Ω(i) = {1},

there exists n such that Ω(n) is disjoint from all these non-trivial commutators.
Thus, all n-fold iterated commutators of the elements of X are trivial. Hence, by
Lemma 13.55, the group Γ is nilpotent. �

In section 14.7.3 we will see how the Zassenhaus Theorem can be strengthened
in the context of finite subgroups of Lie groups (Jordan’s theorem).

Below is an application of the Zassenhaus Theorem to orthogonal groups. We
equip a finite-dimensional real vector space V with a Euclidean structure and let
O(V ) denote the group of orthogonal transformations. Recall that for A ∈ O(V ),
ν(A) is the operator norm ‖A− I‖.

Let U denote a Zassenhaus neighborhood of the identity in O(V ) such that

U ⊂ {A : ν(A) <
√

2}.
For instance, in view of Lemma 14.51, we can take U given by the inequality
ν(A) < 1/4.

Lemma 14.58. Every nilpotent subgroup G < O(V ) generated by a subset U ′ ⊂
U , is abelian.

Proof. Consider the lower central series of G:

C1G = G, . . . , Gi = [G,Ci−1G], i = 1, . . . , n,

where Cn+1G = {1} and CnG 6= {1}. We need to show that n = 1. Assume that
n > 2 and consider an (n + 1)-fold iterated commutator of generators of G; this
iterated commutator has the form:

[[B,A], A] ∈ Cn+1G = 1

where A ∈ U ′ and B ∈ CnG is an n-fold iterated commutator of elements of
U ′. Thus, A commutes with BAB−1A−1. Since A commutes with A−1, we then
conclude that A commutes with BAB−1. By the definition of a Zassenhaus nei-
ghborhood, all the iterated commutators of elements in U are also in U , hence B
satisfies the inequality ‖B − I‖ <

√
2.

Lemma 14.49 implies that A commutes with B, hence every n-fold iterated
commutator of generators of G is trivial. Thus, CnG = {1} by Lemma 13.44.
Contradiction. �

14.7.3. Jordan’s theorem. Notice that even the group SO(2) contains finite
subgroups of arbitrarily high order, but these subgroups, of course, are all abelian.
Considering the group O(2) we find some non-abelian subgroups of arbitrarily high
order, but they all contain abelian subgroups of index 2. Jordan’s theorem below
shows that a similar statement holds for finite subgroups of other Lie groups as
well:

Theorem 14.59 (Jordan’s theorem). Let L be a Lie group with finitely many
connected components. Then there exists a number q = q(L) such that each finite
subgroup G in L contains an abelian subgroup of index 6 q.
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Proof. If L is not connected, we replace L with L0, the identity component of
L and G with G0 := G ∩ L0. Since |G : G0| 6 |L : L0|, it suffices to prove theorem
only for subgroups of connected Lie groups. Thus, we assume in what follows that
L is connected.

1. We first consider the most interesting case, when the Lie group L is K =
O(V ), the orthogonal group of a finite-dimensional Euclidean vector space V .

Let Ω denote a relatively compact Zassenhaus neighborhood of O(V ) given by
the inequality

{A : ν(A) < 1/4}.
The finite subgroup G ⊂ K is clearly discrete, therefore the subgroup H := 〈G ∩ Ω〉
is nilpotent by the Zassenhaus Theorem. By Lemma 14.58, every nilpotent sub-
group generated by elements of Ω is abelian. It, therefore, follows that H is abelian.

It remains to estimate the index |G : H|. Let U ⊂ Ω be a neighborhood of 1 in
K = O(V ) such that U ·U−1 ⊂ Ω (i.e. products of pairs of elements xy−1, x, y ∈ U ,
belong to Ω). Let q denote V ol(K)/V ol(U), where V ol is the volume induced by a
bi-invariant Riemannian metric on K.

Lemma 14.60. |G : H| 6 q.
Proof. Let x1, . . . , xq+1 ∈ G be distinct coset representatives for G/H. Then

q+1∑
i=1

V ol(xiU) = (q + 1)V ol(U) > V ol(K).

Hence there are i 6= j such that xiU ∩ xjU 6= ∅. It follows that x−1
j xi ∈ UU−1 ⊂ Ω

and, hence, x−1
j xi ∈ H. Contradiction. �

This proves Jordan’s theorem for subgroups of O(V ).

2. Consider now the case when either G or L has trivial center. Consider the
adjoint representation ρ : L→ GL(V ), where V is the Lie algebra of L. This repre-
sentation need not be faithful, but the kernel C of this representation is contained
in the center of L, see Lemma 5.52. Hence, the kernel C of the homomorphism

ρ : G→ Ḡ 6 GL(V )

is contained in the center of G. Under our assumptions, C is the trivial group and,
hence, G ∼= Ḡ.

Next, we construct a G-invariant Euclidean metric on V : Start with an arbi-
trary positive-definite quadratic form µ0 on V and then set

µ :=
∑
g∈G

g∗(µ0).

It is clear that the quadratic form µ is again positive definite and invariant under
Ḡ. With respect to this quadratic form, ρ(G) 6 O(V ). Thus, by Part 1, there
exists an abelian subgroup A := H < G of index 6 q(O(V )), where q depends only
on L.

3. We now consider the general case where we can no longer use elementary
arguments. First, by Cartan–Iwasawa–Mal’cev theorem (Theorem 5.36), every con-
nected locally compact contains unique, up to conjugation, maximal compact sub-
group. We find such subgroup K in L. By Cartan’s theorem (Theorem 5.57), every
closed subgroup of a Lie group is again a Lie group. Hence, K is also a Lie group.
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Since G < L is finite, it is compact, and, thus, is conjugate to a subgroup of K.
Next, every compact Lie group is linear, Theorem 5.58. Thus, we can assume that
K is contained in GL(V ) for some finite-dimensional vector space V .

Note that the choice of V depends only on K, hence, on L. Now, we proceed
as in part 2. Note that the requirement that either G or L has trivial center was
used in part 2 only to ensure that G has a faithful representation in some GL(V ).
This proves Jordan’s theorem. �

Remark 14.61. The above proof does not provide an explicit bound on q(L).
Boris Weisfeiler [Wei84] proved that for n > 63, q(GL(n,C)) 6 (n + 2)!, which is
nearly optimal since GL(n,C) contains the permutation group Sn which has the
order n!. Weisfeiler obtained this result in 1984, shortly before he, tragically, disap-
peared in Chile in 1985. On August 21 of 2012 a Chilean judge ordered the arrest
of eight retired police and military officers in connection with the kidnapping and
disappearance of Weisfeiler. According to the court filings, the suspects were to
have been prosecuted for “aggravated kidnapping” and “complicity” in the disap-
pearance of a U.S. citizen between January 3–5, 1985; the filings did not mention
where Weisfeiler might have been taken after his detention or what may have hap-
pened to him afterwards. The case was closed in 2016, after the judge ruled the
disappearance a common crime, for which the statute of limitations had passed,
and not a violation of human rights. This ruling is currently being appealed.

14.8. Virtually solvable subgroups of GL(n,C)

In this section we prove an analogue of Jordan’s Theorem for virtually solvable
subgroups of GL(n,C). This material will needed only for the proof of Tits’ Alter-
native for infinitely generated subgroups of GL(n,C); the reader not interested in
infinitely generated groups can skip it.

Throughout this section K will be an algebraically closed field and V ' Kn, an
n-dimensional vector space over K. At some point, we will restrict to K = C, but
for most of the discussion, this is not needed.

Let G be a subgroup of GL(V ). We will think of V as a G-module, or, more
precisely, as a KG-module. In particular, we will talk about G-submodules and
quotient modules: The former are G-invariant subspaces W of V , the latter are
quotients V/W , where W is a G-submodule. Recall that the G-module V is re-
ducible if there exists a proper G-submodule W ⊂ V . We say that a subgroup
G < GL(V ) is triangular (or the G-module V is triangular) if there exists a com-
plete flag

F = (0 ⊂ V1 ⊂ ... ⊂ Vn = V )

of G-submodules in V , where dim(Vi) = i for each i. Of course, reducibility makes
sense only for modules of dimension > 1; however, by abusing the terminology, we
will regard modules of dimension 6 1 as reducible by default.

Definition 14.62. A subgroup B < GL(V ) is called a Borel subgroup if B is
the stabilizer of a complete flag F in V .

In other words, Borel subgroups of GL(V ) are maximal triangular subgroups
of GL(V ).
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Lemma 14.63. Suppose that G is an abstract group such that every KG-module
of dimension 6 n is reducible. Then every n-dimensional KG-module V is trian-
gular.

Proof. Since G y V is reducible, there exists a proper submodule W ⊂ V .
Thus dim(W ) < n and dim(V/W ) < n. The assertion follows by induction on the
dimension. �

Lemma 14.64. Suppose that G < GL(V ) is triangular, where dim(V ) = n.
Then the fixed-point set Fix(G) of the action of G on the projective space P (V )
is non-empty and consists of a disjoint union of projective subspaces P (W`), ` =
1, ..., k, so that the subspaces Wi ⊂ V are linearly independent, i.e.:

Span({W1, ...,Wk}) =

k⊕
`=1

W`.

In particular, k 6 dim(V ).

Proof. Since G is triangular, there exists a complete flag of G-submodules in
V ,

0 ⊂ V1 ⊂ ... ⊂ Vn = V.

In what follows, we fix a basis {e1, ..., en} in V so that Vi = Span({e1, ..., ei}) and
identify each g ∈ GL(V ) with its matrix in this basis. We let aij(g) denote the i, j
matrix coefficient of g.

Since G is triangular, the maps χi : g → aii(g), i = 1, ..., n, are homomor-
phisms G → K×. Such homomorphisms are called (multiplicative) characters of
G and the (multiplicative) group of characters of G is denoted by X(G). We let
J ⊂ {1, ..., n} be the set of indices j such that

aij(g) = aji(g) = 0,∀g ∈ G,∀i 6= j.

We split the set J into disjoint subsets J1, ..., Jm,m 6 n, which are preimages of
single characters χ ∈ X(G) under the map

j ∈ J 7→ χj ∈ X(G).

Set W` := Span({ei, i ∈ J`}). It is clear that G fixes each P (W`) pointwise
since each g ∈ G acts on W` via the scalar multiplication by χ`(g). We leave it to
the reader to check that

m⋃
`=1

P (W`)

is the entire fixed-point set Fix(G). �

Let V be an n-dimensional vector space over K. Recall that the field K is alge-
braically closed. In what follows, the topology on subgroups of GL(V ) is always the
Zariski topology, in particular, connectedness always means Zariski–connectedness.

Theorem 14.65 (A. Borel). Every connected solvable subgroup G < GL(V ) is
triangular.

Proof. In view of Lemma 14.63, it suffices to prove that the G-module V is
reducible. The proof is an induction on the derived length d of G.
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We first recall a few facts about eigenvalues of elements of GL(V ). Let ZGL(V )

denote the center of GL(V ), i.e. the group of automorphisms of the form µ · IdV ,
µ ∈ K×.

Let g ∈ GL(V ) \ZGL(V ). Then g has linearly independent eigenspaces Eλj (g),
j = 1, ..., k, labeled by the corresponding eigenvalues λj , 1 6 j 6 k, where 2 6 k 6
n. We let E(g) denote the set of (unlabeled) eigenspaces

{Eλj (g), j = 1, ..., k}.
Let Bg denote the abelian subgroup of GL(V ) generated by g and the center

ZGL(V ). Then for every g′ ∈ Bg, E(g′) = E(g) (with the different eigenvalues, of
course). If N(Bg) denotes the normalizer of Bg in G, then N(Bg) preserves the set
E(g), however, elements of N(Bg) can permute the elements of E(g). (Note that
N(Bg) is, in general, larger than N(〈g〉), the normalizer of 〈g〉 in G.) Since E(g)
has cardinality 6 n, there is a subgroup No = No(Bg) < N(Bg) of index 6 n! that
fixes the set E(g) elementwise, i.e. every h ∈ No will preserve each Eλ(g), where
λ’s are the eigenvalues of g. Of course, h need not act trivially on Eλ(g). Since
g /∈ ZG, this means that there exists a proper No-invariant subspace Eλ(g) ⊂ V .

We next prove several lemmas needed for the proof of Borel’s Theorem.

Lemma 14.66. Let A be an abelian subgroup of GL(V ). Then the A-module V
is reducible.

Proof. If A 6 ZGL(V ), there is nothing to prove. Assume, therefore, that A
contains an element g /∈ ZGL(V ). Since A 6 N(Bg), it follows that A preserves the
collection of subspaces E(g). Since A is abelian, it cannot permute these subspaces.
Therefore, A preserves the proper subspace Eλ1

(g) ⊂ V and hence A y V is
reducible. �

Lemma 14.67. Suppose that G < GL(V ) is a connected metabelian group, such
that G′ = [G,G] 6 ZGL(V ). Then the G-module V is reducible.

Proof. The proof is analogous to the proof of the previous lemma. If G is
contained in the center of GL(V ), there is nothing to prove. Pick, therefore, some
g ∈ G\ZGL(V ). Since the image ofG in PGL(V ) is abelian, the groupG is contained
in N(Bg). Since G is connected, it cannot permute the elements of E(g). Hence G
preserves each Eλi(g). Every subspace Eλi(g) is proper, thus the G-module V is
reducible. �

Similarly, we have:

Lemma 14.68. Let G < GL(V ) be a metabelian group whose projection to
PGL(V ) is abelian. Then G contains a reducible subgroup of index 6 n!.

Proof. We argue as in the proof of the previous lemma, exceptGmay permute
the elements of E(g). However, it will contain an index 6 n! subgroup which
preserves each Eλj (g) and the assertion follows. �

We can now prove Theorem 14.65. Lemma 14.66 proves the theorem for abelian
groups, i.e. solvable groups of derived length 1. Suppose the assertion holds for
all connected groups of derived length < d and let G < GL(V ) be a connected
solvable group of derived length d. Then G′ = [G,G] has derived length < d. Thus,
by the induction hypothesis, G′ is triangular. By Lemma 14.64, Fix(G′) ⊂ P (V ) is
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a non-empty disjoint union of independent projective subspaces P (Wi), i = 1, ..., `.
Since G′ is normal in G, Fix(G′) is invariant under G. Since G is connected, it
cannot interchange the components P (Wi) of Fix(G). Therefore, it has to preserve
each P (Wi). If one of the P (Wi)’s is a proper projective subspace in P (V ), thenWi

is G-invariant and hence the G-module V is reducible. Therefore, we assume that
` = 1 and W1 = V , i.e. G′ acts trivially on P (V ). This means that G′ < ZGL(V )

is abelian and hence G is 2-step nilpotent. Now, the assertion follows from Lemma
14.67. This concludes the proof of Theorem 14.65. �

Remark 14.69. Theorem 14.65 is false for disconnected solvable subgroups of
GL(V ). Take n = 2, let A be the group of diagonal matrices in SL(2,C) and let

s =

[
0 1
−1 0

]
.

Then s normalizes A and s2 ∈ A. We let G be the group generated by A and s; it
is isomorphic to the semidirect product of A and Z2. In particular, G is solvable of
derived length 2. On the other hand, it is clear that the G-module C2 is irreducible.

The following proposition is a converse to Theorem 14.65:

Proposition 14.70. For V = Kn, each Borel subgroup B < GL(V ) is solvable
of derived length n. In particular, the derived length of every connected solvable
subgroup of GLn(K) is at most n.

Proof. The proof is induction on n. The assertion is clear for n = 1 as
GL1(K) ' K× is abelian. Suppose it holds for n′ = n − 1, we will prove it for n.
Let

0 = V0 ⊂ V1 ⊂ ... ⊂ Vn = V

be a complete flag invariant under B. Let B(i) := [B(i−1), B(i−1)], B(0) = B be the
derived series of B.

Set W := V/V1, let BW be the image of B in GL(W ). The kernel K of
the homomorphism B → BW is isomorphic to K×. The group BW preserves the
complete flag

0 = W0 := V1/V1 ⊂W1 := V2/V1 ⊂ ... ⊂W = V/V1.

Therefore, by the induction assumption, BW has derived length n−1. Thus B(n) :=
[B(n−1), B(n−1)] ⊂ K ' K×. Since K× is commutative, [B(n), B(n)] = 0, i.e. B has
derived length n. �

Corollary 14.71. A connected subgroup of GL(V ) is solvable if and only if
it is a subgroup of a Borel subgroup B < G.

We now specialize to K = C. Actually, most of the proof will go through for
any algebraically closed field, except for a place where we invoke Jordan’s Theorem.

Theorem 14.72. There exist functions ν(n) and δ(n) such that every virtually
solvable subgroup Γ < GL(n,C) contains a solvable subgroup Λ of index 6 ν(n) and
of derived length 6 δ(n).

Proof. Let d denote the derived length of solvable subgroup of finite index in
Γ. Let Γ denote the Zariski closure of Γ in GL(V ). Then Γ has only finitely many
(Zariski) connected components (see Theorem 5.86).
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Lemma 14.73. The group Γ contains a finite-index subgroup which is solvable
of derived length at most d.

Proof. We will use k-fold iterated commutators

Jg1, . . . , g2kK,

as defined in the equation (13.11). Let Γo < Γ denote a solvable subgroup of derived
length d and finite index m in Γ; thus

Γ = γ1Γo ∪ ... ∪ γmΓo.

The group Γo satisfies polynomial equations of the form Jg1, ..., g2dK = 1. Therefore,
Γ satisfies the following polynomial equations in the variables gj :

γiJg1, . . . , g2dK = 1, i = 1, ...,m.

Hence, the Zariski closure Γ of Γ satisfies the same set of polynomial equations. It
follows that Γ contains a subgroup of index m which is solvable of derived length
at most d. �

Let G denote the (Zariski) connected component of the identity of Γ; in par-
ticular, G is a normal subgroup of Γ.

Lemma 14.74. The group G is solvable of derived length at most n.

Proof. Let H C G be the maximal solvable subgroup of derived length d of
finite index. Thus, as above, H is given by imposing polynomial equations of the
form Jg1, . . . , g2dK = 1 on tuples of elements of G. In particular, H is Zariski closed.
Since H has finite index in G, it is also open. On the other hand, G is connected,
therefore G = H, i.e. G is solvable and has derived length 6 n by Proposition
14.70. �

It is clear that Γ ∩G is a finite index subgroup of Γ, and |Γ : Γ ∩G| 6 |Γ : G|.
Unfortunately, the index |Γ : G| could be arbitrarily large. We will see, however,
that we can enlarge G to a (possibly disconnected) subgroup Ĝ 6 Γ which is still
solvable but has a uniform upper bound on the index |Γ : Ĝ| and a uniform bound
on the derived length.

We will prove the existence of a bound on the index and the derived length
by a dimension induction. The base case where n = 1 is clear, so we assume that
for each n′ < n and each virtually solvable subgroup Γ′ < GLn′(C) there exists a
solvable group Ĝ′

G′ 6 Ĝ′ 6 Γ
′

as required, with a uniform bound ν(n′) on the index |Γ′ : Ĝ′| and so that the
derived length of Ĝ′ is at most δ(n′) 6 δ(n− 1).

Let W := {W1, . . . ,W`} denote the maximal collection of (independent) sub-
spaces in V so that G fixes each projective space P (Wi) pointwise (see Theorem
14.65 and Lemma 14.64). In particular, ` 6 n. Since G is normal in Γ, the collec-
tion W is invariant under Γ. Let K 6 Γ denote the kernel of the action of Γ on the
set W. Clearly, G 6 K and |Γ : K| 6 `! 6 n!. We will, therefore, study the pair of
groups G 6 K.
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Remark 14.75. Note that we just proved that every virtually solvable subgroup
Γ < GL(n,C) contains a reducible subgroup of index 6 n!c(n), where c(n) :=
q(PGL(n,C)) is the function from Jordan’s Theorem, Theorem 14.59. Indeed, if
` > 1, the subgroup K ∩ Γ (of index 6 n!) preserves a proper subspace V1 ∈ V.
If ` = 1, then G is contained in ZGL(V ) and hence Γ projects to a finite subgroup
Φ < PGL(V ). After replacing Φ with an abelian subgroup A of index6 q(PGL(V ))

(using Jordan’s Theorem 14.59), we obtain a metabelian group Ã < Γ whose center
is contained in ZGL(V ). Now the assertion follows from Lemma 14.68.

The group K preserves eachWi and, by construction, the group G acts trivially
on each P (Wi). Therefore, the image Qi of K/G in PGL(Wi) is finite. (The finite
group K/G need not act faithfully on P (Wi).) By Jordan’s Theorem, the group Qi
contains an abelian subgroup of index 6 c(dim(Wi)) 6 c(n). Hence, K contains a
subgroup N C K of index at most∏̀

i=1

c(dim(Wi)) 6 c(n)n

which acts as an abelian group on ∏̀
i=1

P (Wi).

We again note that G 6 N . The image of the restriction homomorphism φ : N →
GL(U),

U := W1 ⊕ . . .⊕W`

is therefore a metabelian group M .
We also have the homomorphism ψ : N → GL(W ), W = V/U with image NW .

The group NW contains the connected solvable subgroup GW := ψ(G) of finite
index. To identify the intersection Ker(φ) ∩ Ker(ψ) we observe that V ' U ⊕W
and, via this identification, the group N acts by matrices of block-triangular form:[

x y
0 z

]
where x ∈M , z ∈ NW . Then the kernel of the homomorphism φ×ψ : N →M×NW
consists of matrices of the upper-triangular form[

I y
0 I

]
.

Thus, by Proposition 14.70, L = Ker(φ× ψ) is solvable of derived length 6 n.

By the induction hypothesis, there exists a solvable group ĜW of derived length
6 δ(n− 1), such that

GW 6 ĜW 6 NW
and |NW : ĜW | 6 ν(n− 1). Therefore, for Ĝ := (φ× ψ)−1(M × ĜW ), we obtain a
commutative diagram

1→ L −→ N
φ×ψ−→ M ×NW −→ 1

|| ↑ ι′ ↑ ι
1→ L −→ Ĝ

φ×ψ−→ M × ĜW −→ 1
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where ι is the inclusion of an index i 6 ν(n− 1) subgroup and, hence, ι′ is also an
inclusion of an index i subgroup. Furthermore, L is solvable of derived length 6 n,
M × ĜW is solvable of derived length 6 max(2, δ(n− 1)).

Putting it all together, we obtain the inequality

|Γ : Ĝ| 6 ν(n) := ν(n− 1)n!(c(n))n,

where Ĝ is solvable of derived length 6 δ(n) := max(2, δ(n−1))+n. Intersecting Ĝ
with Γ we obtain Λ < Γ of index at most ν(n) and derived length 6 δ(n). Theorem
14.72 follows. �

Exercise 14.76. Prove that Lemma 14.74 also holds if we replace Zariski clo-
sure with the closure with respect to the standard topology, when K = C.

In Theorem 14.72 we limited ourselves to the case of the field K = C. The
following results treat the case of general fields (we owe the reference to Yves de
Cornulier):

Theorem 14.77 (A. I. Mal’cev, [Mal51]; see also Theorem 3.21 in [Rob72]).
Let G be a solvable subgroup of GL(n,K), where K is an algebraically closed field.
Then G contains a normal triangular subgroup with finite index not exceeding

n∏
i=1

(i!)(i2f(i2))i,

where f(i) is the maximum number of automorphisms of a group of order 6 i.
A corollary of Mal’cev’s theorem is a result proven earlier by H. Zassenhaus:

Theorem 14.78 (H. Zassenhaus [Zas38]; see also Theorem 3.23 in [Rob72]).
For every field F, the derived length of a solvable subgroup of GL(n,F) is at most
θ(n), where θ(n) is independent of F.
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CHAPTER 15

The Tits Alternative

In this chapter we will prove

Theorem 15.1 (The Tits Alternative, [Tit72]). Let L be a Lie group with
finitely many connected components and let Γ < L be a finitely generated subgroup.
Then either Γ is virtually solvable or Γ contains a free nonabelian subgroup.

The main corollary of the Tits Alternative that we will use (in the proof of
Gromov’s theorem on groups of polynomial growth) is:

Corollary 15.2. Suppose that Γ is a finitely generated subgroup of GL(n,R).
Then Γ is either virtually nilpotent or has exponential growth. In particular, Γ has
either polynomial or exponential growth.

Proof. By the Tits Alternative, either Γ contains a nonabelian free subgroup
(and hence Γ has exponential growth) or Γ is virtually solvable. For virtually
solvable groups the assertion follows from Theorem 14.37. �

Note that this corollary requires only a weaker version of the Tits Alternative,
namely, existence of free subsemigroups, whose proof is slightly easier than that of
the full Tits Alternative.

In view of Corollary 15.2, Milnor’s Conjecture (Conjecture 8.86), has affirmative
answer for finitely generated subgroups of Lie groups L with finite π0(L). Since
the Lie group L in Theorem 15.1 has only finitely many connected components,
the intersection Γ0 of Γ with the identity component L0 6 L has finite index in Γ.
Therefore, it suffices to consider the case of connected Lie groups G. Consider the
adjoint representation Ad : G→ GL(g), where g is the Lie algebra of G. The kernel
of this homomorphism is a central subgroup of Γ (see Lemma 5.52). Since central
coextension of a virtually solvable group is again virtually solvable and Γ contains
a free nonabelian subgroup if and only if Ad(Γ) does, we reduce the problem to
the case of subgroups of GL(n,R). As it turns out, even if we are interested in
matrix groups with real coefficients, one still has to consider matrix groups over
other fields, and we are lead to proving

Theorem 15.3 (J. Tits). The Tits alternative holds for finitely generated sub-
groups Γ < GL(n,K), where K is an arbitrary field: Either Γ is virtually solvable
or contains a free nonabelian subgroup.

Since Γ is finitely generated , we can assume that K is finitely generated as well:
Otherwise, we replace it with the subfield generated (over the prime field of K) by
the matrix entries of the generators of Γ. Moreover, it clearly suffices to consider
the case of infinite fields K, which we will assume from now on.
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Remark 15.4. In Section 15.6, we prove an analogue of Theorem 15.3 in the
case of subgroups Γ < GL(n,F) which are not required to be finitely generated,
but the field F has zero characteristic.

15.1. Outline of the proof

In this section we give an outline of the proof of the Tits alternative, breaking
it into a sequence of theorems, which will be proven later on in this chapter. In
what follows, V will denote a finite-dimensional vector space over a field K whose
algebraic closure will be denoted K̄. We let End(V ) denote the algebra of (linear)
endomorphisms of V and GL(V ) the group of invertible endomorphisms of V .

We present a step-by-step outline of the proof of the Tits alternative for finitely
generated matrix groups, i.e. finitely generated subgroups Γ < GL(n,K), where
K’s is an arbitrary field. The proof is by induction on n. The statement is clear for
n = 1, hence, we assume that it holds for all m < n.

Step 1: Reduction to the case of virtually absolutely irreducible subgroups.
Suppose that Γ contains a finite-index subgroup Γ1 which preserves a proper

subspace of K̄n, i.e. the action of Γ on K̄n is not irreducible. We will identify the
proper subspace as above with K̄m, 1 6 m < n.

Then Γ1 projects to a subgroup Γ2 < GL(n −m, K̄) which, by the induction
assumption, is either virtually solvable or contains a nonabelian free subgroup. In
the latter case, Γ contains a nonabelian free subgroup as well. In the former case,
we consider the kernel Γ3 C Γ1 of the homomorphism Γ1 → Γ2. The subgroup Γ3

is contained in the semidirect product

N oGL(m, K̄)

where N is the nilpotent subgroup of GL(n, K̄) consisting of the block-triangular
matrices of the form [

In−m ?
0 Im

]
.

This subgroup is the kernel of the restriction homomorphism r from the stabilizer of
Km in GL(n,K) to the subspace K̄m. If r(Γ3) contains a free nonabelian subgroup,
then so does Γ. Otherwise, by the induction assumption, r(Γ3) is virtually solvable.
Since Γ4 = Γ3 ∩N is solvable, we obtain two short exact sequences

1→ Γ4 → Γ3 → Γ3/Γ4 → 1,

1→ Γ3 → Γ1 → Γ2 → 1.

The projection Γ5
∼= Γ3/Γ4 of Γ3 to GL(m, K̄) is virtually solvable by the induction

hypothesis; virtual solvability of Γ4 then implies virtual solvability of Γ3. Since Γ2

is virtually solvable, so is Γ1, see Proposition 13.91.
Therefore, it suffices to consider subgroups Γ of GL(n,K) for various fields K

such that each finite-index subgroup of Γ acts absolutely irreducibly on Kn.

Step 2: Reduction to the case of subgroups of SL(n,K).
Given a finitely generated subgroup Γ < GL(n,K) we define the homomorphism

φ : GL(n,K)→ SL(n,K), φ(g) = g det(g)−1.

The kernel of this homomorphism is abelian, contained in the center of GL(n,K).
Therefore, Γ is virtually solvable if and only if φ(Γ) is; similarly, Γ contains a free
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nonabelian subgroup if and only if φ(Γ) does. We leave it as an exercise to the
reader to prove:

Exercise 15.5. Every finite-index subgroup of Γ acts absolutely irreducibly
on Kn if and only if the same is true for φ(Γ).

Therefore, it suffices to analyze the case of finitely generated subgroups of
SL(n,K) for various fields K.

Step 3: Reduction to the case of subgroups which contain non-distal elements.
Recall that an element a ∈ K of a normed field K is a unit if a has unit norm.

An element g ∈ GL(n,K) is called distal if all the eigenvalues of g are units.
Consider a finitely generated virtually absolutely irreducible subgroup Γ <

SL(n,F), where F is a finitely generated field. If every eigenvalue of each element
of Γ is a root of unity, then Γ is virtually nilpotent by Proposition 14.46. Suppose,
therefore, that λ is an eigenvalue of some γ ∈ Γ, which is not a root of unity.
Let E denote the extension of F, which is the splitting field of the characteristic
polynomial of γ. By Theorem 2.64, there exists an embedding E ↪→ (K, | · |) into a
normed local field, such that the image of λ in K is not a unit. Hence, the image
of γ under the embedding Γ ↪→ SL(n,K), is non-distal.

This reduces the problem to the case of local fields K and finitely generated
subgroups Γ < SL(n,K), acting absolutely irreducibly on Kn, such that at least one
element γ ∈ Γ is non-distal (cf. Exercise 5.46). The claim is that such Γ contains
a free nonabelian subgroup.

Step 4: Finding very proximal elements. Suppose that Γ < SL(n,K) is a
subgroup satisfying the conclusion of Step 3 and γ ∈ Γ is a non-distal element. Not
all the norms of the eigenvalues of γ are the same, since, their product equals 1.

We let λ1, . . . , λn ∈ K̄ denote the eigenvalues of γ, ordered so that

|λ1| = |λ2| = . . . = |λk| > |λk+1| > . . . > |λn|
We now consider the action of SL(n,K) on the exterior product

W = ΛkV, V = Kn.

According to Lemma 5.45, the action of G on W = ΛkV is again absolutely irre-
ducible.

By the construction, the action of γ on W is proximal: The dominant eigen-
value of γ is λk1 , which has multiplicity one (see Section 2.10 for the definition of
dominance). If one is interested only in finding free subsemigroups of Γ, proxi-
mal elements suffice for constructing semi ping-pong pairs in Γ, see Section 15.3.
However, finding free subgroups requires more work:

Theorem 15.6. Γ contains an element β whose action on W is very proximal
β, i.e. both β and β−1 are proximal elements of GL(W ).

Our arguments in this part of the proof are inspired by the metric geometry
arguments in the papers by Breuillard and Gelander, [BG03, BG08b], where they
proved an effective version of the Tits alternative.

Step 5: Finding ping-pong partners. Suppose that Γ < SL(n,K) = SL(V ) is
absolutely irreducible and Γ contains an element γ whose action on W = ΛkV is
very proximal.
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Theorem 15.7. The subgroup Γ < GL(W ) contains a pair of ping-pong part-
ners α, β in the sense of Definition 7.67.

Now that Γ < GL(W ) contains a pair of ping-pong partners α, β, there exists
m > 0 such that the subgroup of Γ generated by αm, βm is free of rank 2, see
Lemma 7.68. This step will conclude the proof of Theorem 15.3.

Clearly, the proof of Theorem 15.3 is now reduced to Theorems 15.6 and 15.7.

15.2. Separating sets

Definition 15.8. A subset F ⊂ PGL(V ) is called m-separating if for every
choice of points p1, . . . , pm ∈ P = P (V ) and hyperplanes H1, . . . ,Hm ⊂ P , there
exists f ∈ F such that

f±1(pi) /∈ Hj ,∀i, j = 1, . . . ,m.

Proposition 15.9. Let Γ < GL(V ) be a subgroup acting irreducibly on V with
the property that its Zariski closure is Zariski–irreducible. For every m, Γ contains
a finite m-separating subset F .

Proof. Let Γ be the Zariski closure of Γ in GL(V ). Let P∨ denote the space
of hyperplanes in P (i.e. the projective space of the dual of V ). For each g ∈ Γ let
Mg ⊂ Pm × (P∨)m denote the collection of 2m-tuples

(p1, . . . , pm, H1, . . . ,Hm)

such that
g(pi) ∈ Hj or g−1(pi) ∈ Hj

for some i, j = 1, . . . ,m.

Lemma 15.10. If Γ is as in Proposition 15.9 then⋂
g∈Γ

Mg = ∅ .

Proof. Suppose to the contrary that the intersection is non-empty. Then
there exists a 2m-tuple (p1, . . . , pm, H1, . . . ,Hm) such that for every g ∈ Γ,

(15.1) ∃ i, j such that g(pi) ∈ Hj or g−1(pi) ∈ Hj .

The set of elements g ∈ GL(V ) such that (15.1) holds for the given 2m-tuple is
Zariski–closed, and G is the Zariski closure of Γ, hence all g ∈ G also satisfy (15.1).

Let G±pi,Hj ⊂ Γ denote the subset set consisting of those g ∈ Γ for which

g±1(pi) ∈ Hj .

Clearly, these subsets are Zariski–closed and cover the group Γ. Since Γ Zariski–
irreducible, it follows that one of these sets, say G+

pi,Hj
, is the entire of Γ. Therefore,

for every g ∈ G, g(pi) ∈ Hj . Thus, projectivization of the vector subspace L
spanned by the Γ–orbit (of lines) Γ · pi is contained in Hj . The subspace L is
proper and G-invariant. This contradicts the hypothesis that Γ acts irreducibly on
V . �

We now finish the proof of Proposition 15.9. Let M c
g denote the complement

of Mg in Pm × (P∨)m. This set is Zariski open. By Lemma 15.10, the sets M c
g
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(g ∈ Γ) cover the space Pm × (P∨)m. By Lemma 5.74, there exists a finite subset
F ⊂ Γ so that ⋂

f∈F
Mf =

⋂
g∈Γ

Mg = ∅.

In other words, ⋃
f∈F

M c
f = Pm × (P∨)m.

This subset F is the one whose existence is claimed by Proposition 15.9. �

15.3. Proof of existence of free subsemigroup

In this section we prove a weaker form of the Tits Alternative. The reader
who is only interested in the proof of Gromov’s theorem on groups of polynomial
growth can read this proof instead of the one given in Section 15.4, since it is
technically much simpler. We refer the reader to Section 2.10 for the definitions of
subspaces Eα, Aα ⊂ P (V ) associated with linear transformations α ∈ GL(V ) and
to Definition 7.67 for the notion of ping-partners.

Theorem 15.11. Let Γ < GL(n,K), n > 1, be a subgroup which acts virtually
irreducibly on V = Kn and contains a proximal element α. Then Γ contains a free
subsemigroup of rank 2.

Proof. Let Γ denote the Zariski closure of Γ in GL(n,K). If Γ is Zariski–
reducible, we replace Γ with the finite-index subgroup Γ0 < Γ, the intersection of
Γ with the identity component of Γ, cf. Proposition 5.92. Thus, we will assume
that Γ is Zariski–irreducible. We claim that Γ contains an element γ such that the
elements α, β = γαγ−1 of the group Γ are ping-partners (Definition 7.67). Indeed,
since Γ contains a 2-separating subset F (see Proposition 15.9), there exists γ ∈ F
such that

(15.2) {γ(Aα), γ−1(Aα)} ∩ Eα = ∅.
Being a conjugate of α, the element β = γαγ−1 is also proximal and

Aβ = γ(Aα), Eβ = γ(Eα).

Then (15.2) implies that
Aα /∈ Eβ , Aβ /∈ Eα,

which means that α, β are ping-partners. Therefore, by Lemma 7.68, there exists
m > 0 such that the subsemigroup of Γ generated by αm, βm is free of rank two. �

15.4. Existence of very proximal elements: Proof of Theorem 15.6

In what follows, V is an n-dimensional vector space over an (infinite) local field
K, n = dim(V ) > 1. We fix a basis e1, . . . , en in V . Then the norm | · | on K
determines the Euclidean norms ‖ · ‖ on V .

Notation 15.12. We let P (V ) denote the projective space of V . When there
is no possibility of confusion we do not mention the vector space anymore, and
simply denote the projective space by P .
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In this section we show how to find very proximal elements in a subgroup
Γ < GL(V ), assuming that Γ contains a proximal element g. We will find such very
proximal elements in the form

f ′gifg−i,

where f, f ′ belong to some finite 4-separating subset of Γ. While this appears to be
a linear algebra problem, we will use geometric and topological arguments instead.
To this end, in the following section we will present some geometric conditions for
proximality, based on the contraction principle. Below, for each non-zero vector
v ∈ V we let [v] ∈ P (V ) denote its projection to the projective space; we will use
the metric on P (V ) and metric balls B([v], R) ⊂ P (V ), see Section 2.9.

15.4.1. Proximality criteria.

Proposition 15.13 (Proximality criterion-I). Suppose that g ∈ GL(V ) and u
is an eigenvector of g such that for some R > 0 the restriction of g to B([u], R) is
1
2 -Lipschitz. Then g is proximal and [u] = Ag.

Proof. Suppose that g is not proximal and let v ∈ V be an eigenvector of g
linearly independent of u, such that |λv| > |λu|, where λu, λv are the eigenvalues
for the eigenvectors u, v respectively. The linear transformation g preserves the 2-
dimensional subspace W = Span(u, v) ⊂ V . The inequality |λv| > |λu| implies that
the sequence gi, i ∈ N is either bounded in GL(W ) or its projection to PGL(W )
converges to [v] uniformly on compacts in P (W )\{[u]}, cf. Theorem 2.82. However,
since the restriction of g to B([u], R) is 1

2 -Lipschitz, g(B([u], R)) ⊂ B([u], R) and
B([u], R) 6= {[u]} since the field K is infinite and local. Contradiction. �

Proposition 15.14 (Proximality criterion-II). Suppose that gi ∈ GL(V ) is a
sequence such that for some a ∈ P and R > 0, the sequence gi|B̄(a,R)

converges
uniformly to a. Then for all but finitely many values of i the elements gi are
proximal. Moreover,

lim
i→∞

Agi = a.

Proof. Since the sequence gi converges to a on the ball B(a,R), it follows
that the sequence of projective transformations gi converges to the quasiconstant
map with the image a on the projective space P (V ), see Theorem 2.82 and Exercise
2.80. It follows from Lemma 2.83 that

lim
i→∞

Lip(gi|B(a,R)
) = 0.

Pick a positive number ε < R. After discarding finitely many members of the
sequence gi, we can assume that the restrictions of gi to B̄(a,R) are 1

2 -Lipschitz
and that

gi(B̄(a,R)) ⊂ B(a, ε).

Therefore, for each g = gi and m ≥ 1, we have

diam(gm(B̄(a,R))) 6 2−m.

Since the normed field K is complete, the sequence of iterates gm converges on
B̄(a,R) to a point [u] contained in B(a, ε), which, therefore, has to be fixed by g.
By Proposition 15.13, u is an eigenvector of g with dominant eigenvalue. Hence, g
is proximal with Ag ∈ B(a, ε). This also shows that

lim
i→∞

Agi = a. �
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Proposition 15.15 (Proximality criterion-III). Suppose that gi ∈ GL(V ) is
a sequence such that for some c ∈ P and R > 0, the sequence gi|B̄(c,R)

converges
uniformly to a point a ∈ P (V ). Assume also that the sequence (gi) converges to
some quasiprojective transformation ĝ ∈ End(V ), whose kernel Kerĝ ⊂ P (V ) does
not contain the point a. Then all but finitely many members of the sequence gi are
proximal and

lim
i→∞

Agi = a.

Proof. The proof is similar to that of Proposition 15.14. The sequence (gi)
converges to ĝ uniformly on compacts in P (V ) \ Kerĝ. By Exercise 2.80, ĝ is a
quasiconstant, since it maps the entire ball B(c,R) to the point a. Since Kerĝ does
not contain a, the sequence of restrictions of gi’s to a small ball B(a, ε) converges
uniformly to a. Now, the claim follows from Proposition 15.14. �

15.4.2. Constructing very proximal elements. We now prove one of the
two main results of this section:

Theorem 15.16. Let F ⊂ GL(V ) be a 4-separating subset and let g ∈ GL(V )
be a proximal element. Then there exist f, f ′ ∈ F such that for infinitely many i’s,
the elements

gi = f ′gifg−i

are very proximal.

Proof. We break the proof into two propositions, first ensuring proximality
of gi’s and the second verifying proximality of g−1

i .

Proposition 15.17. Let g ∈ GL(V ) be a proximal element and F ⊂ GL(V )
be a 2-separating subset. Then for each infinite subset I ⊂ N there exist f, f ′ ∈ F
and an infinite subset J ⊂ I, such that the products gi = f ′gifg−i, i ∈ J , satisfy:

1. Each gi is proximal.
2.

lim
i→∞,i∈J

Agi = f ′(Ag).

Proof. Since g is proximal, the sequence (gi)i∈N converges to a quasiconstant
map

ĝ : P \ Eg → Ag.

We first consider the sequence g−i, i ∈ I. By the convergence property (Theorem
2.82), this sequence subconverges to some non-invertible quasiprojective transfor-
mation ǧ ∈ End(P (V )). We let J ⊂ I denote the subset such that

lim
i→∞,i∈J

g−i = ǧ.

We pick a small ball B̄(x, ε) disjoint from Ker(ǧ), its image under ǧ is contained in
a small ball B̄(ǧ(x), Lε) ⊂ Im(ǧ), where L is the Lipschitz constant of ǧ. Since the
set F is 2-separating, there exists f ∈ F such that

f(ǧ(x)) /∈ Eg.
By using a sufficiently small ε, we can assume that f(B̄(ǧ(x), Lε)) is disjoint from
Eg as well. We let

Eĝ◦f◦ǧ = Kerĝ◦f◦ǧ
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denote the indeterminacy set of the quasiconstant map ĝ ◦ f ◦ ǧ, whose image is
Ag. To be more precise, this set is the hyperplane in P such that the suitable
subsequence of

gi ◦ f ◦ ◦g−i

converges to the constant Ag away from this hyperplane. (The limit is indeed a
quasiconstant map since its restriction to the ball B(x, ε) is a constant map, see
Exercise 2.80.) Using again the fact that F is a 2-separating subset, we find f ′ ∈ F
such that

f ′(Ag) /∈ Eĝ◦f◦ǧ.
Thus, the composition

gi := f ′ ◦ gi ◦ f ◦ ◦g−i

converges to the constant f ′(Ag) uniformly on compacts away from the hyperplane

Eĝ◦f◦ǧ,

which is disjoint from f ′(Ag). Therefore, according to Proposition 15.15, for all but
finitely many i ∈ J , the composition gi is proximal and

lim
i→∞,i∈J

Agi = f ′(Ag). �

Our goal, of course, is to find very proximal elements, not just proximal ones.
We will see now that this can be achieved by using compositions of the same type
as in Proposition 15.17, but with a slightly more careful choice of the separating
elements f, f ′.

Proposition 15.18. Let g ∈ GL(V ) be a proximal element and F ⊂ GL(V ) be
a 4-separating subset. Then for each infinite subset I ⊂ N there exist f, f ′ ∈ F and
an infinite subset J ⊂ I, such that the transformations gi = fgifg−i, i ∈ J , satisfy:

1. gi, g−1
i are both proximal.

2.
lim

i→∞,i∈J
Agi = Ag, lim

i→∞,i∈J
Ag−1

i
= Ag.

Proof. We follow the proof of Proposition 15.17, except that we now impose
more restrictions on the elements f, f ′ (using the 4-separation property).

1. We take f ∈ F such that, in addition to the earlier requirement, we have:

f−1(ǧ(x)) /∈ Eg.
2. Similarly, we take f ′ which, additionally, satisfies

f ′(x) /∈ Eĝf ǧ.
Then, taking into account the fact that

g−1
i = gi ◦ f−1 ◦ g−i ◦ (f ′)−1,

and arguing as in the proof of Proposition 15.17, we obtain that the sequence g−1
i

converges on a small ball around f ′−1(x) to the constant Ag. Hence, we conclude
that (for infinitely many values of i), not only gi is proximal, but also g−1

i is proximal
and

lim
i→∞

Ag−1
i

= Ag. �

This also concludes the proof of Theorem 15.16. �
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15.5. Finding ping-pong partners: Proof of Theorem 15.7

Let F ⊂ GL(V ) be a 2-separating subset and suppose that g ∈ GL(V ) is a
very proximal element.

Lemma 15.19. There exists f ∈ F such that the elements g, h = fgf−1 are a
ping-pong partners.

Proof. For each f ∈ GL(V ), setting h = fgf−1, we get:

Ah = f(Ag), Eh = f(Eg), Ah−1 = f(Ag−1), Eh−1 = f(Eg−1).

In order to ensure that g, h are ping-pong partners, we need to find f such that

Ah±1 /∈ Eg ∪ Eg−1 , equivalently f({Ag, Ag−1}) ∩ (Eg ∪ Eg−1) = ∅,
and

Ag±1 /∈ Eh ∪ Eh−1 , equivalently f−1({Ag, Ag−1}) ∩ (Eg ∪ Eg−1) = ∅.
The existence of such an f is immediate from the assumption that the subset F is
2-separating. �

Corollary 15.20. Suppose that Γ < GL(V ) acts irreducibly on V , the Zariski
closure of Γ is an irreducible subgroup of GL(V ) and that Γ contains a proximal
element. Then Γ contains a pair of ping-pong partners α, β.

Proof. This is a combination of Theorem 15.16 and Lemma 15.19. �

Theorem 15.21. Let Γ 6 GL(V ) be a finitely generated subgroup, acting vir-
tually irreducibly on V and containing a proximal element. Then Γ contains a free
non-abelian subgroup.

Proof. It remains to summarize what we already have done. After passing
to a finite-index subgroup in Γ, we can assume that the Zariski closure of Γ is a
Zariski-irreducible subgroup of GL(V ). Then, by 15.9, Γ contains a 4-separating
subset F ⊂ Γ. Using this subset, in Section 15.4.2, we converted a proximal element
of Γ into a very proximal element and then (Lemma 15.19) into a pair of ping-pong
partners α, β ∈ Γ. Lastly, by Lemma 7.68, for some m > 0, the group generated by
αm, βm is free of rank 2. �

This also concludes the proof of the Tits Alternative (Theorem 15.3) for finitely
generated subgroups of GL(n,K), where K is an arbitrary field, as well as the Tits
Alternative for subgroups of Lie groups (Theorem 15.1).

As a consequence of the proof of the Tits Alternative we obtain:

Theorem 15.22. Let Γ be a finitely generated group that does not contain a
free non-abelian subgroup. Then:

(1) If Γ is a subgroup of a real algebraic group G then the Zariski closure Γ
of Γ in G is virtually solvable.

(2) If Γ is a subgroup of a Lie group G with finitely many connected com-
ponents, then the closure Γ̂ of Γ in the Lie group G (with respect to the
standard topology) is virtually solvable.

Furthermore, Γ and Γ̂ contain a solvable subgroup S of derived length at most
δ = δ(G) and the index at most ν = ν(G).
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Proof. We will prove the first statement as the proof of the second statement
is completely analogous (cf. Exercise 14.76). First of all, after replacing G with
its finite-index subgroup, we may assume that the group G is irreducible (with
respect to the Zariski topology). According to the Tits Alternative, the group Γ
is virtually solvable. Furthermore, the adjoint representation ρ : G → GL(g) has
abelian kernel. As in the proof of Theorem 14.72, we conclude that the group
G1 := ρ(Γ) is virtually solvable. According to the same theorem, γ1 contains a
solvable subgroup S1 of index 6 ν(n) and derived length 6 δ(n), where n is the
dimension of G. The preimage ρ−1(G1) 6 G contains the algebraic closure Γ and
|ρ−1(G1) : ρ−1(S1)| 6 ν(n), while ρ−1(S1) has derived length 6 δ(n)+1. The same
estimates hold for the intersections S := ρ−1(S1) ∩ Γ. Theorem follows. �

15.6. The Tits Alternative without finite generation assumption

Theorem 15.23 (The Tits Alternative without finite generation assumption).
Let K be a field of zero characteristic and Γ be a subgroup of GL(n,K). Then either
Γ is virtually solvable or Γ contains a free nonabelian subgroup.

Proof. We will need the following elementary lemma:

Lemma 15.24. Every countable field L of zero characteristic embeds into C.

Proof. Since L has characteristic zero, its prime subfield P is isomorphic to
Q. Then L is an extension of the form

P ⊂ E ⊂ L,

where P ⊂ E is a purely transcendental extension and E ⊂ L is an algebraic
extension (see [Hun80, Chapter VI.1]). Since L is countable, E/P has countable
dimension and, therefore,

E = P(u1, . . . , um)

or
E = P(u1, . . . , um, . . .).

Sending variables uj to algebraically independent transcendental numbers zj ∈ C,
we then obtain an embedding E ↪→ C. Since C is algebraically closed, the algebraic
closure of E embeds in C. Therefore, F also embeds in C. �

We now return to the proof of the theorem. The group Γ is the direct limit of the
direct system of its finitely generated subgroups Γi. Let Ki ⊂ K denote the subfield
generated by the matrix entries of the generators of Γi. Then Γi 6 GL(n,Ki).
Since K (and, hence, every Ki) has zero characteristic, the field Ki embeds in C
(see Lemma 15.24).

If one of the groups Γi contains a free nonabelian subgroup, then so does Γ.
Assume, therefore, that this does not happen. Then, in view of the Tits Alter-
native (for finitely generated matrix groups), each Γi is virtually solvable. For
ν = ν(GL(n,C)) and δ = δ(GL(n,C)), for every i there exists a subgroup Λi 6 Γi
of index 6 δ, such that Λi has derived length 6 δ (see Theorem 14.72). In view of
Theorem 13.94, the group Γ is also virtually solvable. �

Corollary 15.25. SU(2) contains a subgroup isomorphic to F2.
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Proof. The group SU(2) is connected, therefore, it has no proper finite-index
subgroups. The group SU(2) cannot be solvable, for instance, because it contains
A5, the alternating group on 5 symbols, which is a nonabelian finite simple group.
Alternatively, if SU(2) < SL(2,C) were solvable, it would preserve a proper sub-
space in C2 according to Theorem 14.65, which is not the case. Now, the claim
follows from Theorem 15.23.

15.7. Groups satisfying the Tits Alternative

One says that a group G satisfies the Tits’ Alternative if it is either virtually
solvable or contains a free nonabelian subgroups.

Classes of groups (besides those covered by Theorems 15.1 and 15.23) satisfying
the Tits’ Alternative are:

(1) Subgroups of Gromov hyperbolic groups (see [Gro87, §8.2.F ], [GdlH90,
Chapter 8].

(2) Subgroups of the mapping class group, see [Iva92].

(3) Subgroups of Out(Fn), see [BFH00, BFH05, BFH04].

(4) Fundamental groups of 3-dimensional manifolds.

(5) Fundamental groups of compact manifolds of nonpositive curvature, see
[Bal95].

(6) Groups acting isometrically properly discontinuously and cocompactly on
two-dimensional CAT(0) complexes [BŚ99, BB95].

(7) Subgroups of cube complex groups (Sageev-Wise, [SW05]): If G acts
properly on a finite-dimensional cube complex and has a bound on order
of finite subgroups, then each subgroup of G either contains F2 or is
virtually abelian.

(8) Certain classes of CAT (0) groupos, see [Xie06], [AM15].
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CHAPTER 16

Gromov’s Theorem

The main objective of this chapter is to prove the converse of Bass–Guivarc’h
Theorem 14.26. We refer the reader to Section 8.7 for the definition of the growth
function G for finitely generated groups.

Theorem 16.1 (M. Gromov, [Gro81a]). If Γ is a finitely generated group of
polynomial growth then Γ is virtually nilpotent.

We will actually prove a slightly stronger version (Theorem 16.3 below) of
Theorem 16.1, which is due to van der Dries and Wilkie [dDW84] (our proof
mainly follows [dDW84]).

Definition 16.2. A finitely generated group Γ has weakly polynomial growth
of degree 6 a if there exists a sequence of positive numbers Rn diverging to infinity
and a pair of numbers C and a, for which

G(Rn) 6 CRan,∀n ∈ N.

Theorem 16.3. If Γ has weakly polynomial growth then it is virtually nilpotent.

Gromov’s proof of polynomial growth theorem relies heavily upon the work of
Gleason, Yamabe, Montgomery and Zippin on topological transformation groups.
Therefore in the following section we review some of the results in the theory of
topological transformation groups.

16.1. Topological transformation groups

Throughout this section we will consider only metrizable topological spaces X.
We will topologize the group of homeomorphisms Homeo(X) via the compact-open
topology and, thus, obtain a continuous action Homeo(X)×X → X.

The following definition (Property A of topological groups introduced by Mont-
gomery and Zippin) should not be confused with the Property A in Geometric
Group Theory, introduced by G. Yu in [Yu00].

Definition 16.4. [Property A, section 6.2 of [MZ74]] Suppose that H is a
separable, locally compact topological group. Then H is said to satisfy Property A
if for each neighborhood V of the identity e ∈ H there exists a compact subgroup
K ⊂ H such that K ⊂ V and H/K (equipped with the quotient topology) is a Lie
group.

In other words, the group H can be approximated by the Lie groups H/K. Here
is an example to keep in mind. Let H be the additive group Qp of p-adic numbers.
The sets

Hi,p := {x ∈ Qp : |x|p 6 p−i}, i ∈ N,
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are open and form a basis of topology at 0 ∈ Qp. For instance, for i = 0, H0,p is
the group of p-adic integers Op. Now, the fact that the p-adic norm |x|p is non-
archimedean implies that Hi,p is a subgroup of H. Furthermore, this subgroup is
closed and, therefore, compact, see Lemma 2.55. The quotient H/Hi,p has discrete
quotient topology since Hi,p is open in H. Hence, Gi,p = H/Hi,p is a Lie group. In
particular, H has Property A.

Theorem 16.5 (H. Yamabe, [Yam53]; see also [MZ74], Chapter IV). Each
separable locally compact group H contains an open subgroup Ĥ 6 H such that Ĥ
satisfies Property A.

The following theorem is proven in [MZ74], section 6.3, Corollary on page 243.

Theorem 16.6 (D. Montgomery and L. Zippin). Suppose that X is a topological
space which is connected, locally connected, finite-dimensional and locally compact.
Suppose that H is a separable locally compact group satisfying Property A, H×X →
X is a topological action which is effective and transitive. Then H is a Lie group.

We are mainly interested in the following corollary for metric spaces.

Theorem 16.7. Let X be a metric space which is proper, connected, locally
connected and finite-dimensional. Let H be a closed subgroup in Homeo(X) with
the compact-open topology, such that H y X is transitive. If there exists L ∈ R
such that each h ∈ H is L–Lipschitz, then the group H is a Lie group with finitely
many connected components.

Proof. It is clear that H ×X → X is a continuous effective action. It follows
from the Arzela-Ascoli theorem that H is locally compact.

Lemma 16.8. 1. The group H is separable.
2. For each open subgroup U ⊂ H, the quotient H/U is countable.

Proof. 1. Pick a point x ∈ X. Given r ∈ R+, consider the subset

Hr = {h ∈ H : dist(x, h(x)) 6 r}.
By the Arzela–Ascoli theorem, each Hr is a compact set. Therefore

H =
⋃
r∈N

Hr

is a countable union of compact subsets. Thus, it suffices to prove separability of
each Hr. Recall that B̄(x,R) denotes the closed R-ball in X centered at the point
x. For each R ∈ R+ define the map

φR : H → CL(B̄(x,R), X)

given by the restriction h 7→ h|B̄(x,R). Here CL(B̄(x,R), X) is the space of L-
Lipschitz maps from B̄(x,R) to X. Observe that CL(B̄(x,R), X) is metrizable
via

dist(f, g) = max
y∈B̄(x,R)

dist(f(y), g(y)).

Thus, the image of Hr in each CL(B̄(x,R), X) is a compact metrizable space. We
claim now that each φR(Hr) is separable. Indeed, for each i ∈ N take Ei ⊂ φR(Hr)
to be a 1

i -net. The union ⋃
i∈N
Ei
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is a dense countable subset of φR(Hr). On the other hand, the group H (as a
topological space) is homeomorphic to the inverse limit

lim←−
R∈N

φR(H),

see Section 1.5.
Let Ei ⊂ φi(Hr) be a dense countable subset. For each element hi ∈ Ei consider

a sequence (gj) = h̃i in the above inverse limit such that gi = hi. Let h̃i ∈ H be
the element corresponding to this sequence (gj). It is clear now that⋃

i∈N
{h̃i ∈ H ; hi ∈ Ei}

is a dense countable subset of Hr.

2. Let I ⊂ H be a dense countable set. The subsets

hU, h ∈ H
are open subsets of H such that hU = gU or hU ∩ gU = ∅ for all g, h ∈ H. The
countable subset I intersects every hU, h ∈ H. Therefore, the above collection of
open subsets of H consists of countably many elements. �

Thus, we now know that the topological group H is locally compact and sepa-
rable. Therefore, by Theorem 16.5, H contains an open subgroup Ĥ 6 H satisfying
Property A.

Lemma 16.9. For every x ∈ X, the orbit Y := Ĥx ⊂ X is open in X.

Proof. As we noted earlier, the group H is σ-compact. Therefore, by the
Arens Theorem (Lemma 5.38), the orbit map h→ h(x) projects a homeomorphism
H/Hx → X, where Hx is the stabilizer of x in H. Since the quotient map H →
H/Hx is clearly open, openness of Ĥ implies that Y is open in X. �

We now can conclude the proof of Theorem 16.7. Let Z ⊂ Y be the connected
component of x in Y := Ĥx as above. The stabilizer F ⊂ Ĥ of Z is both closed
and open in Ĥ. Therefore, F again has the Property A and the assumptions of
Theorem 16.6 are satisfied by the action F y Z. It follows that F is a Lie group.
Since F ⊂ H is an open subgroup, the group H is a Lie group as well. Let K be the
stabilizer of x in H. The subgroup K is a compact Lie group and, therefore, has
only finitely many connected components. Since the action H y X is transitive,
X is homeomorphic to H/K, see Lemma 5.38. Connectedness of X now implies
that H has only finitely many connected components. �

16.2. Regular Growth Theorem

We now proceed to construct, for a group Γ of weakly polynomial growth, a
representation ρ : Γ → Isom(X), where X is a homogeneous metric space as in
Theorem 16.7.

The first naive attempt would be to takeX to be a Cayley graph Cayley(Γ, S) of
Γ. But in that case Isom(X) does not act transitively onX. If we replace the Cayley
graph with its set of vertices, then we achieve homogeneity but loose connectedness.
The ingenious idea of Gromov is to take X to be a limit of rescaled Cayley graphs
(Cayley(Γ, S), λndist), where λn is a sequence of positive numbers converging to
0. Gromov originally used Gromov-Hausdorff convergence to define the limit; we
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will take X to be an asymptotic cone of Cayley(Γ, S) instead; equivalently X is an
asymptotic cone of Γ with the word metric. Such an asymptotic cone inherits both
the homogeneity from Γ (see Proposition 10.72) and the property of being geodesic
from Cayley(Γ, S) (see (2) in Proposition 10.68). In particular it is connected and
locally connected. The asymptotic cone X is also complete, by Proposition 10.70.
These properties and the Hopf-Rinow Theorem 2.13 imply that in order to prove
properness of X it suffices to prove local compactness.

To sum up, if we wish to apply Theorem 16.7 to an asymptotic cone, it remains
to use the hypothesis of polynomial growth to find an asymptotic cone that is locally
compact and finite dimensional. In what follows we explain how to choose a scaling
sequence λ such that Xω = Coneω(Γ,1,λ) has both properties.

Remark 16.10. We note that once it is proven that Isom(Xω) is a Lie group,
one still has to address the issue that the homomorphisms Γ→ Isom(Xω) arising as
ultralimits of sequences of isometric actions of Γ on its Cayley graph (with rescaled
metric), may have finite images.

A metric space X is called p-doubling if each R-ball in X can be covered by
p balls of radius R/2. One way to show that a metric space X is doubling is to
estimate the packing number of R-balls in X. The packing number p(B̄) of a ball
B̄ = B̄(x,R) ⊂ X is the supremum of cardinalities of R/2-separated subsets N of
B̄. If N is a maximal subset as above, then

∀x ∈ B̄ ∃y ∈ N such that d(x, y) 6 R/2.
(This condition is slightly stronger than the one of being an R/2-net.) In other
words, the collection of closed balls {B̄(x,R/2) : x ∈ N} is a covering of B. Thus,
there exist a covering of B by p(B) balls of radius R/2. If p(B̄(x,R)) 6 p for every
x and R, then X has packing number 6 p; such X is necessarily p-doubling. The
reader should compare this (trivial) statement with the statement of the Regular
Growth Theorem below.

Exercise 16.11. Show that doubling implies polynomial growth for uniformly
discrete spaces.

Note that, being scale-invariant and invariant under ultralimits, the doubling
property passes to asymptotic cones. The following lemma, although logically un-
necessary for the proof of Gromov’s theorem, motivates its arguments.

Lemma 16.12. If X is p-doubling then the Hausdorff dimension of X is at most
log2(p).

Proof. Consider a metric ball B̄ = B̄(o,R) ⊂ X. We first cover B̄ by balls
B̄(xi, R/2), i = 1, . . . , p. We then cover each of the new balls by balls of radius
R/4 and proceed inductively. On the n-th step of induction we have a covering of
B̄ by pn balls of radius 2−nR. The corresponding finite sum of in the definition of
the α-Hausdorff measure of B̄ (see (2.7)) then equals

pn∑
i=1

2−nαRα = Rα
( p

2α

)n
.

This quantity is converges to 0 as n → ∞ provided that p < 2α, i.e. α > log2(p).
Thus, µα(B) = 0 for every metric ball in X. Representing X as a countable union
of concentric metric balls, we conclude that µα(X) = 0 for every α > log2(p). �
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Thus, every asymptotic cone of a doubling metric space has finite Hausdorff
and, hence, finite covering, dimension, see Theorem 2.42.

Although there are spaces of polynomial growth which are not doubling, the
Regular Growth Theorem below shows that groups of polynomial growth exhibit
doubling-like behavior, which suffices for proving that suitable asymptotic cones
are finite-dimensional.

Our discussion below follows the paper of L. Van den Dries and A. Wilkie,
[dDW84], Gromov’s original statement and proof of the Regular Growth Theorem
were different (although, some key arguments were quite similar).

Theorem 16.13 (Regular growth theorem). Let Γ be a finitely generated group.
Assume that there exists a sequence (Rn) such that R = (Rn)ω is an infinitely large
number in the ultrapower Rω+ and that the growth function satisfies:

(16.1) GΓ(Rn) = |BΓ(1, Rn)| 6 CRan , for ω-alln ∈ N ,

where C > 0 and a ∈ N are constants independent of n. Let ε > 0.
Then there exists η ∈ [logR , R] ⊂ Rω+ such that the ball B

(
1, η4

)
in the ul-

trapower Γω endowed with the nonstandard metric defined in (10.3) satisfies the
following:

For every i ∈ N, i > 4 , all the η
i -separated subsets in the ball B̄

(
1, η4

)
have

cardinality at most ia+ε .
In particular, taking i = 8, we see that every η

4 -ball in Γω has packing number
6 8a+ε (with respect to the nonstandard metric).

We refer the reader to Definition 10.32 and Exercise 10.33 for the discussion
of infinitely large numbers. The difference between the assertion of this theorem
and the statement that Γω has finite packing number is that we are not estimating
packing numbers of all metric balls, but only of metric balls of certain radii.

Proof. Suppose to the contrary that for every η ∈ [logR , R] ⊂ Rω+ there
exists i ∈ N, i > 4 , such that the ball B

(
1, η4

)
contains more than ia+ε points that

are η
i -separated.
Then we define the function

ι : [logR,R]→ Nω, ι(η) is the smallest i ∈ N for which the above holds.

The range of ι is N, which is identified with N̂ ⊂ Nω.
It is easy to check that ι is an internal map defined by the sequence of maps:
ιn : [logRn , Rn] → N, ιn(r) = the minimal i ∈ N, i > 4 , such that BΓ

(
1 , r4

)
contains more than ia+ε points that are r

i -separated.
The image of ι is therefore internal, and contained in N̂ ⊂ Nω. According to

Lemma 10.36, the image of ι has to be finite. Thus, there exists K ∈ N such that

ι(η) ∈ [4,K], ∀η ∈ [logR,R].

This implies that for every η ∈ [logR,R] there exists i = ι(η) ∈ {4, . . . ,K} such
that the ball B

(
1, η2

)
contains more than ia+ε disjoint balls of radii η

2i .
In particular, taking η = R, we see that there exists i1 = ι(R) ∈ {4, . . . ,K}

such that the ball B
(
1, R4

)
⊂ Γω contains at least ia+ε

1 disjoint balls

B

(
x1(1),

R

2i1

)
, B

(
x2(1),

R

2i1

)
, . . . , B

(
xt1(1),

R

2i1

)
with t1 > ia+ε

1 .
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Since Γω is a group which acts on itself isometrically and transitively, all the
balls in this list are isometric to B

(
1, R2i1

)
.

Exercise 16.14. For every natural number k and every infinitely large number
R,

k log(R) < R.

Thus, R
i1
∈ [logR , R]; hence there exists i2 = ι

(
R
i1

)
such that the ball

B
(

1, R4i1

)
contains at least ia+ε

2 disjoint balls of radii R
2i1i2

.

It follows that B
(
1, R2

)
contains a family of disjoint balls

B

(
x1(2),

R

2i1i2

)
, B

(
x2(2),

R

2i1i2

)
, . . . , B

(
xt2(2),

R

2i1i2

)
with t2 > ia+ε

1 ia+ε
2 .

We continue via the nonstandard induction. Consider u ∈ Nω such that
B
(
1, R2

)
contains a family of disjoint balls

B

(
x1(u),

R

2i1i2 · · · iu

)
, B

(
x2(u),

R

2i1i2 · · · iu

)
, . . . , B

(
xtu(u),

R

2i1i2 · · · iu

)
,

with tu > (i1i2 · · · iu)a+ε.
We construct the next generation of points

x1(u+ 1), . . . , xtu+1
(u+ 1)

by considering, within each ball

B

(
xj(u),

R

2i1i2 · · · iu

)
the centers of ia+ε

u+1 disjoint balls of radii

R

2i1i2 · · · iuiu+1
, 1 6 j 6 tu+1.

Here and below

iu+1 = ι

(
R

i1i2 · · · iu

)
,

where the product i1 · · · iu+1 is defined via the nonstandard induction as in the end
of Section 10.3.

Thus, we obtain injective maps sending [1, tu+1] ⊂ Nω to B(1, R/2), j 7→
xj(u+ 1).

This induction process continues as long as R/(i1 · · · iu) > logR. Recall that
ij > 2, hence

R

i1 · · · iu
6 2−uR.

Therefore, if u > logR− log logR then
R

i1 · · · iu
< logR.

Thus, there exists u ∈ Nω such that
R

i1i2 · · · iu+1
< logR 6 R

i1i2 · · · iu
6 KR

i1i2 · · · iu+1
⇔
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(16.2)
R

logR
< i1i2 · · · iu+1 6

KR

logR
.

Let’s “count” the “number” (nonstandard of course!) of centers, points xi(k),
we constructed between the first step of the induction and the u-th step of the
induction:

We get ia+ε
1 ia+ε

2 · · · ia+ε
u+1 points, i.e. we obtain a bijection from the interval

[1, ia+ε
1 ia+ε

2 · · · ia+ε
u+1] ⊂ Nω

to the set of centers xi(k). On the other hand, from (16.2) we get:(
R

logR

)a+ε

6 (i1i2 · · · iu+1)
a+ε

.

What does this inequality actually mean? Recall that R and u are represented by
sequences of real and natural numbers Rn, un, respectively. The above inequality
thus implies that for ω–all n ∈ N, we have:(

Rn
logRn

)a+ε

6 |B(1, Rn)| 6 CRan .

Accordingly,
Rεn 6 C(log(Rn))a+ε,

for ω–all n ∈ N. This contradicts the assumption that R is infinitely large, cf.
Exercise 16.14. �

16.3. Consequences of the Regular Growth Theorem

Proposition 16.15. Let Γ be a finitely generated group for which there exists
an infinitely large number R = (Rn)ω in the ultrapower Rω+ such that the growth
function satisfies (16.1). Fix real numbers a and ε > 0 as in Theorem 16.13 and
let η = (ηn) be a sequence provided by the conclusion of Regular Growth Theorem
16.13; let λ = (λn) with λn = 1

ηn
.

Then the asymptotic cone Xω = Coneω(Γ; 1, λ) is
(a) locally compact;

(b) has Hausdorff dimension at most a+ ε. In particular, in view of Theorem
2.42, Xω has finite covering dimension.

Proof. (a) Since Xω is homogeneous, it suffices to prove that the closed ball
C = B̄

(
1, 1

4

)
⊂ Xω is compact. Since C is complete, it suffices to show that it is

totally bounded, i.e. for every δ > 0 there exists a finite cover of C by δ-balls (see
[Nag85]).

Let dist denote the word metric on Γ. By Theorem 16.13, the closed ball
B̄(1, 1

4 ) ⊂ (Γ, λndist) satisfies the property that for every integer i > 4, every 1
i -

separated subset E ⊂ B̄(1, 1
4 ) contains at most ia+ε points. The same assertion

clearly holds for the ultralimit Xω. Therefore, we pick some i ∈ N such that 1
i < δ

and choose (by Zorn’s lemma) a maximal 1
i -separated subset E ⊂ C. Then, by

maximality (see Lemma 2.22),

C ⊂
⋃
x∈E

B̄(x,
1

i
) ⊂

⋃
x∈E

B̄(x, δ).

We, thus, have a finite cover of C by δ-balls and, therefore, C is compact.
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(b) We first verify that the Hausdorff dimension of the ball B̄(1, 1/4) is at
most a + ε. Pick α > a + ε. For each i consider a maximal 1

i -separated subset
x1ω, x2ω, . . . , xtω in B(1, 1/4), with t 6 ia+ε .

Then B̄(1, 1/4) is covered by the balls

B̄(xjω, 1/i), j = 1, . . . , t .

We get:
t∑

j=1

(1/i)α 6 ia+ε/iα = ia+ε−α.

Since α > a+ ε, limi→∞ ia+ε−α = 0. Hence µα(B(1, 1/4)) = 0.
Thus by homogeneity of Xω, dimHaus(B̄(x, 1/4)) 6 a+ ε for each x ∈ Xω.
By (a) and Theorem 2.13 Xω is proper, hence it is covered by countably many

balls B̄(xn, 1/4) , n ∈ N . For every α > a+ ε, additivity of µα implies that

µα(Xω) 6
∞∑
n=1

µα
(
B̄(xn, 1/4)

)
= 0.

Therefore dimHaus(Xω) 6 a+ ε. �

16.4. Weakly polynomial growth

Here we prove several elementary properties of groups of weakly polynomial
growth (Definition 16.2) that will be used in the next section.

Lemma 16.16. If Γ has weakly polynomial growth then for every normal sub-
group N C Γ, the quotient Γ/N also has weakly polynomial growth.

Proof. We equip Q = Γ/N with the generating set which is the image of the
finite generating set of Γ. Then BQ(1, R) is the image of BΓ(1, R). Hence,

|BQ(1, R)| 6 |BΓ(1, R)|
and, therefore, Q also has weakly polynomial growth. �

Lemma 16.17. If Γ has exponential growth then it cannot have weakly polyno-
mial growth.

Proof. Since Γ has exponential growth,

lim
r→∞

1

r
log(G(r)) > 0.

Suppose that Γ has weakly polynomial growth. This means that growth function
of Γ satisfies

G(Rn) = |BΓ(1, Rn)| 6 CRan
for a certain sequence (Rn) diverging to infinity and constants C and a. Hence,

1

Rn
log(G(Rn)) 6 log(C)

Rn
+

a

Rn
log(Rn).

However,

lim
R→∞

(
log(C)

R
+
a

R
log(R)

)
= 0.

Contradiction. �
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Lemma 16.18. Let Γ be a finitely generated subgroup of a Lie group G with
finitely many components. If Γ has weakly polynomial growth then Γ is virtually
nilpotent.

Proof. According to Tits’ alternative, either Γ contains a free nonabelian sub-
group or is virtually solvable. In the former case, Γ cannot have weakly polynomial
growth (see Lemma 16.17). Thus Γ is virtually solvable. Similarly, by applying
Theorem 14.37, since Γ has weakly polynomial growth, Γ has to be is virtually
nilpotent. �

16.5. Displacement function

In this section we discuss certain metric properties of action of a finitely gen-
erated group Γ on itself by left translations. These properties will be used to
prove Gromov’s theorem. We fix a finite generating set S of Γ, the Cayley graph
Cayley(Γ, S) and the corresponding word metric on Γ.

We define certain displacement functions ∆ for the action Γ y Γ by left mul-
tiplication. For every γ ∈ Γ , x ∈ Cayley(Γ, S) and r > 0 we define the function
measuring the maximal displacement by γ on the ball B̄(x, r) ⊂ Cayley(Γ, S) :

∆(γ, x, r) = max{dist(y, γy) : y ∈ B̄(x, r)} .
When x = 1 we use the notation ∆(γ, r) for the displacement function.

For a subset of F ⊂ Γ, define

∆(F, x, r) = sup
γ∈F

∆(γ, x, r) .

Likewise, we write ∆(F, r) when x = 1.
Clearly, for every g ∈ Γ,

∆(F, g, r) = ∆(g−1Fg, r) .

Lemma 16.19. Fix r > 0 and a finite subset F in Γ. Then the function
Cayley(Γ, S)→ R, x 7→ ∆(F, x, r) is 2–Lipschitz.

Proof. Let x, y be two points in Cayley(Γ, S). Let p be an arbitrary point in
B(x, r) ⊂ Cayley(Γ, S). A geodesic in Cayley(Γ, S) connecting p to y has length at
most r+dist(x, y), hence it contains a point q ∈ B(y, r) with dist(p, q) 6 dist(x, y) .
For an arbitrary γ ∈ F ,

dist(p, γp) 6 dist(q, γq) + 2dist(x, y) 6 ∆(F, y, r) + 2dist(x, y) .

It follows that ∆(F, x, r) 6 ∆(F, y, r) + 2dist(x, y) . The inequality ∆(F, y, r) 6
∆(F, x, r) + 2dist(x, y) is proved similarly. �

Lemma 16.20. Suppose that ∆(S, r) is bounded as a function of r. Then Γ is
virtually abelian.

Proof. Suppose that dist(sx, x) 6 C for all x ∈ Γ and s ∈ S. Then
dist(x−1sx, 1) 6 C,

and, therefore, the conjugacy class of s in Γ has cardinality6 GΓ(C) = N . We claim
that the centralizer ZΓ(s) of s in Γ has finite index in Γ: Indeed, if x0, . . . , xN ∈ Γ
then there are i, k, 0 6 i 6= k 6 N , such that

x−1
i sxi = x−1

k sxk ⇒ [xkx
−1
i , s] = 1⇒ xkx

−1
i ∈ ZΓ(s).
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Thus, the intersection
A :=

⋂
s∈S

ZΓ(s)

has finite index in Γ. Therefore, A is an abelian subgroup of finite index in Γ. �

Note that there are virtually abelian groups Γ with unbounded displacement
functions ∆(S, r), the simplest example is Z2 ? Z2.

Exercise 16.21. Show that the displacement function ∆(S, r) of Γ is bounded
as a function of r if and only if Γ contains a finite normal subgroup K such that
Γ/K is free abelian.

16.6. Proof of Gromov’s theorem

In this section we prove Theorem 16.3 and, hence, Theorem 16.1 as well. Let Γ
be a group satisfying the assumptions of Theorem 16.3 and a, ε, R ∈ R∗, η ∈ R∗ be
the quantities appearing in Theorem 16.3. In what follows we fix a finite generating
set S of Γ and the corresponding Cayley graph Cayley(Γ, S) .

Suppose that Γ has weakly polynomial growth with respect to a sequence (Rn)
diverging to infinity. Take the diverging sequence (ηn) given by the Regular Growth
Theorem applied to the group Γ. Set λ = (λn) with λn = 1

ηn
. Construct the

asymptotic cone Xω = Coneω(Γ; 1, λ) of the Cayley graph of Γ via rescaling by
the sequence λn and considering the constant sequence e of base-points equal to
the identity in Γ. By Proposition 16.15, the metric space Xω is connected, locally
connected, finite-dimensional and proper.

According to Proposition 10.72, we have a homomorphism

α : Γωe → L := Isom(Xω)

such that α(Γωe ) acts on Xω transitively. We also get a homomorphism

ρ : Γ→ L, ρ = ι ◦ α,
where ι : Γ ↪→ Γωe is the diagonal embedding ι(γ) = (γ)ω. Since the isometric action
Ly Xω is effective and transitive, according to Theorem 16.7, the group L is a Lie
group with finitely many components.

Remark 16.22. Observe that, in view of local compactness of Xω, the point-
stabilizer Ly for y ∈ Xω is a compact subgroup in L. Therefore Xω (homeomorphic
to L/Lx, see Lemma 5.38) can be given an L-invariant Riemannian metric ds2.
Hence, since Xω is connected, by using the exponential map with respect to ds2 we
see that if g ∈ L fixes an open ball in Xω pointwise, then g = id.

The subgroup ρ(Γ) 6 L has weakly polynomial growth because Γ has weakly
polynomial growth (see Lemma 16.16). By Lemma 16.18, ρ(Γ) is virtually nilpotent.

The main problem is that ρ may have large kernel. Indeed, if Γ is abelian then
the homomorphism ρ is actually trivial. An induction argument on the degree d of
weakly polynomial growth allows to get around this problem and prove Gromov’s
Theorem. In the induction step, we shall use ρ to construct an epimorphism Γ→ Z,
and then apply Proposition 14.39.

If d = 0, then GΓ(Rn) is bounded. Since the growth function is monotonic, it
follows that Γ is finite and there is nothing to prove.
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Suppose that each group Γ of weakly polynomial growth of degree 6 d − 1 is
virtually nilpotent. Let Γ be a group of weakly polynomial growth of degree 6 d,
i.e.

GΓ(Rn) 6 CΓR
d
n,

for some sequence (Rn) diverging to infinity. There are two cases to consider:

(a) The image of the homomorphism ρ above is infinite. Then there exists a
finite-index subgroup Γ1 6 Γ such that ρ(Γ1) is a torsion-free infinite nilpotent
group. The latter has infinite abelianization, hence, we get an epimorphism φ :
Γ1 → Z. If K = Ker(φ) is not finitely generated, then Γ1 has exponential growth
(see Proposition 14.39), which is a contradiction. Therefore, K is finitely generated.
Repeating the arguments in the proof of Proposition 14.39 verbatim we see that K
has weakly polynomial growth of degree 6 d− 1. It follows that, by the induction
hypothesis, K is a virtually nilpotent group. Therefore, Γ1 is solvable. Applying
Lemma 16.17, we conclude that Γ1 (and, hence, Γ) is virtually nilpotent.

(b) ρ(Γ) is finite. First we note that we can reduce to the case when ρ(Γ) = {1}.
Indeed, consider the subgroup of finite index Γ′ := Ker(ρ) 6 Γ. For every γ ∈ Γ′,
we have that

(16.3) distΓ(xn, γxn) = o(ηn),

for every sequence (xn) ∈ ΓN with distΓ(1, xn) = O(ηn). Since the inclusion map
Γ′ ↪→ Γ is a quasiisometry, the estimate (16.3) holds for sequences (xn) in Γ′ and
distΓ′ . Thus, Γ′ acts trivially on its own asymptotic cone Coneω(Γ′; 1, λ), and it
clearly suffices to prove that Γ′ is virtually nilpotent.

Hence, from now on we assume that ρ(Γ) = {1}. The next exercise clarifies the
metric significance of this condition.

Exercise 16.23. Let ∆ denote the displacement function for the action of Γ
on itself via left multiplication introduced in Section 16.5. Show that the condition
Ker ρ = Γ is equivalent to the property that

(16.4) ω-lim
∆(S,Rηn)

ηn
= 0 , for every R > 0 .

In other words, all generators of Γ act on Γ with sublinear (with respect to (ηn)ω)
displacement.

Let q = q(L) denote the constant given by Jordan’s theorem applied to the
group L. Consider the intersection Γ′ of all the subgroups in Γ of index at most
q, and let S′ denote a finite set generating Γ′. We keep the notation S for a finite
generating set of the group Γ.

If the function ∆(S′, r) were bounded then Γ′ (and, hence, Γ) would be virtually
abelian (Lemma 16.20), which would conclude the proof. Thus, we assume that
∆(S′, r) diverges to infinity as r →∞.

Lemma 16.24. For every θ ∈ (0, 1] there exists a sequence (xn) in Γ such that

(16.5) ω-lim
∆(x−1

n S′xn, ηn)

ηn
= θ.

557



Proof. By (16.4), for ω–all n ∈ N we have ∆(S′, ηn) 6 θηn/2. Thus, there
exists a subset I ⊂ N of ω-measure 1 such that for all n ∈ I, there exists a pn ∈ Γ
such that ∆(S′, pn, ηn) 6 ηn/2. Fix n ∈ I. Since the function ∆(S′, r) diverges to
infinity, there exists qn ∈ Γ such that

∆(S′, qn, ηn) > max
s∈S′

dist(qn, sqn) > 2ηn.

The Cayley graph Cayley(Γ, S) is connected and the function Cayley(Γ, S) → R,
p 7→ ∆(S′, p, ηn) is continuous by Lemma 16.19. Hence, for ω-all n, there exists a
yn ∈ Cayley(Γ, S) such that

∆(S′, yn, ηn) = θηn.

The point yn is not necessarily in the vertex set of the Cayley graph Cayley(Γ, S).
Pick a point xn ∈ Γ within distance 1

2 from yn. Again by Lemma 16.19

|∆(S′, xn, ηn)− θηn| 6 1.

It follows that |∆(x−1
n S′xn, ηn)− θηn| 6 1 and, therefore,

ω-lim
∆(x−1

n S′xn, ηn)

ηn
= θ. �

For every 0 < ε 6 1 we consider a sequence (xn) as in Lemma 16.24 and define
the homomorphism

ρθ : Γ→ Γω, ρθ(g) =
(
x−1
n gxn

)ω ∈ Γω.

Since ∆(x−1
n S′xn, ηn) = O(θηn), the image of ρε is contained in L. Clearly, the

image of ρθ is non-trivial. If for some θ > 0, ρθ(Γ) is infinite, then we are done as
in (a). Hence we assume that ρθ(Γ) is finite for all θ ∈ (0, 1].

Next, we reduce the problem to the case when all the groups ρθ(Γ) are finite
abelian. For each θ consider the preimage Γθ in Γ of the abelian subgroup in ρθ(Γ)
which is given by Jordan’s theorem applied to L. The index of Γθ in Γ is at most q.
This implies that the group Γ′ described before Lemma 16.24 is contained in Γθ for
every θ > 0. It follows that ρθ(Γ′) is finite abelian for every θ ∈ (0, 1]. Since L is a
Lie group, there exists Uδ, a neighborhood of 1 ∈ L, which contains no non-trivial
finite subgroups. Without loss of generality, we may assume that Uδ has the form

Uδ = {u ∈ L : ∆(u, 1ω, 1) < δ},
for some δ > 0. Thus, for each natural number M and i 6M , we have

∆(ui, 1ω, 1) < Mδ.

By our choice of xn, for every generator s ∈ S′ (of the group Γ′),

∆(ρθ(s), 1ω, 1) 6 θ
and for one of the generators the inequality is an equality. Assume there exists an
M ∈ N such that the order |ρθ(Γ′)| is at most M for all θ ∈ (0, 1]. Therefore, for
every g ∈ Γ′,

∆(ρθ(g), 1ω, 1) 6Mθ.

Choose θ such that Mθ < δ. Since Uδ contains no non-trivial subgroups, we
conclude that ρθ(Γ′) = {1}, which is a contradiction. Therefore,

lim sup
θ→0

|ρθ(Γ′)| =∞ .
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This means that Γ′ admits epimorphisms to finite abelian groups of arbitrarily large
order. All such homomorphisms have to factor through the abelianization (Γ′)ab of
the group Γ′, therefore, the group (Γ′)ab is infinite. Since (Γ′)ab is finitely generated
we conclude that Γ′ admits an epimorphism to Z. We apply Proposition 14.39 and
the induction hypothesis, and conclude that Γ′ is virtually nilpotent. Thus, Γ is
virtually nilpotent too, and we are done. This concludes the proof of Theorem 16.3
and, hence, of Theorem 16.1. �

16.7. Quasi-isometric rigidity of nilpotent and abelian groups

Gromov’s theorem has several spectacular corollaries, proving that certain alge-
braic properties of groups can be recovered from the coarse geometric information.

Theorem 16.25 (M. Gromov). Suppose that Γ1,Γ2 are quasiisometric finitely
generated groups and Γ1 is virtually nilpotent. Then Γ2 is virtually nilpotent.

Proof. Being virtually nilpotent, Γ1 has polynomial growth of degree d (The-
orem 14.26). Since growth is invariant under quasiisometry, Γ2 also has polynomial
growth of degree d. By Theorem 16.1, Γ2 is virtually nilpotent. �

Note that an alternative proof of this theorem (which does not use Gromov’s
theorem) was given by Y. Shalom [Sha04].

Theorem 16.26 (P. Pansu). Suppose that Γ1,Γ2 are quasiisometric finitely
generated groups and Γ1 is virtually abelian. Then Γ2 is virtually isomorphic to Γ1.

Proof. Without loss of generality, we may assume that Γ1 is abelian. Let d
denote the rank of Γ1. Then GΓ1(t) � td. Furthermore, d is the rational coho-
mological dimension of Γ1. Then, by quasiisometry invariance of growth, Γ2 also
growth � td. As we just saw above, Γ2 is virtually nilpotent. Let Γ3 6 Γ2 denote
a nilpotent subgroup of finite index in Γ2. Let Γ := Γ3/Tor Γ3. By Bass–Guivarc’h
Theorem (Theorem 14.26),

d = d(Γ) =

k∑
i=1

i mi,

where mi is the rank of CiΓ/Ci+1Γ. Recall that the rational cohomological dimen-
sion is a quasiisometry invariant, see Theorem 9.64.

Therefore,

d = cd(Γ) =

k∑
i=1

mi,

and
k∑
i=1

i mi =

k∑
i=1

mi.

The latter implies that k = 1, i.e. Γ is abelian. Virtual isomorphism of the groups
Γ1 and Γ (and, hence, of Γ2 as well) follows from the equality of their ranks. �
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16.8. Further developments

The following version of Gromov’s theorem was proved by M. Sapir [Sap15],
using the recent work of E. Hrushovsky [Hru12] on approximate groups. Sapir’s
theorem answered affirmatively a question posed by van den Dries and Wilkie in
[dDW84].

Theorem 16.27. If Γ is a finitely generated group such that some asymptotic
cone of Γ is locally compact, then Γ is virtually nilpotent.

Note that a weaker version of this theorem was proven earlier by F. Point
[Poi95], who was assuming, in addition, that the asymptotic cone has finite Minkowski
dimension.

Below we review some properties of asymptotic cones of nilpotent groups.
Let (Γ,dist) be a finitely generated nilpotent group endowed with a word metric,

let Tor (Γ) be the torsion subgroup of Γ and letH be the torsion-free nilpotent group
Γ/Tor (Γ). Recall that according to Mal’cev’s Theorem 13.40, the nilpotent group
H is isomorphic to a uniform lattice in a connected nilpotent Lie group N .

With every k-step nilpotent Lie group N with Lie algebra n one associates the
associated graded Lie algebra n obtained as the direct sum

⊕ki=1c
in/ci+1n,

where cin is the Lie algebra of CiN . Every finite-dimensional Lie algebra is the Lie
algebra of a connected Lie group; thus, consider the connected nilpotent Lie group
N with the Lie algebra n. The group N is called the associated graded Lie group
of the group Γ and of the Lie group N . We refer to Pansu’s paper [Pan83] for the
definition of the Carnot-Caratheodory metric appearing in the following theorem:

Theorem 16.28 (P. Pansu, [Pan83]). (a) All the asymptotic cones of the
finitely generated nilpotent group Γ are bilipschitz homeomorphic to the
graded Lie group N endowed with a Carnot-Caratheodory metric distCC .

(b) For every sequence εj > 0 converging to 0 and every word metric dist
on Γ, the sequence of metric spaces (Γ, εj · dist) converges in the modified
Hausdorff metric to (N,distCC).

(c) The sub-bundle in N defining the Carnot-Caratheodory metric is indepen-
dent of the word metric on Γ, only the norm on this subbundle depends
on the word metric.

(d) The dimension of N equals the rational cohomological dimension of Γ,
which, in turn, equals

cdQ(Γ) =

k∑
i=1

mi,

where mi is the rank of the abelian quotient CiΓ/Ci+1Γ.
e) The Hausdorff dimension of (N,distCC) equals to the degree of polynomial

growth of Γ, that is, to

d(Γ) =

k∑
i=1

i mi
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Note that, according to Theorem 10.46, (a) implies (b) in Pansu’s theorem. We
further note that N , treated as a Lie group, is also a quasiisometry invariant of Γ,
see [Pan89].

Remark 16.29. One says that two metric spaces are asymptotically bi-Lipschitz
if their asymptotic cones are bi-Lipschitz homeomorphic. Pansu’s theorem above
has lead to examples of asymptotically bi-Lipschitz nilpotent groups, which are not
quasiisometric. Indeed, by Pansu’s theorem, every two finitely generated nilpo-
tent groups Γi, i = 1, 2, with isomorphic associated graded Lie groups N i, are
asymptotically bi-Lipschitz. Y. Benist constructed two nilpotent groups Γ1,Γ2

with isomorphic associated graded Lie groups N1, N2, but distinct virtual Betti
numbers. Y. Shalom proved that for of finitely generated nilpotent groups virtual
Betti numbers are quasiisometry invariant. Therefore, Benoist’s groups Γ1,Γ2 are
asymptotically bi-Lipschitz but not quasiisometric. We refer to Shalom’s paper
[Sha04, p. 151-152] for the details.
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CHAPTER 17

The Banach–Tarski paradox

In this chapter we discuss the Banach–Tarski Paradox, which relies upon ex-
istence of free nonabelian subgroups in orthogonal groups O(n), n ≥ 3 and also
connects to the notion of amenability, which will be discussed in detail in the next
chapter.

17.1. Paradoxical decompositions

The Banach–Tarski Paradox deals with decompositions of subsets in the Eu-
clidean space into congruent pieces and rearranging them via isometries. We begin
with discussing the concepts involved in this process for general sets and group
actions. In what follows, X is a set and G 6 Bij(X) is a group of bijections.
From the geometric viewpoint, the most interesting case is that of X = En (the
Euclidean n-space) and G a subgroup of the group of isometries of En. Another
useful example which we discuss in the next chapter is when X = G is a group and
G acts on itself by left multiplication.

Definition 17.1. Two subsets A,B in X are G-congruent if there exists g ∈ G
such that g(A) = B. The restriction g|

A
is called a G-congruence from A to B.

Definition 17.2. A bijection φ : A→ B between two subsets of X is called a
piecewise G-congruence if the subsets A, B admit partitions into non-empty parts,

A = A1 t ... tAk, B = B1 t ... tBk
such that the restrictions

(17.1) φi = φ|
Ai

: Ai → Bi, i = 1, . . . , k,

are G-congruences. Accordingly, two subsets A,B are called piecewise G-congruent
if there exists a piecewise G-congruence A→ B.

Exercise 17.3. Prove that piecewise G-congruence is an equivalence relation.

Definition 17.4. A subset E ⊂ X is G-paradoxical if it is non-empty and
admits a partition E = E′tE′′ such that E′ and E′′ are both piecewise G-congruent
to E. In detail: There exist partitions

E′ = A′1 t . . . , A′k, E′′ = A′′1 t . . . , A′′l
and bijections φ′ : E′ → E, φ′′ : E′′ → E which restrict to congruences

φ′i : E′i → φ′i(E
′
i) ⊂ E, φ′′j : E′′j → φ′′j (E′′j ) ⊂ E,

i = 1, . . . , k, j = 1, . . . , l. The subsets E′i, E′′j , 1 6 i 6 k, 1 6 j 6 l, are called pieces
of the G-paradoxical decomposition

E′1 t . . . t E′k t E′′1 t . . . t E′′l
of the subset E ⊂ X.
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Exercise 17.5. If A,B ⊂ X are piecewise G-congruent and A is G-paradoxical,
then so is B.

A group action G y X is called paradoxical if the set X is paradoxical with
respect to this action. A group action G y X is called weakly paradoxical if there
exists a G-paradoxical subset E ⊂ X. Thus, every paradoxical action is also weakly
paradoxical.

In the context of groups, considering the G-action on itself via left multiplica-
tion

L : G×G→ G, L(g, x) = Lg(x) = gx,

we arrive to the following definition:

Definition 17.6. A group G is paradoxical (resp. weakly paradoxical) if the
action L : G×G→ G is paradoxical (resp. weakly paradoxical).

Next, we prove several facts about piecewise congruences and paradoxical de-
compositions.

Lemma 17.7. Suppose that S ⊂ G is a paradoxical subset, Gy X is an action
such that for some x ∈ X the orbit map

f : G→ X, g 7→ g(x)

restricts to an injective map on S. Then X is G-paradoxical.

Proof. Let

S = S′ t S′′, S′ = S′1 t . . . t S′k, S′′ = S′′1 t . . . t S′′l
be a G-paradoxical decomposition of S with the piecewise-congruences φ′ : S′ →
S, φ′′ : S′′ → S, where

φ′i|S′i = gi|S′i , φ′′j |S′′j = gj|S′′j , 1 6 i 6 k, 1 6 j 6 l.

Define the partitioned subset E = E′ t E′′ ⊂ X as E = f(S), E′ = f(S′), E′′ =
f(S′′). Furthermore, define bijections

ψ′ : E′ → E, ψ′′ : E′′ → E

by
ψ′(f(s)) = f(φ′(s)), ψ′′(f(s)) = f(φ′′(s)).

It follows that the restriction of ψ′ to f(S′i) is given by g′i and the restriction of ψ′′
to f(S′′j ) is given by g′′j , 1 6 i 6 k, 1 6 j 6 l.. Therefore, ψ′, ψ′′ are piecewise
G-congruences. �

Lemma 17.8. Suppose that H 6 G is an infinite cyclic subgroup preserving a
subset A ⊂ X. Suppose that E ⊂ A is such that hE ∩ E = ∅ for all h ∈ H \ {1}.
Then A is piecewise H-congruent to A \ E. In particular, if H acts freely on its
orbit Hx ⊂ A, then A is piecewise H-congruent to A \ {x}.

Proof. Let g be a generator of H. Define the partition A = A1 tA2,

A1 =
⋃
n∈Z+

gnE, A2 := A \A1.

Now consider the map φ : A → A \ E which is the identity on A2 and is g|
A1

on
A1. Then φ is a piecewise H-congruence. �
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Corollary 17.9. Let G = SO(n). Then for each n > 2, the unit sphere
Sn−1 ⊂ En is piecewise G-congruent to Sn−1 \ {p}, where p ∈ Sn−1 is any point.

Proof. As usual, we identify En with the vector space Rn equipped with
the standard Euclidean metric. Without loss of generality, we may assume that p
belongs to R2 ∩ Sn−1. Let h ∈ O(2) (the orthogonal group of R2) be an infinite
order rotation. Then no power hk, k 6= 0, fixes p. Extending h by the identity to
the orthogonal complement of R2 in Rn, we obtain an isometry g ∈ SO(n) such
that no power gk, k 6= 0, fixes p. Now claim follows from Lemma 17.8. �

The next lemma shows how to “double” paradoxical subsets:

Lemma 17.10. Suppose that A ⊂ X is a G-paradoxical subset. Then A is
piecewise G-congruent to any subset B ⊂ X of the form

B = B1 t . . . tBk,
where each Bi is G-congruent to A.

Proof. It suffices to consider k = 2 as the general case follows by induction.
Let A = A1 tA2 be a G-paradoxical decomposition and φi : A1 → A are piecewise
G-congruences. Then composing φi with a G-congruence ψi : A → Bi (i = 1, 2),
we obtain the required piecewise G-congruence A→ B. �

Remark 17.11. We note that instead of taking finite partitions, one can also
take countable partitions; this leads to the notion of countable G-congruence (and
countably paradoxical decompositions), but we will not discuss it in the book as its
relation to the Geometric Group Theory is only tangential. We refer the reader to
[Wag85] for the details.

We now specialize to the case X = En, which is the n-dimensional Euclidean
space and G the group of isometries of X. Building upon earlier work of Vitali
[Vit05] and F. Hausdorff [Hau14], S. Banach and A. Tarski proved in [BT24] the
following:

Theorem 17.12 (Banach-Tarski paradox). For n > 3, any two bounded subsets
with non-empty interior in En are piecewise–congruent.

A corollary of this theorem is much better known:

Corollary 17.13. Let n be at least 3 and let G denote the group Isom(En) of
isometries of the Euclidean n-space.

(1) Every closed ball in En is G-paradoxical.
(2) For m ∈ N, every closed ball in En is piecewise G-congruent to the disjoint

union of m isometric copies of this ball in En (one can “double” the ball).
(3) Any two round n-balls in En are piecewise G-congruent.

We note that Part 2 of the corollary follows from Part 1 and Lemma 17.10.

Remark 17.14. The Banach-Tarski paradox implies that there are no finitely-
additive measures defined on all subsets of the Euclidean space of dimension at
least 3 which are invariant with respect to isometries and take positive value on the
unit cube. In particular, the congruent pieces Ai, Bi are not Lebesgue measurable.
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Remark 17.15 (Banach-Tarski paradox and the Axiom of Choice). The Banach-
Tarski paradox is neither provable nor disprovable with Zermelo-Fraenkel axioms
(ZF) only: It is impossible to prove that the unit ball in E3 is paradoxical in ZF,
it is also impossible to prove it is not paradoxical. An extra axiom is needed, e.g.,
the Axiom of Choice (AC). In fact, work of M. Foreman & F. Wehrung [FW91]
and J. Pawlikowski [Paw91] shows that the Banach–Tarski paradox can be proved
assuming ZF and the Hahn–Banach theorem (which is a weaker axiom than AC,
see Section 10.1).

In this book we will prove only Parts 1 (and, hence, Part 2) of Corollary 17.13;
we refer the reader to [Wag85] for a proof of Theorem 17.12. We only note here
that Theorem 17.12 is derived from the doubling of a ball (Part 2 of Corollary
17.13) by using the Banach–Bernstein–Schroeder theorem (see [Wag85]).

Remark 17.16. Inspired by the Hausdorff’s argument, R. M. Robinson, an-
swering a question of von Neumann, proved in [Rob47] that five is the minimal
number of pieces in a paradoxical decomposition of the unit 3-dimensional ball.
See Section 18.7 for a discussion on the minimal number of pieces in a paradoxical
decomposition.

Remark 17.17. It turns out that the sphere Sn−1 can be partitioned into 2ℵ0

pieces, so that each piece is piecewise congruent to Sn−1, see [Wag85].

17.2. Step 1: A paradoxical decomposition of the free group F2

Let F2 be the free group of rank 2 with generators a, b. Given u, a reduced
word in a, b, a−1, b−1, we denote by Wu the set of reduced words in a, b, a−1, b−1

with the prefix u. Every x ∈ F2 defines a map Lx : F2 → F2, Lx(y) = xy (left
translation by x).

Then

(17.2) F2 = {1} tWa tWa−1 tWb tWb−1

but also F2 = LaWa−1 tWa , and F2 = LbWb−1 tWb. We slightly modify the above
partition in order to include {1} into one of the other four subsets.

Consider the following modifications of Wa and Wa−1 :

W ′a =Wa \ {an ; n ∈ Z} and W ′a−1 =Wa−1 ∪ {an ; n ∈ Z} .
Then

(17.3) F2 = (W ′a−1 tW ′a) t (Wb−1 tWb)

and
F2 = LaW ′a−1 tW ′a = LbWb−1 tWb .

Therefore, (17.3) is a G-paradoxical decomposition (with four pieces) of the group
F2 with G 6 Bij(Fn) the group F2 acting on itself by left multiplication, i.e. G is
the image of L : F2 → Bij(F2), L(u) = Lu.

We thus proved:

Lemma 17.18. The free group F2 is paradoxical.

Exercise 17.19. Prove that every free group Fn, n > 2, is paradoxical.

Lemma 17.20. Suppose that X is a non-empty set and ρ : F2 × X → X is
a free action of F2. Then X is F2-paradoxical, with a paradoxical decomposition
consisting of four pieces.
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Proof. According to the axiom of choice there exists a subset D ⊂ X which
intersects every F2-orbit in X exactly once. For subsets R ⊂ F2 and S ⊂ X we set

R · S := {ρ(g)(x) : g ∈ R, x ∈ S}.
We now partition E as:

E′1 =W ′a−1 ·D, E′2 =W ′a ·D, E′′1 :=Wb−1 ·D, E′′2 :=Wb ·D,
where

F2 = (W ′a−1 tW ′a) t (Wb−1 tWb)

is the F2-paradoxical decomposition of F2 defined on on the Step 1. Then we have
piecewise F2-congruences

φ′ : E′1 t E′2 → E, φ′|
E′1

= ρ(a)|
E′1
, φ′|

E′2
= Id,

φ′′ : E′′1 t E′′2 → E, φ′′|E′′1 = ρ(b)|E′2 , φ′′|E′′2 = Id .

�
Convention 17.21. For the rest of the chapter, G = Isom(En) and for sim-

plicity of the notation we will refer to G-congruences simply as congruences and to
G-paradoxical decompositions simply as paradoxical decompositions.

17.3. Step 2: The Hausdorff paradox

In this section we prove the Hausdorff Paradox (and its generalization in higher
dimensions), a historic precursor to the Banach–Tarski theorem. Recall that S2 is
the unit sphere in E3 centered at the origin.

Theorem 17.22 (Hausdorff Paradox). There exists a countable subset C ⊂ S2

such that S2 \ C is paradoxical.

Proof. Recall that there exists a isomorphism ρ : F2 → H 6 SO(3): This
can be viewed as a corollary of the Tits Alternative (Corollary 15.25), it was also
proven in more directly Corollary 7.66. Let C ⊂ S2 denote the set of fixed points of
elements of H \ {1}, this set is clearly H-invariant. The action of H on E = S2 \C
is free and, hence, Lemma 17.20 implies that E is H-paradoxical. Since H acts
isometrically on E3, theorem follows. �

We next extend Hausdorff Paradox in higher dimensions. Given a representa-
tion η : SU(2)→ GL(n,R) we let Fixη denote the union of linear subspaces in Rn
fixed by all non-trivial elements of SU(2) and Fix′η denote the union of subspaces
in Rn fixed by all noncentral elements of SU(2).

Lemma 17.23. For each n > 3 there exists a representation η : SU(2) →
SO(n), such that:

1. Fixη = {0}, if n is divisible by 4.
2. Fixη is a line or a plane, if n is congruent to 1 or 2 mod 4.
3. Fix′η is a countable union of real lines, if n is congruent to 3 mod 4.

Proof. 1. If n = 4k, we let

η4k : SU(2)→ (SU(2))k = SU(2)× . . . SU(2)︸ ︷︷ ︸
k times

denote the diagonal embedding. Viewing (SU(2))k as a subgroup of SU(2k) <
SO(n) we obtain a representation η : SU(2)→ SO(n) with Fixη = {0}.
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2. If n = 4k + 1 or n = 4k + 2, we identify SO(4k) with a subgroup of
SO(n) preserving a 4k-dimensional subspace V and fixing pointwise its orthogonal
complement V ⊥. Then for the representation

η : SU(2)
η4k−→ SO(4k) < SO(n).

we have Fixη = V ⊥.
3. Lastly, if n = 4k + 3, we use the product representation

η4k × ζ : SU(2)→ SO(4k)× SO(3) < SO(4k + 3),

where ζ : SU(2) → SO(3) is the universal cover (whose kernel is the center of
SU(2)). The group SO(4k) fixes a 3-dimensional subspace W ⊂ Rn and Fix′η is a
countable union of lines in W . �

Theorem 17.24. For each n > 3, there exists a proper subset C ⊂ Sn−1 whose
complement Sn−1 \C is paradoxical. Furthermore, C is either empty (if n divisible
by 4), or is countable (if n is odd) or is a single great circle (if n is even, not
divisible by 4).

Proof. Given a monomorphism ι : F2 → SU(2) we let ρ : F2 → SO(n), n > 4,
denote the composition of ι with the representation η : SU(2)→ SO(n) constructed
in Lemma 17.23. Note that ρ is a monomorphism since kernel of η can only contain
central elements of SU(2), hence, only the identity element of ι(F2). Define the
subset

C ⊂ Sn−1

as the (countable) union of fixed-point set of non-trivial elements of ρ(F2). If n
is divisible by 4, the subset C is empty. Now, the group ρ(F2) acts freely on
E := Sn−1 \ C theorem follows from Lemma 17.20. �

17.4. Step 3: Spheres of dimension > 2 are paradoxical

Lemma 17.25. For each n > 2, every subset E ⊂ Sn−1 with countable comple-
ment is piecewise-congruent to Sn−1.

Proof. Let C denote the complement of E in Sn−1. We claim that there
exists a codimension 2 subspace F ⊂ Rn, which is disjoint from C. Indeed, for
each c ∈ C the set Lc ⊂ Lin(Rn,R2) of linear maps λ : Rn → R2 with c ∈ Ker(λ),
is nowhere dense in Lin(Rn,R2). Therefore, by the Baire Theorem, there exists a
linear map λ : Rn → R2 whose kernel is disjoint from C. Then F is the subspace
we needed. We identify SO(2) with the subgroup of SO(n) fixing F pointwise.
Then for any two elements c1, c2 ∈ C there exists at most one g ∈ SO(2) such that
g(c1) = c2. Since SO(2) is uncountable, we conclude that there exists an element
g ∈ SO(2) < SO(n) such that

gk(C) ∩ C = ∅, ∀k ∈ Z \ {0}.
Now, the assertion follows from Lemma 17.8. �

Exercise 17.26. Suppose that F ⊂ Rn is a 2-dimensional subspace and n > 2.
Then there exists g ∈ SO(n) such that for all k ∈ Z \ {0}, gkF ∩ F = {0}.

It now follows from Lemma 17.8 that each subset E ⊂ Sn−1 whose complement
is a great circle, is piecewise-congruent to Sn−1. According to Theorem 17.24, for
each n > 3 there exists a paradoxical subset E ⊂ Sn−1 whose complement is either
countable or is a great circle. Since E is piecewise-congruent to Sn−1, we obtain:
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Theorem 17.27. The sphere Sn−1 is SO(n)-paradoxical for all n > 3.

17.5. Step 4: Euclidean unit balls are paradoxical

According to Theorem 17.27, for each n > 3, there exists a partition

S = Sn−1 = E′ t E′′

and piecewise SO(n)-congruences φ′ : E′ → S and φ′′ : E′′ → S. We define radial
extensions

Ê′ = {λx : λ ∈ (0, 1], x ∈ E′}, Ê′′ = {λx : λ ∈ (0, 1], x ∈ E′′}
of the subsets E′, E′′. Accordingly, we let φ̂′, φ̂′′ be the radial extensions of the piece-
wise SO(n)-congruences φ′, ψ′′. Both maps φ̂′, φ̂′′ are piecewise SO(n)-congruences

φ̂′ : Ê′ → Bn \ {0}, φ̂′′ : Ê′′ → Bn \ {0}.
Therefore, the punctured ball Bn \ {0} is SO(n)-paradoxical.

Lemma 17.28. The punctured unit ball Bn \ {0} is piecewise congruent to Bn.

Let Σ ⊂ Bn be a round sphere containing the origin 0. According to Lemma
17.25, there exists a piecewise congruence ψ : Σ \ {0} → Σ. We then define a
piecewise congruence

φ : Bn \ {0} → Bn

as the identity on Bn \ Σ and ψ on Σ \ {0}. �
Therefore, since the punctured ball Bn \ {0} is paradoxical, so is the ball Bn.

This concludes the proof of Corollary 17.13, Parts 1 and 2, for n 6 3. �
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CHAPTER 18

Amenability and paradoxical decomposition.

In this chapter we discuss in detail two important concepts behind the Banach-
Tarski paradox: Amenability and paradoxical decompositions. Although both prop-
erties were first introduced for groups (of isometries), it turns out that amenability
can be defined in purely metric terms, in the context of graphs of bounded geome-
try. We shall begin by discussing amenability for graphs, then we will turn to the
case of groups, and after that, to the opposite property of being paradoxical.

Convention 18.1. Throughout the chapter, all the graphs are assumed to
be non-empty. In the case of a non-connected graph G, we declare the distance
between vertices in different components of G to be infinite.

18.1. Amenable graphs

We refer the reader to Definition 1.43 for definitions of various boundaries of
subgraphs of a graph.

Definition 18.2. A (non-empty) graph G is called amenable if there exists a
sequence Φn of finite subsets of V such that

(18.1) lim
n→∞

|∂V Φn|
|Φn|

= 0 .

Such sequence Φn is called a Følner sequence for the graph G .
Note that if G has finite valence C, then the vertex boundaries ∂V Φn and the

exterior vertex boundaries ∂V Φn satisfy

|∂V Φn| 6 |E(Φn, F
c
n)| 6 C|∂V Φn|

|∂V Φn| 6 |E(Φn, F
c
n)| 6 C|∂V Φn|.

Therefore in this case, (18.1) is equivalent to

lim
n→∞

|∂V Φn|
|Φn|

= 0

and

lim
n→∞

|E(Φn,Φ
c
n)|

|Φn|
= 0.

It is immediate from the definition that every finite graph is amenable (take
Φn = V ).

An infinite connected graph is amenable if and only if its Cheeger constant, as
described in Definition 8.88, is zero. This equivalent characterization of amenability
does not extend to finite graphs, which all have positive Cheeger constants.
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We describe in what follows various metric properties equivalent to non-ame-
nability. Our arguments are adapted from [dlHGCS99]. The only tool that will
be needed is Hall–Rado Marriage Theorem from graph theory, stated below.

Let Bip(Y,Z;E) denote the bipartite graph with vertex set V split as V =
Y t Z, and the edge-set E. Given two integers k, l > 1, a perfect (k, l)–matching
of Bip(Y, Z;E) is a subset M ⊂ E such that each vertex in Y is the endpoint of
exactly k edges in M , while each vertex in Z is the endpoint of exactly l edges in
M .

Theorem 18.3 (Hall-Rado [Bol79], §III.2). Let Bip(Y,Z;E) be a locally finite
bipartite graph and let k > 1 be an integer such that:

• For every finite subset A ⊂ Y , its exterior vertex-boundary ∂VA contains
at least k|A| elements.

• For every finite subset B in Z, its exterior vertex-boundary contains at
least |B| elements.

Then Bip(Y,Z;E) has a perfect (k, 1)–matching.

Given a discrete metric space (X,dist), two (not necessarily disjoint) subsets
Y,Z in X, and a real number C > 0, one defines a bipartite graph BipC(Y, Z),
with the vertex set Y t Z, where two vertices y ∈ Y and z ∈ Z are connected by
an edge in BipC(Y, Z) if and only if dist(y, z) 6 C. (The reader will recognize here
a version of the Rips complex of a metric space.) We will use this construction in
the case when Y = Z = X, then the vertex set of Bip(X,X) will consist of two
copies of the set X.

In what follows, given a subset Φ ⊂ V of the vertex set of a graph G, we will use
the notation NC(Φ) and NC(Φ) to denote the “closed” and “open” C-neighborhoods
of Φ in V :

NC(Φ) = {v ∈ V : dist(v,Φ) 6 C}, NC(Φ) = {v ∈ V : dist(v,Φ) < C}.
Theorem 18.4. Let G be a connected graph of bounded geometry, with vertex

set V and edge set E, endowed, as usual, with the standard metric. The following
conditions are equivalent:

(a) G is non-amenable.

(b) G satisfies the following expansion condition: There exists a constant C >
0 such that for every finite non-empty subset Φ ⊂ V , the set NC(Φ) ⊂ V
contains at least twice as many vertices as Φ.

(b’) For some (equivalently, every) β > 1 there exists C > 0 such that NC(Φ)∩
V has cardinality at least β times the cardinality of Φ.

(c) There exists a constant C > 0 such that the graph BipC(V, V ) has a perfect
(2, 1)–matching.

(d) There exists a map f ∈ B(V ) (see Definition 8.20) such that for every
v ∈ V the preimage f−1(v) contains exactly two elements.

(d’) (Gromov’s condition) there exists a map f ∈ B(V ) such that for every
v ∈ V the pre-image f−1(v) contains at least two elements.

Proof. Let m > 1 denote the valence of the graph G.
(b) ⇐⇒ (b’). Observe that for every α > 1, C > 0,

∀Φ, |NC(Φ)| > α|Φ| ⇒ ∀k ∈ N, |N kC(Φ)| > αk|Φ|.
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Therefore, (b) ⇐⇒ (b’).
(a) ⇒ (b’). The graph G is non-amenable if and only if its Cheeger constant

is positive. In other words, there exists η > 0 such that for every finite set of
vertices F , |E(F, F c)| > η|Φ|. This implies that N 1(Φ) contains at least (1+ η

m )|Φ|
vertices.

(b) ⇒ (c). Let C be the constant as in the expansion property. We form
the bipartite graph BipC(Y,Z), where Y,Z are two copies of V . Clearly, the graph
BipC(Y,Z) is locally finite. For any finite subset A in V , since |NC(A)∩V | > 2|A|,
it follows that the edge–boundary of A in BipC(Y,Z) has at least 2|A| elements,
where we embed A in either one of the copies of V in BipC(Y, Z). It follows by
Theorem 18.3 that BipC(Y,Z) has a perfect (2, 1)–matching.

(c) ⇒ (d). The matching in (c) defines a map f : Z = V → Y = V , so that
distG(z, f(z)) 6 C. Hence, f ∈ B(V ) and |f−1(y)| = 2 for every y ∈ V .

The implication (d) ⇒ (d’) is obvious. We show that (d’) ⇒ (b). According
to (d’), there exists a constant M > 0 and a map f : V → V such that for every
x ∈ V , dist(x, f(x)) 6 M , and |f−1(y)| ≥ 2 for every y ∈ V . For every finite
non-empty set F ⊂ V , f−1(Φ) is contained in NM (Φ) and it has at least twice as
many elements. Thus, (b) is satisfied.

Thus, we proved that the properties (b) through (d’) are equivalent.

It remains to be shown that (b) ⇒ (a). By hypothesis, there exists a constant
C such that for every finite non-empty subset Φ ⊂ V , |NC(Φ)∩V | > 2|Φ|. Without
loss of generality, we may assume that C is a positive integer. Recall that ∂V Φ is
the vertex–boundary of the subset Φ ⊂ V . Since NC(Φ) = Φ∪NC(∂V Φ), it follows
that |NC(∂V Φ) \ Φ| > |Φ|.

Recall that the graph G has finite valence m > 1. Therefore,

|NC(∂V Φ)| 6 mC |∂V Φ| .
We have, thus, obtained that for every finite non-empty set Φ ⊂ V ,

|E(Φ,Φc)| > |∂V Φ| > 1

mC
|NC(∂V Φ)| > 1

mC
|Φ|.

Therefore, the Cheeger constant of G is at least 1
mC

> 0 , and the graph is non-
amenable. �

Exercise 18.5. Show that a sequence Φn ⊂ V is Følner if and only if for every
C ∈ R+

lim
n→∞

|NC(Φn)|
|Φn|

= 1.

Some graphs with bounded geometry admit Følner sequences which consist of
metric balls. A proof of the following property (in the context of Cayley graphs)
first appeared in [AVS57].

Proposition 18.6. A graph G of bounded geometry and sub-exponential growth
(in the sense of Definition 8.77) is amenable and has the property that for every
basepoint v0 ∈ V (where V is the vertex set of G) there exists a Følner sequence
consisting of metric balls with center v0.
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Proof. Let v0 be an arbitrary vertex in G. We equip the vertex set V of G
with the restriction of the standard metric on G and set

Gv0,V (n) = |B̄(v0, n)|,
here and in what follows B̄(x, n) is the ball of center x and radius x in V . Our goal
is to show that for every ε > 0 there exists a radius Rε such that ∂V B̄(v0, Rε) has
cardinality at most ε |B̄(v0, Rε)| .

We argue by contradiction and assume that there exists ε > 0 such that for
every integer R > 0,

|∂V B̄(v0, R)| > ε |B̄(v0, R)| .
(Since G has bounded geometry, considering vertex–boundary is equivalent to con-
sidering the edge-boundary.) This inequality implies that

|B̄(v0, R+ 1)| > (1 + ε)|B̄(v0, R)| .
Applying the latter inequality inductively we obtain

∀n ∈ N, |B̄(v0, n)| > (1 + ε)n ,

whence

lim sup
n→∞

lnGv0,V
n

> ln(1 + ε) > 0 .

This contradicts the assumption that G has sub-exponential growth. �

Lemma 18.7 (K. Whyte, [Why99]). Suppose that G is a non-amenable graph
of finite valence.

Let r > 0 and let V ′ be a subset in V = V (G) that is r–dense in V , with the
terminology in Definition 2.20.

Then there exists a bijection f : V ′ → V which is a bounded perturbation of the
inclusion V ′ → V : There exists D <∞ such that

dist(x, f(x)) 6 D
for all x ∈ V ′.

Proof. Without loss of generality we may assume that r is an integer.
Let m ∈ N be the valence of the graph G. Since G is non-amenable, there exists

a constant C > 0 such that for every finite non-empty subset Φ of V , NC(Φ) ∩ V
has cardinality at least m2r times the cardinality of Φ. We take D := C + 2r and
the bipartite graph BipD(V ′, V ).

Clearly, for every finite subset A ⊂ V ′,
|∂VA| > |A|,

Let B be an arbitrary finite subset in V and let B′ = V ′ ∩ N r(B). Since
B ⊂ N r(B

′), |B| 6 mr|B′|.
Theorem 18.4, (b’), implies that NC(B′)∩V has cardinality at least m2r|B′| >

mr|B|. The argument above, withB replaced byNC(B′)∩V implies thatNC+r(B
′)∩

V ′ has cardinality at least 1
mr times the cardinality of NC(B′) ∩ V , hence at least

|B|. It follows that NC+2r(B) ∩ V ′ has cardinality at least |B|. In other words, in
the bipartite graph BipD(V ′, V ),

|∂VB| > |B|.
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By the Hall–Rado Marriage Theorem, there exists a bijection f : V ′ → V
sending each v′ ∈ V ′ to a vertex v = f(v′) within distance 6 D from v′. This map
f is the required bijection. �

Remark 18.8. The map f in Lemma 18.7 is (2D + 1)–bi-Lipschitz. Indeed

dist(f(a), f(b)) ≤ dist(a, b) + 2D ≤ (2D + 1)dist(a, b);

dist(a, b) ≤ dist(f(a), f(b)) + 2D ≤ (2D + 1)dist(f(a), f(b)).

The next theorem is also due to K. Whyte, although it was implicit in [DSS95]:

Theorem 18.9 (K. Whyte [Why99]). Let Gi, i = 1, 2, be two non-amenable
graphs of bounded geometry. Then every quasiisometry h : G1 → G2 is at bounded
distance from a bi-Lipschitz map g : V (G1)→ V (G2).

Proof. According to the proof of Proposition 8.17, there exist V ′i separated
nets in Gi, i = 1, 2, (with the terminology of Definition 2.21) such that, given the
inclusion map i : V ′1 → G1, the composition map h ◦ i is a bounded perturbation of
a bi-Lipschitz map h′ : V ′1 → V ′2 .

Lemma 18.7 implies the existence of bijections

fi : V ′i → V (Gi), i = 1, 2,

which are bounded perturbations of the corresponding inclusion maps. The com-
position

g := f2 ◦ h′ ◦ f−1
1 : V (G1)→ V (G2)

is the required bi-Lipschitz map. �
For the sake of completeness we mention without proof two more properties

equivalent to those in Theorem 18.4.
The first will turn out to be relevant to a discussion later on between non-

amenability and existence of free sub-groups (the von Neumann-Day Question
18.71).

Theorem 18.10 (Theorem 1.3 in [Why99]). Let G be an infinite connected
graph of bounded geometry. The graph G is non-amenable if and only if there exists
a free action of a free group of rank two on G by bi-Lipschitz maps which are at
finite distance from the identity.

The second property is related to probability on graphs. Let G be an infinite
locally finite connected graph with set of vertices V and set of edges E. For every
vertex x of G we denote by val(x) the valency at the vertex X. We refer the
reader to [Bre92, DS84, Woe00] for the definition of Markov chains and detailed
treatment of random walks on graphs and groups.

A simple random walk on G is a Markov chain with random variables

X1, X2, . . . , Xn, . . .

on V , with the transition probability p(x, y) = 1
val(x) if x and y are two vertices

joined by an edge, and p(x, y) = 0 if x and y are not joined by an edge.
We denote by pn(x, y) the probability that a random walk starting in x will be

at y after n steps. The spectral radius of the graph G is defined by

ρ(G) = lim sup
n→∞

[pn(x, y)]
1
n .

It can be easily checked that the spectral radius does not depend on x and y.
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Theorem 18.11 (J. Dodziuk, [Dod84]). A graph of bounded geometry is non-
amenable if and only if ρ(G) < 1 .

Note that in the case of countable groups the corresponding theorem was proved
by H. Kesten [Kes59].

Corollary 18.12. In a non-amenable graph of bounded geometry, the simple
random walk is transient, that is, for every x, y ∈ V ,

∞∑
n=1

pn(x, y) <∞ .

18.2. Amenability and quasiisometry

Theorem 18.13 (Graph amenability is QI invariant). Suppose that G and G′
are quasiisometric graphs of bounded geometry. Then G is amenable if and only if
G′ is.

Proof. We will show that non-amenability is a quasiisometry invariant. We
will assume that both G and G′ are infinite, otherwise the assertion is clear. Note
that according to Theorem 18.4, Part (b), nonamenability is equivalent to existence
of a constant C > 0 such that for every finite non-empty set F of vertices, its closed
neighborhood N̄C(Φ) contains at least 2|Φ| vertices.

Let V and V ′ be the vertex sets of graphs G and G′ respectively. We assume
that V, V ′ are endowed with the metrics obtained by restriction of the standard
metrics on the respective graphs. Let m <∞ be an upper bound on the valence of
graphs G,G′. Let f : V → V ′ and g : V ′ → V be L–Lipschitz maps that are coarse
inverses to each other:

dist(f ◦ g, Id) 6 A, dist(g ◦ f, Id) 6 A.
Assume that G′ is amenable. Given a finite set F in V , consider

F
f−→ F ′ = f(Φ)

g−→ F ′′ = g(F ′).

Since F ′′ is at Hausdorff distance 6 A from F , it follows that |Φ| 6 b|F ′′|, where
b = mL. In particular,

|f(Φ)| > b−1|Φ|.
Likewise, for every finite set Φ′ in V ′ we obtain

|g(Φ′)| > b−1|Φ′| .

By Theorem 18.4 (Part (b’)), for every number α > b2, there exists C > 1 such
that for an arbitrary finite set F ′ ⊂ V ′, its neighborhood N̄C(F ′) contains at least
α|F ′| vertices. Therefore, for such C, the set g

(
N̄C(F ′)

)
contains at least

1

b
|NC(F ′)| > α

b
|F ′|

elements.
Pick a finite non-empty subset Φ ⊂ V and set Φ′ := f(Φ), F ′′ = gf(Φ). Then

|F ′| ≥ b−1|Φ| and, therefore,

|g
(
N̄C(F ′)

)
| > α

b2
|Φ|.
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Since g is L–Lipschitz,

g
(
N̄C(F ′)

)
⊂ N̄LC(F ′′) ⊂ N̄LC+A(Φ).

We conclude that
|N̄LC+A(Φ)| > α

b2
|Φ|.

Setting C ′ := LC +A, and β := α
b2 > 1, we conclude that G satisfies the expansion

property (b’) in Theorem 18.4. Hence, G is also non-amenable. �

We will see below that this theorem generalizes in the context connected Rie-
mannian manifolds M of bounded geometry and graphs G obtained by discretiza-
tion of M , and, thus, quasiisometric to M . More precisely, we will see that non-
amenability of the graph is equivalent to positivity of the Cheeger constant of the
manifold (see Definition 3.21). This may be seen as a version within the setting
of amenability/isoperimetric problem of the Milnor–Efremovich–Schwartz Theorem
8.80 stating that the growth functions of M and G are equivalent.

In what follows we use the terminology in Definitions 3.26 and 3.33 for the
bounded geometry of a Riemannian manifold, respectively of a simplicial graph.

Theorem 18.14. Let M be a complete connected n-dimensional Riemannian
manifold and G a simplicial graph, both of bounded geometry. Assume that M is
quasiisometric to G. Then the Cheeger constant of M is positive if and only if the
graph G is non-amenable.

Remarks 18.15. (1) Theorem 18.14 was proved by R. Brooks [Bro82a],
[Bro81a] in the special case when M is the universal cover of a compact
Riemannian manifold and G is the a Cayley graph of the fundamental
group of this compact manifold.

(2) A more general version of Theorem 18.14 requires a weaker condition of
bounded geometry for the manifold than the one used in this book. See
for instance [Gro93], Proposition 0.5.A5. A proof of that result can be
obtained by combining the main theorem in [Pan95] and Proposition 11
in [Pan07].

Proof. Since M has bounded geometry it follows that its sectional curvature
is at least a and at most b, for some b > a. It also follows that the injectivity radius
at every point of M is at least ρ , for some ρ > 0.

As in Theorem 3.23, we let Vκ(r) denote the volume of ball of radius r in the
n-dimensional space of constant curvature κ.

Choose ε so that 0 < ε < 2ρ. Let N be a maximal ε-separated set in M .
It follows that U = {B(x, ε) | x ∈ N} is a covering of M , and by Lemma 3.31,

(2), its multiplicity is at most

m =
Va
(

3ε
2

)
Vb
(
ε
2

) .
We now consider the restriction of the Riemannian distance function on M to

the subset N . Define the Rips complex Rips8ε(N) (with respect to this metric on
N), and the 1-dimensional skeleton of the Rips complex, the graph Gε. According
to Theorem 8.52, the manifold M is quasiisometric to Gε. Furthermore, Gε has
bounded geometry as well. This and Theorem 18.13 imply that Gε has positive

577



Cheeger constant if and only if G has. Thus, it suffices to prove the equivalence in
Theorem 18.14 for the graph G = Gε.

Assume that M has positive Cheeger constant. This means that there exists
h > 0 such that for every open submanifold Ω ⊂ M with compact closure and
smooth boundary,

Area(∂Ω) > hV ol(Ω) .

Our goal is to show that there exist uniform positive constants B and C such
that for every finite subset F ⊂ N there exists an open submanifold with compact
closure and smooth boundary Ω, such that (with the notation in Definition 1.43),

(18.2) |E(F, F c)| > BArea(∂Ω) and CV ol(Ω) > |F | .
Then, it would follow that

|E(F, F c)| > Bh

C
|F |,

i.e. G would be non-amenable. Here, as usual, F c = N \ F .
Since M has bounded geometry, the open cover U admits a smooth partition

of unity {ϕx ; x ∈ N} in the sense of Definition 3.7, such that all the functions
ϕx are L–Lipschitz for some constant L > 0 independent of x , see Lemma 3.30.
Let F ⊂ N be a finite subset. Consider the smooth function ϕ =

∑
x∈F ϕx . By

hypothesis and since U has multiplicity at most m, the function Φ is Lm–Lipschitz.
Furthermore, in view of Sard’s Theorem, since the map ϕ has compact support,
the set Θ of singular values of ϕ is compact and has Lebesgue measure zero.

For every t ∈ (0, 1), the preimage

Ωt = ϕ−1((t,∞)) ⊂M
is an open submanifold in M with compact closure. If we choose t to be a regular
value of Φ, that is t 6∈ Θ, then the hypersurface ϕ−1(t) , which is the boundary of
Ωt, is smooth (Theorem 3.4).

Since N is ε-separated, the balls B
(
x, ε2

)
, x ∈ N , are pairwise disjoint. There-

fore, for every x ∈ N the function ϕx restricted to B
(
x, ε2

)
is identically equal to

1. Hence, the union ⊔
x∈F

B
(
x,
ε

2

)
is contained in Ωt for every t ∈ (0, 1), and in view of Part 2 of Theorem 3.23 we get

V ol(Ωt) >
∑
x∈F

V ol
(
x,
ε

2

)
> |F | · Vb (ε/2) .

Therefore, for every t /∈ Θ, the domain Ωt satisfies the second inequality in (18.2)
with C−1 = Vb (ε/2). Our next goal is to find values of t /∈ Θ so that the first
inequality in (18.2) holds.

Fix a constant η in the open interval (0, 1), and consider the open set U =
Φ−1((0, η)).

Let F ′ be the set of points x in F such that U ∩ B(x, ε) 6= ∅. Since for every
y ∈ U there exists x ∈ F such that ϕx(y) > 0, it follows that the set of closed balls
centered in points of F ′ and of radius ε cover U .
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Since {ϕx : x ∈ N} is a partition of unity for the cover U of M , it follows that
for every y ∈ U there exists z ∈ N \ F such that ϕz(y) > 0, whence y ∈ B(z, ε).
Thus,

(18.3) U ⊂
( ⋃
x∈F ′

B(x, ε)

)
∩

 ⋃
z∈N\F

B(z, ε)

 .

In particular, for every x ∈ F ′ there exists z ∈ N \F such that B(x, ε)∩B(z, ε) 6= ∅,
whence x and z are connected by an edge in the graph G.

Thus, every point x ∈ F ′ belongs to the vertex-boundary ∂V F of the subset F
of the vertex set of the graph G. We conclude that cardF ′ 6 cardE(F, F c) .

Since |∇Φ| 6 mL, by the Coarea Theorem 3.14, with g ≡ 1, f = Φ and
U = Φ−1(0, η), we obtain:ˆ η

0

Area(∂Ωt)dt =

ˆ
U

|∇ϕ|dV 6 mLV ol(U) 6 mL
∑
x∈F ′

V ol(B(x, ε)).

The last inequality follows from the inclusion (18.3). At the same time, by applying
Theorem 3.23, we obtain that for every x ∈M

Va(ε) > V ol(B(x, ε)).

By combining these inequalities, we obtainˆ η

0

Area(∂Ωt)dt 6 mLVa(ε) |F ′| 6 mLVa(ε) |E (F, F c) |.

Since Θ has measure zero, it follows that for some t ∈ (0, η) \Θ,

Area(∂Ωt) 6 2
m

η
LVa(ε) |E (F, F c) | = B|E (F, F c) |.

This establishes the first inequality in (18.2) and, hence, shows that nonamenability
of M implies nonamenability of the graph G.

We now prove the converse implication. To that end, we assume that for some
δ satisfying 2ρ > δ > 0, some maximal δ-separated set N and the corresponding
graph (of bounded geometry) G = Gδ are constructed as above, so that G has a
positive Cheeger constant. Thus, there exists h > 0 such that for every finite subset
F in N

cardE(F, F c) > h cardF .

Let Ω be an arbitrary open bounded subset of M with smooth boundary. Our
goal is to find a finite subset Φk in N such that for two constants P and Q inde-
pendent of Ω, we have

(18.4) Area(∂Ω) > P |E(Φk,Φ
c
k)| and |Φk| > QV ol(Ω) .

This would imply positivity of Cheeger constant ofM . Note that, since the graph G
has finite valence, in the first inequality of (18.4) we may replace the edge boundary
E(Φk,Φ

c
k) by the vertex boundary ∂V Φk (see Definition 1.43).

Consider the finite subset F of points x ∈ N such that Ω ∩ B(x, δ) 6= ∅. It
follows that Ω ⊆ ⋃x∈F B(x, δ) . We split the set F in two parts:

(18.5) F1 =

{
x ∈ F : V ol[Ω ∩B(x, δ)] >

1

2
V ol[B(x, δ)]

}
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and

F2 =

{
x ∈ F : V ol[Ω ∩B(x, δ)] 6 1

2
V ol[B(x, δ)]

}
.

Set

vk := V ol

(
Ω ∩

⋃
x∈Fk

B(x, δ)

)
, k = 1, 2.

Thus,

max (v1, v2) > 1

2
V ol(Ω).

Case 1: v1 > 1
2V ol(Ω). In view of Theorem 3.23, this inequality implies that

(18.6)
1

2
V ol(Ω) 6

∑
x∈F1

V ol (B(x, δ)) 6 |F1|Va(δ) .

This gives the second inequality in (18.4). A point x in ∂V F1 is then a point
in N satisfying (18.5), such that within distance 8δ of x there exists a point y ∈ N
satisfying the inequality opposite to (18.5). The (unique) shortest geodesic xy ⊂M
will, therefore, intersect the set of points

Half =

{
x ∈M ; V ol [B(x, δ) ∩ Ω] =

1

2
V ol[B(x, δ)]

}
.

This implies that ∂V F1 is contained in the 8δ-neighborhood of the set Half ⊂
M . Given a maximal δ–separated subset Hδ of Half (with respect to the restric-
tion of the Riemannian distance on M), ∂V F1 will then be contained in the 9δ-
neighborhood of Hδ. In particular,⊔

x∈∂V F1

B

(
x,
δ

2

)
⊆
⋃
y∈Hδ

B(y, 10δ) ,

whence

Vb (δ/2) |∂V F1| 6 V ol
[ ⊔
x∈∂V F1

B

(
x,
δ

2

)]
6

(18.7)
∑
y∈Hδ

V ol [B(y, 10δ)] 6 Vb(10δ) |Hδ|.

Since Hδ extends to a maximal δ–separated subset H ′ of M , Lemma 3.31, (2),

implies that the multiplicity of the covering {B(x, δ) | x ∈ H ′} is at most
Va( 3δ

2 )
Vb( δ2 )

.

It follows that

m ·Area(∂Ω) >
∑
y∈Hδ

Area(∂Ω ∩B(y, δ)) .

We now apply Buser’s Theorem 3.25 and deduce that there exists a constant
λ = λ(n, a, δ) such that for all y ∈ Hδ, we have,

λArea(∂Ω ∩B(y, δ)) > V ol [Ω ∩B(y, δ)] =
1

2
V ol[B(y, δ)] .

It follows that

Area(∂Ω) > 1

2λm

∑
y∈Hδ

V ol[B(y, δ)] > 1

2λm
Vb(ρ) |Hδ| .
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Combining this estimate with the inequality (18.7), we conclude that

Area(∂Ω) > P |∂V F1| ,
for some constant P independent of Ω.

This establishes the first inequality in (18.4) and, hence, proves positivity of
the Cheeger constant of M in the Case 1.

Case 2. Assume now that v2 is at least 1
2V ol(Ω).

We obtain, using Buser’s Theorem 3.25 for the second inequality below, that

mArea(∂Ω) >
∑
y∈F2

Area (∂Ω ∩B(y, δ)) > 1

λ

∑
y∈F2

V ol [Ω ∩B(y, δ)] > 1

2λ
V ol(Ω) .

Thus, in the Case 2 we obtain the required lower bound on Area(∂Ω) directly. �

Corollary 18.16. Let M and M ′ be two complete connected Riemann man-
ifolds of bounded geometry which are quasiisometric to each other. Then M has
positive Cheeger constant if and only if M ′ has positive Cheeger constant.

Proof. Consider graphs of bounded geometry G and G′ that are quasiisometric
to M and M ′ respectively. Then G,G′ are also quasiisometric to each other. The
result now follows by combining Theorem 18.14 with Theorem 18.13. �

An interesting consequence of Corollary 18.16 is the quasiisometric invariance
of the positivity of the spectral gap of Riemannian manifolds. Recall that h(M) =
0 ⇐⇒ λ1(M) = 0 (Theorem 3.53).

Corollary 18.17. If M and M ′ are complete connected Riemann manifolds
of bounded geometry which are quasiisometric to each other, then λ1(M) = 0 ⇐⇒
λ1(M ′) = 0.

18.3. Amenability of groups

Motivated by the Banach-Tarski Paradox, John von Neumann [vN29] studied
properties of group actions that make paradoxical decompositions possible and on
the contrary, impossible. He defined the notion of amenable group G, based on the
existence of a mean/finitely additive measure invariant under the action of the group
on itself1, and equivalent to the nonexistence of a G-paradoxical decomposition for
any space on which the group acts. One can ask furthermore that no subset has
a paradoxical decomposition, for any space endowed with an action of the group.
This defines a strictly smaller class, that of supramenable groups; such groups will
be discussed in section 18.6.

In this section we define amenable actions and amenable groups, and prove
that paradoxical behavior is equivalent to non-amenability. For simplicity of the
discussion (and since it is the most relevant for geometric group theory), we only
consider amenability in the context of discrete groups and group actions on sets
(rather than continuous group actions on topological spaces). We refer the reader
to Section 1.2.1 for the discussion on finitely additive probability measures (f.a.p.
measures) on sets, and finitely additive integrals. Later in the chapter we relate
amenability and paradoxical decompositions and prove (among other things) that,

1Von Neumann called these groups measurable.
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for finitely generated groups, amenability is equivalent to amenability of its Cayley
graph (Theorem 18.50).

Let µ : G ×X → X be a left group action, µ(g, x) = g(x) on the a set X (for
right group actions the discussion is very similar).

Definition 18.18. (1) A group action Gy X on a set X is amenable if
there exists a G–invariant f.a.p. measure µ on P(X) = 2X , the set of all
subsets of X.

(2) A group G is amenable if the action of G on itself by left multiplication
is amenable.

Yet another (more common) equivalent definition for amenability is formu-
lated using the concept of invariant mean, which is responsible for the terminology
‘amenable’:

Definition 18.19. A mean on a set X is a linear functional

m : B(X)→ R

defined on the vector space B(X) of bounded real-valued functions on X, satisfying
the following properties:

(M1) If f > 0 on X, then m(f) > 0.
(M2) m(1X) = 1.

Assume, moreover, that X is endowed with an action of a group G, G × X →
X, (g, x) 7→ g · x. This induces an action of G on the vector space B(X) defined by
g · f(x) = f(g−1 · x). A mean m on X is called invariant if m(g · f) = m(f) for
every f ∈ B(X) and g ∈ G.

Proposition 18.20. A group action G y X is amenable (in the sense of
Definition 18.18) if and only if it admits an invariant mean.

Proof. According to Theorem 1.12 each G-invariant f.a.p. measure µ on X
defines a G-invariant integral

m : B(X)→ R, m(f) =

ˆ
X

f dµ.

Since the integral
´
X

is a linear functional nonnegative on nonnegative functions
and satisfying ˆ

X

1X dµ = 1,

the functional m is a G-invariant mean on X. Conversely, each G-invariant mean
m on X, defines a G-invariant f.a.p. measure µ on X by µ(A) = m(1A). �

Example 18.21. If X is a finite nonempty set, then every group action Gy X
is amenable. In particular, every finite group is amenable. Indeed, for a finite set
X define µ : P(X) → [0, 1] by µ(A) = |A|

|X| , where | · | denotes the cardinality of a
subset.

We now specialize to the case X = G. A group G has two actions on itself, the
action L by left multiplication and the action R by right multiplication

R : G×G→ G, R(g, x) = Rg(x) = xg.
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Definition 18.22. A left-invariant mean on G is a mean invariant under the
action L; a right-invariant mean on G is a mean invariant under the action R.

The following lemma shows that different notions of invariance for measures
and means leads to the same class of groups:

Proposition 18.23. The following are equivalent:
(a) G is amenable.
(b) G has a right-invariant f.a.p. measure.
(c) G has a right-invariant mean.

Proof. (a) ⇐⇒ (b). Given a f.a.p. measure µL on G, we define a measure
µR on G by

µR(A) := µL(A−1), A−1 = {a−1 : a ∈ A}.
Then µL is left-invariant iff µR is right-invariant. �

In view of this proposition, by default, an invariant mean on a group G will
mean a left-invariant mean.

Lemma 18.24. Every action Gy X of an amenable group is also amenable.

Proof. Let µ be an invariant measure on G. Given an action Gy X, choose
a point x ∈ X and define a function ν : P(X)→ [0, 1] by

ν(A) = µ({g ∈ G ; gx ∈ A}).
We leave it to the reader to verify that ν is a G-invariant f.a.p. measure. �

Question 18.25. Suppose that G is a group which admits a mean m : B(G)→
R that is quasiinvariant, i.e. there exists a constant κ such that

|m(f ◦ Lg−1)−m(f)| 6 κ
for all functions f ∈ B(G) and all group elements g. Is it true that G is amenable?

We refer the reader to Section 17.1 for the definitions of paradoxical sets, group
actions and groups.

Lemma 18.26. A paradoxical action Gy X cannot be amenable.

Proof. Suppose to the contrary that X admits a G-invariant f.a.p. measure
µ and

X = X1 t . . . tXk t Y1 t . . . t Ym
is a G-paradoxical decomposition, i.e. for some g1, . . . , gk, h1, . . . , hm ∈ G,

g1(X1) t . . . t gk(Xk) = X and h1(Y1) t . . . t hm(Ym) = X .

Then
µ(X1 t . . . tXk) = µ(Y1 t . . . t Yk) = µ(X),

which implies that 2µ(X) = µ(X), contradicting the fact that µ(X) = 1. �
Corollary 18.27. A paradoxical group cannot be amenable.

Example 18.28. The free group of rank two F2 is non-amenable since F2 is
paradoxical (F2 acts paradoxically on itself), as explained in Section 17.2.

We will prove in Theorem 18.50 that a finitely generated group is amenable if
and only if it is non-paradoxical.

The next theorem summarizes basic properties of amenable groups:
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Theorem 18.29. (1) Each subgroup of an amenable group is amenable.

(2) Let N be a normal subgroup of a group G. The group G is amenable if
and only if both N and G/N are amenable.

(3) The direct limit G (see section 1.1) of a directed system (Hi)i∈I of amenable
groups Hi, is amenable.

Proof. (1) Let µ be a f.a.p. measure on an amenable group G, and let H be a
subgroup. By the Axiom of Choice, there exists a subset D of G intersecting each
right coset Hg in exactly one point. Then ν(A) := µ(AD) defines a left-invariant
f.a.p. measure on H.

(2) “⇒” Assume that G is amenable and let µ be a f.a.p. measure on G. The
subgroup N is amenable according to (1). The amenability of G/N follows from
Lemma 18.24, since G acts on G/N by left multiplication.

(2) “⇐” Let ν be a left-invariant f.a.p. measure on G/N , and λ a left-invariant
f.a.p. measure on N . On every left coset gN one defines a f.a.p. measure by
λg(A) = λ(g−1A). The H–left-invariance of λ implies that λg is independent of the
representative g, i.e. gN = g′N ⇒ λg = λg′ .

For every subset B in G define

µ(B) =

ˆ
G/N

λg(B ∩ gN)dν(gN) .

Then µ is an invariant f.a.p. measure on G.
(3) Let hij : Hi → Hj , i 6 j, be the homomorphisms defining the direct system

of groups (Hi) and letG be the direct limit. Let hi : Hi → G be the homomorphisms
to the direct limit, as defined in Section 1.5. The set of functions

{f : P(G)→ [0, 1]} =
∏
P(G)

[0, 1]

is compact according to Tychonoff’s theorem (see Remark 10.2, Part 5).
Note that each group Hi acts naturally on G by left multiplication via the

homomorphism hi : Hi → G. For each i ∈ I letMi be the set of Hi–left-invariant
f.a.p. measures µ on P(G). Since Hi is amenable, Lemma 18.24 implies that the
setMi is non-empty.

We claim that the subset Mi is closed in
∏
P(G)[0, 1]. Let f : P(G) → [0, 1]

be an element of
∏
P(G)[0, 1] in the closure ofMi. Then, for every finite collection

A1, . . . , An of subsets of G and every ε > 0 there exists µ inMi such that

|f(Aj)− µ(Aj)| 6 ε
for every j ∈ {1, 2, ..., n}. This implies that for every ε > 0, |f(G)− 1| 6 ε,

|f(A tB)− f(A)− f(B)| 6 3ε

and
|f(gA)− f(A)| 6 2ε,

∀A,B ∈ P(G) and g ∈ Hi. By letting ε → 0 we obtain that f ∈ Mi. Thus, the
subsetMi is indeed closed.

By the definition of compactness, if {Vi : i ∈ I} is a family of closed subsets of a
compact space X such that

⋂
j∈J

Vj 6= ∅ for every finite subset J ⊆ I, then
⋂
i∈I

Vi 6= ∅.
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Consider a finite subset J of I. Since I is a directed set, there exists k ∈ I such
that j 6 k, ∀j ∈ J . Hence, we have homomorphisms hjk : Hj → Hk,∀j ∈ J , and
all homomorphisms hj : Hj → G factor through hk : Hk → G. Thus,

⋂
j∈JMj

containsMk, in particular, this intersection is non-empty. It follows from the above
that

⋂
i∈IMi is non-empty. Every element µ of this intersection is clearly a f.a.p.

measure, and µ is also G–left-invariant because

G =
⋃
i∈I

hi(Hi). �

Below are several corollaries of this theorem.

Corollary 18.30. Let G1 and G2 be two groups that are co-embeddable in the
sense of Definition 5.13. Then G1 is amenable if and only if G2 is amenable.

Corollary 18.31. Any group containing a nonabelian free subgroup is non-
amenable.

The next corollary follows immediately from Part (2) of Theorem 18.29:

Corollary 18.32. A semidirect product NoH is amenable if and only if both
N and H are amenable.

Corollary 18.33. 1. If Gi, i = 1, . . . , n, are amenable groups, then the finite
Cartesian product G = G1 × . . .×Gn is also amenable.

2. Any direct sum G = ⊕i∈IGi of amenable groups is again amenable.

Proof. 1. The statement follows from an inductive application of Corollary
18.32.

2. This is a combination of Part 1 and the fact that G is isomorphic to a direct
limit of finite direct products of the groups Gi. �

Example 18.34 (Infinite direct products of amenable groups need not be
amenable). Let F = F2 be the free group of rank 2. Recall (Corollary 7.113)
that F is residually finite, hence, for every g ∈ F \ {1} there exists a homomor-
phism ϕg : F → Φg such that ϕg(g) 6= 1 and Φg is a finite group. Each Φg is, of
course, amenable. Consider the direct product of these finite groups:

G =
∏

g∈F−{1}
Φg.

Then the product of homomorphisms ϕg : F → Φg, defines a homomorphism
ϕ : F → G. This homomorphism is injective since for every g 6= 1, ϕg(g) 6= 1.
Thus, G cannot be amenable since it contains a nonamenable subgroup, namely,
ϕ(F ).

Corollary 18.35. Amenability is preserved by virtual isomorphisms of groups.

Proof. Suppose that G/N ∼= Q with finite normal subgroup N C G. Since
finite groups are amenable, Part (2) of Theorem 18.29 implies that G is amenable
if and only if Q is.

Suppose that H is a finite-index subgroup of a group G. Then H contains a
subgroup N C G which has finite index in G. Therefore, G is amenable if and only
if N is. If G is amenable, so is H. If H is amenable, then N is amenable, which
implies that G is amenable. �
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Corollary 18.36. A group G is amenable if and only if all finitely generated
subgroups of G are amenable.

Proof. The direct implication follows from Theorem 18.29, Part (1). The
converse implication follows from (3), where, given the group G, we let I be the
directed set of all the finite subsets in G (ordered by the inclusion), and for each
i ∈ I, Hi is the subgroup of G generated by the elements in i. We define the
directed system of groups (Hi) by letting hij : Hi → Hj be the natural inclusion
map whenever i ⊂ j. Then G is the direct limit of the system (Hi) and the assertion
follows from Theorem 18.29, Part (3). �

Corollary 18.37. Direct limits of direct systems of finite groups are amenable.

Proof. Since each finite group is amenable, the corollary follows from part
(3) of Theorem 18.29.

In order to get more examples of amenable groups, we have to bring geome-
try into the discussion; this is done by introducing the Følner sequence criterion
of amenability of groups, discussed in the next section and thereby connecting
amenability of groups with amenability of graphs.

18.4. Følner property

Suppose that R : X ×G→ X is a right action of a group G on a set X. Given
subsets E ⊂ X, K ⊂ G we let EK denote the subset

EK = {R(x, g) = xg : x ∈ E , k ∈ K} ⊂ X.
Definition 18.38. A sequence of non-empty subsets Ωn ⊂ X is called a Følner

sequence for the right action X ×G→ X if for every g ∈ G

(18.8) lim
n→∞

|Ωng
a

Ωn|
|Ωn|

= 0 .

A sequence of subsets Ωn ⊂ G is called a Følner sequence in G if it is a Følner
sequences with respect to the right action of G on itself by the right multiplication:

Rg(x) = xg, g, x ∈ G.
For instance, suppose that G ' Z = X and G acts on itself via addition. Then

the sequence of intervals Ωn ⊂ Z of length diverging to infinity is a Følner sequence
for this group action.

Exercise 18.39. Prove that the subsets Ωn = Zk ∩ [−n, n]k form a Følner
sequence for Zk.

Exercise 18.40. The following are equivalent for a sequence of non-empty
subsets Ωn ⊂ X:

(1) Ωn is a Følner sequence.
(2) For every finite subset K ⊂ G

(18.9) lim
n→∞

|ΩnK
a

Ωn|
|Ωn|

= 0.

(3) For every symmetric finite subset K ⊂ G, (18.9) holds. (Recall that K is
symmetric if K = K−1.)
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Exercise 18.41. A countable group G admits a Følner sequence if and only if
G admits a Følner sequence Φn such that⋃

n∈N
Φn = G.

Lemma 18.42. Let G be finitely generated, let S and S′ be two symmetric finite
generating sets, and let G and G′ be the Cayley graphs of G with respect to S and
S′, respectively.

A sequence of non-empty subsets Ωn ⊂ G is a Følner sequence in the graph G,
in the sense of Definition 18.1, if and only if it is a Følner sequence in the graph
G′.

Proof. We will prove only one implication, the other one is symmetric.
Let C be a positive number strictly larger than |s|S′ , s ∈ S, and |s′|S , s′ ∈ S′.

Let Ω be a subset of G, i.e. a subset of the vertex sets of both G and G′.
In G,

(18.10) ∂V Ω =
⋃
s∈S

(Ωs \ Ω) .

It follows that in G′, ∂V Ω is contained in NC(Ω) \Ω. In view of Exercise 18.5,
this implies that if Ωn is a Følner sequence in G′, then

lim
n→∞

|∂V Ωn|
|Ωn|

= 0,

and the latter is the definiton of a Følner sequence in the graph G. �

Lemma 18.43. Suppose that G is finitely generated with symmetric finite gener-
ating set S and G is the Cayley graph of G with respect to this generating set. Then
the following properties of a sequence of non-empty subsets Ωn ⊂ G are equivalent:

(1)

(18.11) lim
n→∞

|ΩnS
a

Ωn|
|Ωn|

= 0.

(2) Ωn is a Følner sequence in the graph G in the sense of Definition 18.1.
(3) Ωn is a Følner sequence in G.

Proof. Given Ω a subset of G, i.e. a set of vertices in G, the equality (18.10)
combined with

∂V Ω =
⋃
s∈S

(Ω \ Ωs)

implies that
ΩS

i
Ω = ∂V Ω ∪ ∂V Ω.

Therefore (since G has finite valence)

lim
n→∞

|ΩnS
a

Ωn|
|Ωn|

= 0

is equivalent to

lim
n→∞

|∂V Ωn|
|Ωn|

= 0.

587



It remains to show that (1) implies that (18.8) holds for each g ∈ G. By Lemma
18.42, the sequence Ωn is also Følner in the Cayley graph G′ with respect to the
generating set S′ = S ∪ {g}, whence we obtain the desired conclusion. �

Definition 18.44. 1. A group action X ×G→ X is said to satisfy the Følner
Property if it admits a Følner sequence Ωn ⊂ X.

2. A group G is said to have the Følner Property if G contains a Følner
sequence.

Lemma 18.45. A group G has the Følner Property if and only if for each ε > 0
and each finite subset K ⊂ G there exists a finite subset F ⊂ G such that

(18.12)
|KF a

F |
|F | 6 ε .

Proof. Applying the anti-automorphism G → G given by the inversion g 7→
g−1, we obtain:

|KF a
F |

|F | =
|F−1K−1

a
F−1|

|F−1| .

Lemma follows. �
In view of Lemma 18.42, instead of defining the Følner Property for G by the

right action of G on itself (by right multiplication), we can equivalently define it by
the left action (by left multiplication).

Exercise 18.46. Show that the following are equivalent for a right action
X ×G→ X:

(1) X ×G→ X satisfies the Følner Property.
(2) For every K ⊂ G there exists a sequence Ωn ⊂ X such that

lim
n→∞

|ΩnK
a

Ωn|
|Ωn|

= 0.

Even though, as we will prove in the next section, the Følner Property is equiv-
alent to the amenability, and the latter is inherited by subgroups, it is instructive
to describe a construction of Følner sequences for a subgroup directly, in terms of
Følner sequence on the ambient group.

Proposition 18.47. Let H be a subgroup of a group G satisfying the Følner
Property, and let (Ωn)n∈N be a Følner sequence for G. For every n ∈ N there exists
gn ∈ G such that the intersections g−1

n Ωn ∩H = Φn form a Følner sequence for H.

Proof. Consider a finite subset K ⊂ H, let s denote the cardinality of K.
Since (Ωn)n∈N is a Følner sequence for G, the ratios

(18.13) αn =
|ΩnK

a
Ωn|

|Ωn|
converge to 0. We partition each subset Ωn into intersections with left cosets of H:

Ωn = Ω(1)
n t . . . t Ω(kn)

n ,

where
Ω(i)
n = Ωn ∩ giH, i = 1, . . . , kn, giH 6= gjH,∀i 6= j.
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Then ΩnK ∩ giH = Ω
(i)
n K. We have that

ΩnK
i

Ωn =
(

Ω(1)
n K

i
Ω(1)
n

)
t · · · t

(
Ω(kn)
n K

i
Ω(kn)
n

)
.

The inequality
|ΩnK

a
Ωn|

|Ωn|
6 αn

implies that there exists i ∈ {1, 2, . . . , kn} such that

|Ω(i)
n K

a
Ω

(i)
n |

|Ω(i)
n |

6 αn.

In particular, g−1
i Ω

(i)
n = Φn, with Φn ⊆ H, and we obtain that

|ΦnK
a

Φn|
|Φn|

6 αn. �

The following proposition complements Lemma 18.24.

Proposition 18.48. Let G be a group acting on a non-empty set X. The group
G is amenable if and only if the action G y X is amenable and for every p ∈ X
the stabilizer Gp of the point p is amenable.

Proof. The direct implication follows from Lemma 18.24 and from Part 1 of
Theorem 18.29. Assume now that for every p ∈ X its G-stabilizer Gp is amenable
and let mX : B(X) → R and mp : B(Gp) → R be G-invariant and Gp-invariant
means respectively. We define a left-invariant mean on B(G) using a construction
in the spirit of the construction of the product of two measures.

For each p ∈ X and F ∈ B(G) define a function Fp on the orbit Gp by

Fp(gp) = mp

(
F |gGp

)
.

Since mp is Gp-invariant, Fp(gp) depends only on x = gp and not on g. Moreover,
for each q ∈ Gp, the functions Fp, Fq : Gp → R are equal. Therefore, we obtain a
G-invariant function FX on X whose restriction to each orbit Gp equals Fp. Since
each mp is a mean and F is bounded, the function FX is bounded as well. We
define

m(F ) := mX (FX) .

The linearity of m follows from the linearity of every mp and of mX , the properties
properties (M1) and (M2) in Definition 18.19 follow from the fact that of mX and
mp, p ∈ X, are means. We will verify that m is G-invariant. Take an arbitrary
element h ∈ G, and consider the pull-back function

h · F : x 7→ F (h−1 · x)x ∈ X.
Then

(h · F )p(gp) = mp

(
(h · F )|gGp

)
= mp

(
F |h−1gGp

)
= Fp(h

−1gp) .

We deduce from this that (h · F )X = FX ◦ h−1 = h · FX , whence
m(h · F ) = mX ((h · F )X) = mX (h · FX) = mX (FX) = m(F ) . �
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18.5. Amenability, paradoxality and the Følner property

In this section we will show that amenability of actions is equivalent to non-
paradoxality and to the Følner property. According to Theorem 18.13, if one Cayley
graph of a finitely generated group G is amenable then all the other Cayley graphs
are. Thus, in what follows we fix a finite generating set S of G, the corresponding
Cayley graph G = Cayley(G,S), and the corresponding word metric on G.

We will use a construction of Cayley graphs of group actions, generalizing the
usual notion of Cayley graphs for groups. Let G be a group with a generating set
S, and let X ×G→ X be a right action. We define the Cayley graph of this action
(with respect to the generating set S) as the graph Cayley(X,G, S) whose vertex
set is X and whose edge set consists of unordered pairs {x, xs}, x ∈ X, s ∈ S.

Remark 18.49. This construction explains why did we choose to define Følner
sequences using right actions instead of left actions: One defines Cayley graphs
using the right action of the generating sets S on the group G.

In the next theorem, given a (left) group action L : G ×X → X, one we use
the right group action X×G→ X defined by R : (x, g) 7→ L(g−1, x). We note that
the equivalence (1) ⇐⇒ (2) in the next theorem is a special case of the Tarski’s
Alternative Theorem 18.51. Note also that the proof of Theorem 18.50 (namely,
the implication (4)⇒(1)) uses the existence of ultrafilters on N. One can show that
ZF axioms of the set theory are insufficient to conclude that Z has an invariant
mean.

Theorem 18.50. The following three conditions are equivalent for a group ac-
tion Gy X:

(1) Gy X has an invariant mean.
(2) Gy X is not paradoxical.
(3) For every finitely generated subgroup H 6 G and a generating set S of H,

the Cayley graph (of the associated right H-action) G = Cayley(X,H, S)
is amenable.

(4) The associated right action X ×G→ X satisfies the Følner property.

Proof. (1) ⇒ (2). The implication (1) ⇒ (2) is established in Corollary
18.27.

(2) ⇒ (3). We will prove the contrapositive of the implication (2) ⇒ (3).
Assume that the Cayley graph G = G(X,H, S) is non-amenable for some finitely
generated subgroup H 6 G. Equivalently, every component of G is a non-amenable
graph. According to Theorem 18.4, this implies that there exists a map f : X → X
which is at finite distance from the identity map, such that |f−1(y)| = 2 for every
y ∈ X. Repeating the proof of Lemma 8.35 verbatim, we conclude that there exists
a finite subset S = {h1, ..., hn} ⊂ G and a decomposition X = T1 t ... t Tn such
that f restricted to Ti coincides with hi|Ti .

For every y ∈ X we have that f−1(y) consists of two elements, which we label
as {y1, y2}. This gives a decomposition of X into Y1 t Y2. Now we decompose
Y1 = A1 t ... t An, where Ai = Y1 ∩ Ti, and likewise Y2 = B1 t ... t Bn, where
Bi = Y2 ∩ Ti. Clearly

A1h1 t ... tAnhn = X

and
B1h1 t ... tBnhn = X.
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We have thus proved that Gy X is paradoxical.
(3) ⇐⇒ (4) The proof of this equivalence is exactly the same as the one in

Lemma 18.43. Let K ⊂ G be a finite non-empty subset and let H 6 G be the
subgroup generated by K. It suffices to consider the case K = K−1, see Exercise
18.40. The amenability of the Cayley graph G = Cayley(X,H,K) implies that
there exists a sequence of subsets Ωn ⊂ X such that

(18.14) lim
n→∞

|∂V Ωn|
|Ωn|

= 0.

As in the proof of Lemma 18.43,

ΩnK
i

Ωn = ∂V (ΩnK) ∪ ∂V (ΩnK).

Therefore, (18.14) implies that

lim
n→∞

|ΩnK
a

Ωn|
|Ωn|

= 0.

Lastly, Exercise 18.46 shows that the action X ×G→ X satisfies the Følner prop-
erty, proving that (3)⇒(4).

The reverse implication (4)⇒(3) is proven similarly and we leave details to the
reader.

(4) ⇒ (1). We first illustrate the proof in the case G = Z = X and the
Følner sequence

Ωn = [−n, n] ⊂ Z,
since the proof is more transparent in this case and illustrates the general argument.
Let ω be a non-principal ultrafilter ω on N (here we need a form of the Axiom of
Choice). We define a function µ : 2Z → [0, 1] by

µ(A) := ω-lim
|A ∩ Ωn|
2n+ 1

, A ⊂ Z.

We leave it to the reader to check that µ is a f.a.p. measure. Let us show that µ is
invariant under the translation g : z 7→ z + 1. Note that

||A ∩ Ωn| − |gA ∩ Ωn|| 6 2.

Thus,

|µ(A)− µ(gA)| 6 ω-lim 2

2n+ 1
= 0.

This implies that µ is Z-invariant.
Consider now the general case. We use a Følner sequence (Ωn) of subsets of X

to construct a G-invariant f.a.p. measure on 2X = P(X).
Let ω be a non-principal ultrafilter on N. For every A ⊂ X define

µ(A) = ω-lim
|A ∩ Ωn|
|Ωn|

.

We claim that µ is a f.a.p. measure on X. Indeed, for any pair of disjoint subsets
A,B ⊂ X, we have

µ(A tB) = ω-lim
|(A tB) ∩ Ωn|

|Ωn|
= ω-lim

|A ∩ Ωn|+ |B ∩ Ωn|
|Ωn|

=

ω-lim
|A ∩ Ωn|
|Ωn|

+ ω-lim
|B ∩ Ωn|
|Ωn|

= µ(A) + µ(B).
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The condition that µ(X) = 1 is equally clear. We will now verify that µ is G-
invariant. Take an element g ∈ G . We have

|µ(Ag)− µ(A)| = ω-lim
||Ag ∩ Ωn| − |A ∩ Ωn||

|Ωn|
= ω-lim

∣∣|A ∩ Ωng
−1| − |A ∩ Ωn|

∣∣
|Ωn|

.

Furthermore, ∣∣|A ∩ Ωng
−1| − |A ∩ Ωn|

∣∣ 6 |A ∩ (Ωng
−1

i
Ωn)|.

Since

ω-lim
|A ∩ (Ωng

−1
a

Ωn)|
|Ωn|

6 ω-lim |Ωng
−1

a
Ωn|

|Ωn|
= 0

(as (Ωn) be a Følner sequence), it follows that

µ(Ag) = µ(A),

i.e. µ is G-right-invariant. �

In particular, Theorem 18.50 shows that the nonexistence of a G-paradoxical
decomposition of X is equivalent to the existence of a G-invariant f.a.p. measure
on X.

A. Tarski proved ([Tar38], [Tar86, pp. 599–643], see also [Wag85, Corollary
9.2]) the following stronger form of this equivalence:

Theorem 18.51 (Tarski’s Alternative). Let G be a group acting on a space X
and let E be a subset in X. Then E is not G–paradoxical if and only if there exists
a G–invariant finitely additive measure µ : P(X)→ [0,∞] such that µ(E) = 1.

The equivalence in Theorem 18.50 gives another proof that the free group on
two generators F2 is paradoxical: Consider the map f : F2 → F2 which is given by
deleting the last letter in every non-empty reduced word and f(1) = 1. This map
satisfies Gromov’s condition in Theorem 18.4. Hence, the Cayley graph of F2 is
non-amenable; thus, F2 is non-amenable as well.

Corollary 18.52. Each group is either paradoxical or amenable.

Corollary 18.53. Amenability is QI invariant for finitely generated groups.

Proof. This follows from the fact that amenability of graphs of finite valence
is QI invariant, see Theorem 18.13. �

Now that we know that the group Z is amenable, we can get a much larger
class of amenable groups than direct limits of finite groups:

Corollary 18.54. Every abelian group G is amenable.

Proof. Since every abelian group is a direct limit of finitely generated abelian
subgroups, by Part (3) of Theorem 18.29, it suffices to prove amenability of finitely
generated abelian groups. Since each Zk satisfies the Følner Property (see Exercise
18.39), it is amenable. Each finitely generated abelian group A is a product of a
finite group and a free abelian group of finite rank; therefore, A is amenable, e.g.
by Part (1) of Corollary 18.32. �

Corollary 18.55. Every solvable group is amenable.

592



Proof. We argue by induction on the derived length. If k = 1 then G is
abelian and, hence, amenable by Corollary 18.54. Assume that the assertion holds
for k and take a group G such that G(k+1) = {1} and G(i) 6= {1} for every i 6 k.
Then G(k) is abelian and Ḡ = G/G(k) is solvable with derived length equal to k.
Whence, by the induction hypothesis, Ḡ is amenable. This and Theorem 18.29,
Part (2), imply that G is amenable. �

Similarly, Theorem 18.29 proves amenability for a much larger class of groups,
first introduced by M. Day [Day57]:

Definition 18.56. The class of elementary amenable groups EA is the smallest
class of groups containing all finite groups, all abelian groups and closed under direct
limits, taking subgroups, quotient groups and extensions

1→ G1 → G2 → G3 → 1,

where both G1, G3 are elementary amenable.

This class contains all solvable groups and many groups which are not even
virtually solvable. Some of these groups (elementary amenable but not virtually
solvable) are finitely presented.

Example 18.57. Let Hn be the n-th Houghton group Hn, n > 2. Every finite
group embeds in every Hn, hence each Hn is not virtually solvable. The group Hn

fits in a short exact sequence

1→ F → Hn → Zn−1 → 1,

where F is isomorphic to the group of permutations of N with finite support, i.e.
each g ∈ F acts as the identity on a complement of some finite subset of N. In
particular, F contains (up to an isomorphism) every finite group and is the direct
limit of a system of finite groups. Finite presentability of Houghton groups (for
n > 3) was proven by K. Brown [Bro87]. According to [Lee12], Hn, n > 3, has
the following presentation:〈
a, x1, . . . , xn−1|a2 = 1, (aax1)3 = 1, [a, ax

2
1 ] = 1, a = [xi, xj ], a

x−1
i = ax

−1
j , 1 6 i < j 6 n− 1

〉
.

Thus, eachHn, n > 3, is finitely presentable, elementary amenable but not virtually
solvable.

Theorem 18.29 and Corollary 18.54 imply that all elementary amenable groups
are amenable. There are finitely presented amenable groups which are not elemen-
tary amenable; the first such examples were constructed by R. Grigorchuk [Gri98].
Namely, Grigorchuk proves that the group with the following presentation〈
a, c, d, t|a2 = c2 = d2 = (ad)4 = (adacac)4 = 1, t−1at = aca, t−1ct = dc, t−1dt = c

〉
is amenable but not elementary amenable. None of the elementary amenable groups
have intermediate growth according to the following theorem of C. Chou [Cho80]:

Theorem 18.58. A finitely generated elementary amenable group either is vir-
tually nilpotent or contains a nonabelian free subsemigroup.

We note that J. Rosenblatt [Ros74] earlier proved this alternative for solvable
groups.
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18.6. Supramenability and weakly paradoxical actions

The following definition is formally similar to the one of amenable actions and
groups. In order to motivate this definition we note that in the Banach-Tarski
paradox, we had a paradoxical decomposition of the subset Bn ⊂ En rather than
of the entire Euclidean space, i.e. the action of the Euclidean isometry group was
weakly paradoxical. While amenability obstructs G-paradoxical decompositions
of the entire set X on which the group is acting, supramenability obstructs G-
paradoxical decompositions of subsets of X.

Definition 18.59. 1. A group action Gy X is said to be supramenable if for
every non-empty subset E ⊂ X there exists a f.a. G-invariant measure µ

µ : P(X)→ [0,∞]

such that µ(E) = 1.
2. A group G is said to be supramenable if the action G×G→ G of G on itself

by left multiplication is supramenable.

Exercise 18.60. Show that in this definition it does not matter if G acts on
itself by left or right multiplication.

It is immediate from the definition that each supramenable action is amenable
and every supramenable group is amenable.

The following proposition is an analogue of Lemma 18.24 and Theorem 18.50
for supramenable groups.

Proposition 18.61. The following are equivalent for a group G:
1. G is not weakly paradoxical.
2. There are no weakly paradoxical actions Gy X.
3. Every action Gy X is supramenable.
4. G is supramenable.

Proof. The implication (2)⇒(1) is immediate. The proof of the implication
(3)⇒(2) is analogous to that of Lemma 18.26. Let E ⊂ X be a non-empty subset
and µ a f.a. G-invariant measure on X such that µ(E) = 1. The existence of µ
prevents G-paradoxical decompositions of E just as in the proof of Lemma 18.26.

The proof of the implication (4)⇒(3) is similar to the proof of Lemma 18.24.
Consider an action G y X and a non-empty subset E of X. Pick a point x ∈ E
and let GE be the set of g ∈ G such that gx ∈ E. This set is non-empty since
1 ∈ GE . Let µ be a G–left-invariant finitely additive measure µG : P(G) → [0,∞]
such that µ(GE) = 1. For A ⊂ X let

µ(A) := µG({g ∈ G : g(x) ∈ A}).
Then µ(E) = 1 and µ is G-invariant f.a. measure on X. Lastly, the implication
(1)⇒(4) is a special case of Tarski’s Theorem 18.51. �

Proposition 18.62. Each finitely generated weakly paradoxical group has ex-
ponential growth.

Proof. Let G be weakly paradoxical and let E be a G-paradoxical subset of
G with the paradoxical decomposition

E = E′ t E′′
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and bijections ψ′ : E → E′ ⊂ E,ψ′′ : E → E′′ ⊂ E which are piecewise G-
congruences:

E′ = E′1 t . . . t E′k, E′′ = E′′1 t . . . t E′′l
and there exist g′1, . . . , g′k ∈ G, g′′1 , . . . , g

′′
l ∈ G such that

ψ′|
g′iE
′
i

= (g′i)
−1|

g′iE
′
i
, ψ′′|

g′′j E
′′
j

= (g′′j )−1|
g′′j E

′′
j
, 1 6 i 6 k, 1 6 j 6 l.

We now generate a semigroup H of (injective but not surjective) maps E → E
by the maps ψ′, ψ′′. Since the images of these maps are disjoint, the semigroup H
is free on the generating set Ψ := {ψ′, ψ′′}, see Lemma 7.59: We obtain an injective
homomorphism ρ : SF2 → Map(E,E) from the free semigroup of rank 2 on the
generators s′, s′′, sending s′ to ψ′, s′′ to ψ′′. Moreover, according to Lemma 7.59,
given any two distinct elements u, v ∈ SF2,

ρ(u)(E) ∩ ρ(v)(E) = ∅.
In particular, given any x ∈ E, the subset

Xn := {ρ(w)(x) : `SF2
(w) 6 n} ⊂ Gx

has cardinality
1 + 2 + 4 + . . .+ 2n = 2n+1 − 1.

Here `SF2 is the word metric on the free semigroup SF2. By the construction, for
each x ∈ G and every word w ∈ SF2 of length m there exists a (positive) word w̄
of the same length m in the alphabet A = {g′1, . . . , g′k, g′′1 , . . . , g′′l }, such that

ρ(w)(x) = w̄x.

Taking x = 1 ∈ G, we conclude that the subsemigroup of G generated by the set
A has exponential growth. It follows that the group G has exponential growth as
well. �

The following corollary of Proposition 18.62 is a strengthening of Proposition
18.6 in the group-theoretic setting.

Corollary 18.63. Every group of subexponential growth is supramenable.

It is not known if the converse of Proposition 18.62 is true or if, to the contrary,
there exist supramenable groups of exponential growth. A weaker form of the
converse of Proposition 18.62 is known though, and it runs as follows.

Proposition 18.64. A free two-generated subsemigroup S of a group G is
always G–paradoxical, where the action Gy G is either by left or by right multipli-
cation. In particular, a supramenable group G cannot contain a free two-generated
subsemigroup.

Proof. Let a, b be the two elements in G generating the free sub-semigroup
S, let Sa and Sb be the subsets of elements in S represented by words beginning in
a, respectively by words beginning in b. Then S = Sa t Sb, with a−1Sa = S and
b−1Sb = S. �

Remark 18.65. The converse of Proposition 18.64, on the other hand, is not
true: a weakly paradoxical group does not necessarily contain a nonabelian free
subsemigroup. Namely, there exist paradoxical torsion groups (see Remark 18.78
in the next section).
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Below we discuss basic properties of supramenable groups which parallel those
of amenable groups, given in Theorem 18.29.

Proposition 18.66. (1) Any subgroup of a supramenable group is supra-
menable.

(2) Any finite extension of a supramenable group is supramenable.

(3) Any quotient of a supramenable group is supramenable.

(4) Any direct limit of a directed system of supramenable groups is supra-
menable.

Proof. (1) Let H 6 G with G supramenable and let E be a non-empty subset
of H. Let µG : P(G)→ [0,∞] be a G–left-invariant finitely additive measure such
that µ(E) = 1. Restricting µG to P(H) we obtain the required measure on G.

(2) Let H 6 G with H supramenable and G =
⊔m
i=1Hxi. Let E be a non-

empty subset of G. The group H acts on G by left multiplication, according to
Proposition 18.61, there exists µ : P(G)→ [0,∞], an H–left-invariant f.a. measure
such that

µ (∪mi=1xiE) = 1.

Define a measure ν : P(G)→ [0,∞] by

ν(A) =

∑m
i=1 µ(xiA)∑m
i=1 µ(xiE)

.

Note that the denominator in this fraction is positive, and it is also clear that ν is
finitely additive and satisfies ν(E) = 1. We need to verify the G-left-invariance of
ν.

Let A be an arbitrary non-empty subset of G and g an arbitrary element in G.
We have that

G =

m⊔
i=1

Hxi =

m⊔
i=1

Hxig,

whence there exists a bijection ϕ : {1, . . . ,m} → {1, . . . ,m} depending on g such
that Hxig = Hxϕ(i).

We may then rewrite the numerator in the expression of ν(gA) as
m∑
i=1

µ(xigA) =

m∑
i=1

µ(hixϕ(i)A) =

m∑
i=1

µ(xϕ(i)A) =

m∑
j=1

µ(xjA) .

For the second equality above we have used the H–invariance of µ. We conclude
that ν is G–left-invariant.

(3) Let E be a non-empty subset of G/N . Proposition 18.61 applied to the
action ofG onG/N gives aG–left-invariant finitely additive measure µ : P(G/N)→
[0,∞] such that µ (E) = 1. The same measure is also G/N–left-invariant.

(4) The proof is very similar to the one in Theorem 18.29, Part 4, and we present
only a sketch. Let hij : Hi → Hj , i 6 j, be the homomorphisms defining the direct
system of groups (Hi) and let G be the direct limit. Let hi : Hi → G be the
homomorphisms to the direct limit, see Section 1.5. Consider a non-empty subset
E of G. Without loss of generality we may assume that all intersections hi(Hi)∩E
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are non-empty: There exists i0 such that for every i > i0, hi(Hi) ∩ E 6= ∅, and we
then restrict to the set of indices i > i0. The set of functions

{f : P(G)→ [0,∞]} =
∏
P(G)

[0,∞]

is compact according to Tychonoff’s theorem. For each i ∈ I let Mi be the set
of Hi–left-invariant f.a. measures µ on P(G) such that µ(E) = 1. Since Hi is
supramenable, Proposition 18.61 implies that the set Mi is non-empty. Then,
as in the proof of Theorem 18.29 one verifies that each subset Mi is closed in∏
P(G)[0,∞] and that the intersection

⋂
i∈IMi is non-empty. Every element µ

of this intersection is clearly a f.a. measure such that µ(E) = 1; each µ in the
intersection is also G–left-invariant because

G =
⋃
i∈I

hi(Hi). �

Remark 18.67. 1. Note that, unlike amenability, supramenability is not pre-
served by extensions: If a normal subgroup N in a group G is supramenable and
Q = G/N is supramenable then G might not be supramenable. Indeed, if G is
metabelian but not virtually nilpotent, then both G′ = N and G/G′ = Q are
abelian. However, each solvable group that is not virtually nilpotent contain a non-
abelian free subsemigroup (Theorem 18.58) and, hence, cannot be supramenable
according to Proposition 18.62.

2. Surprisingly, it is unknown if finite direct products of supramenable groups
are supramenable.

As an example, the group of Euclidean isometries G = Isom+(E2) is solvable
but not virtually nilpotent, therefore, it is not supramenable. Specifically:

Proposition 18.68. Isom+(E2) contains a free subsemigroup S on two gen-
erators. In particular, according to Proposition 18.64, the subset S ⊂ G is G-
paradoxical.

Proof. Let λ ∈ C be a transcendental number with |λ| = 1. Consider the
rotation g(z) = λz in E2 (identified with the complex plane) and the translation
h : z 7→ z + 1. We claim that the semigroup S ⊂ G generated by g and h is free
two-generated. Indeed, consider the set X of all nonconstant integer polynomials
with nonnegative coefficients in the variable λ. The semigroup S acts on X by the
postcomposition

s · p(λ) = s ◦ p(λ), s ∈ S.
Then for each p ∈ X, h · p has non-zero constant term, while g · p has zero constant
term. Therefore, g(X), h(X) are disjoint subsets of X. Hence, according to Lemma
7.59, the semigroup S is free of rank 2. �

Corollary 18.69 (Sierpinski–Mazurkiewicz paradox). There exists a count-
able G-paradoxical subset E ⊂ E2. In particular, the action of G = Isom+(E2) on
E2 is weakly paradoxical.

Proof. Since the semigroup S is countable, for a generic choice of z ∈ C
the orbit map S → C, s 7→ s(z) is injective. Now the claim follows from Lemma
17.7. �

Neither one of the classes of supramenable and elementary amenable groups
contains the other:
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• solvable groups are all elementary amenable, while they are supramenable
only if they are virtually nilpotent;

• there exist groups of intermediate growth (which are necessarily supra-
menable) that are not elementary amenable, see [Gri84a].

We are now able to relate amenability to the Banach–Tarski paradox.

Proposition 18.70. (1) The group of isometries Isom(R) is supramenable
and, hence, R does not contain paradoxical subsets.

(2) The group of isometries G = Isom(E2) is amenable but not supramenable.

(3) E2 contains paradoxical subsets.

(4) E2 does not admit a paradoxical decomposition.

(5) The group of isometries Isom(En) with n > 3 is non-amenable.

Proof. Part (1) follows from the fact that Isom(R) contains the abelian sub-
group Isom+(R) of index 2.

Part (2) follows from the fact that G is solvable (and, hence, amenable), but
not supramenable since it contains a free subsemigroup of rank 2.

Part (3) is the Sierpinski–Mazurkiewicz paradox above.
Part (4) follows from the amenability of G = Isom(E2), which implies the

amenability and, hence, non-paradoxality, of any action of G.
Part (5) follows from the fact that SO(3) < Isom(En) contains rank 2 free

subgroups. �

Since many examples and counterexamples display a connection between ame-
nability and the algebraic structure of a group, it is natural to ask whether there
exists a purely algebraic criterion of amenability. J. von Neumann made the obser-
vation that the existence of a free subgroup excludes amenability in the very paper
where he introduced the notion of amenable groups, [vN28]. It is this observation
that has led to the following question:

Question 18.71 (the von Neumann-Day problem). Does every non-amenable
group contain a nonabelian free subgroup?

The question is implicit in [vN29], and it was formulated explicitly by M. Day
[Day57, §4].

When restricted to the class of subgroups of Lie groups with finitely many com-
ponents (in particular, subgroups of GL(n,R)), Question 18.71 has an affirmative
answer, since, in view of the Tits’ alternative (see Chapter 15, Theorem 15.1), every
such group either contains a nonabelian free subgroup or is virtually solvable. Since
all virtually solvable groups are amenable, the claim follows. For the same reason,
for all classes of groups satisfying the Tits Alternative (see section 15.7) Question
18.71 has an affirmative answer.

The first examples of finitely generated non-amenable groups with no (non-
abelian) free subgroups were given by A. Ol′shanskĭı in [Ol′80]. In [Ady82] it was
shown that the free Burnside groups B(n,m) with n > 2 and m > 665, m odd, are
also non-amenable. The first examples of finitely presented non-amenable groups
with no (non-abelian) free subgroups, were given by A. Ol′shanskĭı and M. Sapir
in [OS02]. A more recent example, due to Y. Lodha and J.T. Moore [LM16]
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is a subgroup of the group of piecewise projective homeomorphisms of the real
projective line, torsion free and with an explicit presentation with three generators
and nine relators.

Still, metric versions of the von Neumann-Day Question 18.71 have positive
answers. One of these versions is Whyte’s Theorem 18.10. Another metric version
with positive answer was established by I. Benjamini and O. Schramm in [BS97b].
They proved

Theorem 18.72. • Every infinite locally finite simplicial graph G with
positive Cheeger constant contains a tree with positive Cheeger constant.2

• If, moreover, the Cheeger constant of G is at least an integer n > 0, then G
contains a spanning subgraph, where each connected component is a rooted
tree with all vertices of valency n, except the root, which is of valency n+1.

• If X is either a graph or a Riemannian manifold with infinite diameter,
bounded geometry and positive Cheeger constant (in particular, if X is
the Cayley graph of a paradoxical group) then X contains a bi-Lipschitz
embedding of the binary rooted tree.

Related to the above, the following is asked in [BS97b]:

Question 18.73. Is it true that every Cayley graph of every finitely generated
group with exponential growth contains a subtree with positive Cheeger constant?

We note that the existence of such subtrees does not contradict amenability,
for instance, each finitely generated elementary amenable group G which is not
virtually nilpotent contains a rank 2 free subsemigroup and, hence one of the Cayley
graphs of G contains a 2-adic subtree.

18.7. Quantitative approaches to non-amenability and weak
paradoxality

One can measure “how paradoxical” a group or a group action is via the Tarski
numbers.

Definition 18.74. (1) Given an action of a group G on a set X, and a
subset E ⊂ X, which admits a G–paradoxical decomposition, the Tarski
number of the paradoxical decomposition is the number k + l of pieces of
that decomposition (see Definition 17.4).

(2) The Tarski number TarG(X,E) is the minimum of the Tarski numbers
taken over all G-paradoxical decompositions of E. We set TarG(X,E) =
∞ in the case when there exists no G-paradoxical decomposition of the
subset E ⊂ X. We use the notation TarG(X) for TarG(X,X).

(3) We define the lower Tarski number tar(G) of a group G to be the minimum
of the numbers TarG(X,E) for all the actions G y X and all the non-
empty subsets E of X.

2Note that in this result no uniform bound on valence is assumed. The definition of the
Cheeger constant is considered with the edge boundary.
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(4) WhenX = G and the action is by left multiplication, we denote TarG(G,G)
simply by Tar(G) and we call it the Tarski number of G.

Thus, for any G, X, E ⊂ X and an action Gy X, we have:

tar(G) 6 TarG(X,E) 6 TarG(X,X),

tar(G) 6 Tar(G)

Moreover, G is amenable if and only if Tar(G) = ∞, while G is supramenable if
and only if tar(G) =∞. Thus, the number tar(G) measures the weak paradoxality
of G, i.e. the degree of its failure to be supramenable. Similarly, the number Tar(G)
measures the paradoxality of G, i.e. the degree of its failure to be amenable.

Remark 18.75. Of course, one could refine the discussion further and use
other cardinal numbers besides the finite ones to quantify nonamenability. We do
not pursue this direction here.

The following theorem was first proved by R. M. Robinson in [Rob47]:

Theorem 18.76. For n > 3, the Tarski number TarG(En,Bn) of the unit ball
Bn ⊂ En (with respect to the action of the group of isometries G = Isom(En)) is 5.

Proposition 18.77. Let G be a group, G y X be an action and E ⊂ X be a
non-empty subset.

(1) For each subgroup H 6 G, TarG(X,E) 6 TarH(X,E).

(2) The lower Tarski number tar(G) of every group is at least two. Moreover,
tar(G) = 2 if and only if G contains a free two-generated subsemigroup S.

Proof. (1) This inequality follows immediately from the fact that for every
E ⊂ X, each H-paradoxical decomposition of E is also G-paradoxical.

(2) The fact that every tarG(X,E) is at least two is clear from the definition of
a paradoxical decomposition. We prove the direct part of the equivalence. Assume
that tar(G) = 2. Then there exists an action G y X, a subset E ⊂ X with a
decomposition E = E′ tE′′ and two elements g′, g′′ ∈ G such that g′(E′) = E and
g′′(E′′) = E. Setting g := (g′)−1, h := (h′)−1, we obtain injective maps

g : E → E′ ⊂ E, h : E → E′′ ⊂ E
with disjoint images. Lemma 7.59 implies that g, h generate a rank 2 free subsemi-
group in G.

Conversely, if x, y be two elements in G generating a free subsemigroup S, let
Sx be the set of words beginning with x and Sy be the set of words beginning with y.
Then S = SxtSy, with x−1Sx = S and y−1Sy = S. Therefore, TarG(G,S) = 2. �

Remark 18.78. R. Grigorchuk constructed in [Gri87] examples of finitely
generated amenable torsion groups G which are weakly paradoxical, thus answering
Rosenblatt’s conjecture [Wag85, Question 12.9.b]. Every such amenable group G
satisfies

3 6 tar(G) <∞.
Question 18.79. What are the possible values of tar(G) for a weakly para-

doxical group G? How different can it be from Tar(G) ?

We now move on to study the values of Tarski numbers TarG(X) and Tar(G)
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Proposition 18.80. For every group action Gy X on a non-empty set X we
have:

(1) TarG(X) > 4.

(2) If G acts freely on X and G contains a free subgroup of rank two, then
TarG(X) = 4.

Proof. (1) Since G acts on X via bijections, in every G-paradoxical decom-
position of X one must have k > 2 and l > 2. Thus, the Tarski number TarG(X)
is always at least 4.

(2) This statement is the content of Lemma 17.20. �

The next proposition complements Part (2) of Proposition 18.80:

Proposition 18.81. 1. If there exists a G-action Gy X for which X admits
a G-paradoxical decomposition

(18.15) X = X ′ tX ′′, X ′ = X ′1 tX ′2, X ′′ = X ′′1 t . . . tX ′′l , l > 2,

then G contains an element of infinite order.
2. If there exists an action G y X with TarG(X) = 4, then G contains a

non-abelian free subgroup.

Proof. We let φ′ : X ′ → X, φ′′ : X ′′ → X be piecewise G-congruences from
(18.15); they restrict to X ′i as gi ∈ G, i = 1, 2, and to X ′′j as hj , j = 1, . . . , l. We
define products

g := g−1
1 g2, h := h−1

1 h2.

We leave it to the reader to verify that

(18.16) g(X ′1 tX ′′) ⊂ X ′1
and, therefore, by relabelling 1↔ 2,

g−1(X ′2 tX ′′) ⊂ X ′2,
1. Since X ′′ is non-empty, (18.16) implies that

g(X ′1) ( X ′1.

It now follows from Exercise 7.60 that g ∈ G has infinite order.
2. Since TarG(X) = 4, there exists a G-paradoxical decomposition as in (18.15)

with l = 2. Since the number of pieces in X ′ and X ′′ is now the same, we obtain
(by relabelling):

h(X ′′1 tX ′) ⊂ X ′′1
and

h−1(X ′′2 tX ′) ⊂ X ′′2 .
It follows that the pair of elements g, h ∈ G and the subsets X ′1, X ′2, X ′′1 , X ′′2 satisfies
the assumption of the Ping-pong Lemma (Lemma 7.61). Hence, g and h generate
a free subgroup of rank 2 in G. �

Corollary 18.82. If G is a torsion group then for every G-action on a set
X, TarG(X) > 6.
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Proof. Suppose that X admits a G-paradoxical decomposition with k + l
parts. Part 1 of Lemma 18.81 implies that if either k or l is 6 2, then G contains
an infinite order element, which contradicts our assumptions. Therefore k > 3, l > 3
and TarG(X) > 6. �

S. Wagon (Theorems 4.5 and 4.8 in [Wag85]) proved a stronger form of Propo-
sition 18.81 and Proposition 18.80, part (2):

Theorem 18.83 (S. Wagon). Let G be a group acting on a non-empty set X.
The Tarski number TarG(X) is four if and only if G contains a nonabelian free
subgroup F such that the stabilizer in F of each point in X is abelian.

Below we describe the behavior of the Tarski number of groups with respect to
certain group operations.

Proposition 18.84. (1) If H is a subgroup of G then Tar(G) 6 Tar(H).

(2) Every paradoxical group G contains a finitely generated subgroup H such
that Tar(G) = Tar(H).

(3) Tar(G) 6 Tar(Q) for every quotient group Q of G.

Proof. (1) If H is amenable then there is nothing to prove. Consider an
H-paradoxical decomposition of H:

H = X1 t ... tXk t Y1 t ... t Yl
such that

H = g1X1 t ... t gkXk = h1Y1 t ... t hlYl,
where gi, hj are elements of H and k + l = Tar(H) . Let S ⊂ G denote the set of
representatives of right H–cosets inside G: the product map

H × S → G, (h, s) 7→ hs,

is a bijection. Then the subsets

X ′i = XiS, 1 6 i 6 k,
together with

Y ′j = YjS, 1 6 j 6 l,
form a paradoxical decomposition of G.

(2) Given a decomposition

G = X1 t ... tXk t Y1 t ... t Yl
such that

(18.17) H = g1X1 t ... t gkXk = h1Y1 t ... t hlYl
and k+ l = Tar(G) , consider the subgroup H 6 G generated by g1, ..., gk, h1, ..., hl.
Then (18.17) is an H-paradoxical decomposition of G with respect to the action of
H on G by left multiplication. Intersecting pieces of this decomposition with H,
we obtain

G = (H ∩X1) t ... t (H ∩Xk) t (H ∩ Y1) t ... t (H ∩ Yl),
an H-paradoxical decomposition of H. Thus Tar(H) 6 TarH(G,G) 6 Tar(G); the
opposite inequality is proven in Part 1.
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(3) Suppose that π : G → Q is a quotient map with a set-theoretic cross-
section σ : Q→ G. As before, we may assume, without loss of generality, that Q is
paradoxical. Let

Q = X ′1 t ... tX ′k tX ′′1 t ... tX ′′l
be a paradoxical decomposition of Q with piecewise congruences given by restric-
tions of elements q′1, . . . , q′k, q

′′
1 , . . . , q

′′
l of Q. We assume that Tar(Q) = k + l.

Then
G = π−1(X ′1) t ... t π−1(X ′k) t π−1(X ′′1 ) t ... t π−1(X ′′l )

is a paradoxical decomposition of G with k+l pieces and with piecewise congruences
defined by restrictions of the elements σ(q′i), 1 6 i 6 k, σ(q′′j ), 1 6 j 6 l, of the
group G . �

Corollary 18.85. A group G contains a non-abelian free subgroup if and only
if Tar(G) = 4.

Proof. If a group G contains a non-abelian free subgroup then the result
follows by Proposition 18.80, (1), (2), and Proposition 18.84, (1). If a group G has
Tar(G) = 4 then the claim follows from Proposition 18.81. �

Thus, the Tarski number helps to classify the groups that are non-amenable
and do not contain nonabelian free subgroups. This class of groups is not very well
understood, its only known members are (small) “infinite monsters”. For torsion
groups G, as we noted above, Tar(G) > 6. On the other hand, T. Ceccherini,
R. Grigorchuk and P. de la Harpe proved:

Theorem 18.86 (Theorem 2, [CSGdlH98]). The Tarski number of every free
Burnside group B(n;m) with n > 2 and m > 665, m odd, is at most 14.

Part (1) of Proposition 18.84 implies the following quantitative version of Corol-
lary 18.30:

Corollary 18.87. If two groups G1, G2 are co-embeddable then they have the
same Tarski number: Tar(G1) = Tar(G2).

It is proven in [Šir76] and [Ady79, Theorem VI.3.7] that, for every odd m >
665, n > 2, k > 2, the two free Burnside groups B(n;m) and B(k;m) of exponent
m are co-embeddable. Thus:

Corollary 18.88. For every odd m > 665, and n > 2, the Tarski number
of the free Burnside groups B(n;m) is finite and independent of the number of
generators n.

Natural questions, in view of Corollary 18.88, are the following:

Question 18.89. How does the Tarski number of a free Burnside groupB(n;m)
depend on the exponent m? What are its possible values?

The following appears as Question 22 [dlHGCS99] (asked also in [CSGdlH98]):

Question 18.90 (Question 22 in [dlHGCS99], [CSGdlH98]). What are the
possible values for the Tarski numbers of groups? Do they include 5 or 6? Are
there groups which have arbitrarily large finite Tarski numbers?
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An answer to the last question is given y examples of M. Ershov [Ers11],
who proves that certain Golod-Shafarevich groups G have infinite quotients with
Property (T) and, for every m large enough, G contains finite index subgroups Hm

with the property that all theirm-generated subgroups are finite. Indeed, according
to Proposition 18.84, (2), every subgroup Hm has Tarski number at least m+ 1.

The same examples show that Tarski numbers are not quasiisometry invariants,
in fact not even commensurability invariants.

M. Ershov, G. Golan and M. Sapir [EGS15] proved moreover that there exist
groups with Tarski numbers 5 and 6.

It would be still interesting to understand how much of the Tarski number is
encoded in the large scale geometry of a group. In particular:

Question 18.91. 1. Is it at least true that the existence of an (L,C)-quasiisometry
between groups (with fixed finite generating sets) implies that their Tarski number
differ at most by a constant K = K(L,A)?

2. Is the Tarski number a quasiisometry invariant, when it takes small values?

For instance, the quasiisometry invariance of the property of having Tarski
number 4 is equivalent to a well-known open problem, which we describe below.

Definition 18.92. A group G is called small if it contains no nonabelian free
subgroups. Thus, G is small iff Tar(G) > 4. Accordingly, a group is called large if
it contains a nonabelian free subgroup. Dually, a group G is co-large if it contains
a finite-index subgroup Γ′ 6 Γ, which admits an epimorphism to a nonabelian free
group.

Thus, the last of the Questions 18.91, can be reformulated as the first of the
Questions 18.93:

Question 18.93. Is smallness invariant under quasiisometries of finitely gen-
erated groups? Is co-largeness a QI invariant for hyperbolic groups?

Note that co-largeness is not a QI invariant for finitely generated (and even
CAT (0)) groups. The simplest examples of this phenomenon are given by uniform
lattices acting on H2 × H2: Among such lattices there are product groups Γ =
Γ1×Γ2, where both Γ1,Γ2 are surface groups, as well as irreducible lattices Γ′. The
groups Γ,Γ′ are quasiisometric to each other, but Γ is co-large, while Γ′ is not (as
follows from Margulis’ Superrigidity Theorem).

18.8. Uniform amenability and ultrapowers

In this section we discuss a uniform version of amenability and its relation to
ultrapowers of groups.

Recall (Definition 18.44) that a group G has the Følner Property if for every
finite subset K of G and every ε ∈ (0, 1) there exists a finite non-empty subset
F ⊂ G satisfying:

(18.18) |KF
i
F | < ε|F |.

Definition 18.94. A group G has the uniform Følner Property if, in addition,
one can bound the size of F in terms of ε and |K|, i.e. there exists a function
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φ : (0, 1)×N→ N such that for each ε ∈ (0, 1) and each finite subset K ⊂ G, there
exists a finite subset F ⊂ G satisfying the inequality (18.18) and

|F | 6 φ(ε, |K|) .
Examples 18.95. (1) Nilpotent groups have the uniform Følner property

[Boż80].
(2) A subgroup of a group with the uniform Følner Property also has this

property [Boż80].
(3) Let N be a normal subgroup of G. The group G has the uniform Følner

Property if and only if both N and G/N have this property [Boż80].

Theorem 18.96 (G. Keller [Kel72], [Wys88]). The following are equivalent:
(1) G has the uniform Følner Property.
(2) For some non-principal ultrafilter ω the ultrapower Gω has the Følner

Property.
(3) For every non-principal ultrafilter ω, the ultrapower Gω also has the uni-

form Følner property.

Proof. The implication (3) ⇒ (2) is clear.
(2) ⇒ (1). We identify the group G with the “diagonal” subgroup Ĝ of Gω,

represented by constant sequences in G. It follows from Proposition 18.47 that G
has the Følner property. Assume that G does not have the uniform Følner property.
Then there exists ε > 0 and a sequence of subsets Kn in G of fixed cardinality k
such that for every sequence of subsets Ωn ⊂ G

|KnΩn
i

Ωn| < ε|Ωn| ⇒ lim
n→∞

|Ωn| =∞.

Let Kω = (Kn)ω. According to Lemma 10.35, K has cardinality k. Since Gω
satisfies the Følner property, there exists a finite subset U ⊂ Gω such that

|KU
i
U | < ε|U |.

Let c denote the cardinality of U . According to Lemma 10.35, Part (3), U = (Un)ω,
where each Un ⊂ G has cardinality c. Moreover, ω-almost surely

|KUn
i
Un| < ε|Un|.

Contradiction. We, therefore, conclude that G has the uniform Følner Property.

(1) ⇒ (3). Let k ∈ N and ε > 0; define m := φ(ε, k) where φ is the function
coming from the uniform Følner property of G. Let K be a subset of cardinality
k in Gω. Lemma 10.35 implies that K = (Kn)ω, for some sequence of subsets
Kn ⊂ G of cardinality k. The uniform Følner Property of G implies that for each
n there exists a subset Ωn ⊂ G of cardinality at most m such that

|KnΩn
i

Ωn| < ε|Ωn|.

Let F := (Ωn)ω. The description of K and F given by Lemma 10.35, (1), implies
that

KF
i
F = (KnΩn

i
Ωn)ω,

whence |KF a
F | < ε|Φ|. Since |F | 6 m according to Lemma 10.35, Part (1), the

claim follows. �
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Corollary 18.97 (G. Keller, [Kel72], Corollary 5.9). Every group with the
uniform Følner property satisfies a law.

Proof. Indeed, by Theorem 18.96, if G has the uniform Følner Property then
every ultrapower Gω has the uniform Følner Property. Assume that G does not
satisfy any law, i.e. in view of Lemma 10.42, the group Gω contains a subgroup
isomorphic to the free group F2. By Proposition 18.47 it would then follow that F2

has the Følner Property, a contradiction. �

Example 18.98. Let H = Hn, n > 3, be the nth Houghton group, see Example
18.57. The group H is finitely presented, amenable and each finite group embeds
into H. We claim that H cannot satisfy any law. Indeed, if H did satisfy a law
w(x1, . . . , xn) = 1 then all finite groups would satisfy this law. Then the direct
product

G =
∏

Φ∈F
Φ

would satisfy the same law. (Here F denotes the set of isomorphism classes of all
finite groups.) All subgroups of G would satisfy this law as well. However, since
the free group F2 is residually finite, it embeds in G. A contradiction. Therefore,
H is amenable but not uniformly amenable.

18.9. Quantitative approaches to amenability

One quantitative approach to amenability (of finitely generated groups and
of graphs of finite valence) is due to A.M. Vershik, who introduced in [Ver82]
the notion of Følner function. Given an amenable graph G of bounded geometry,
its Følner function FGo : (0,∞) → N is defined by the condition that FGo (t) is the
minimal cardinality of a finite non-empty subset F ⊂ V (G) satisfying the inequality

|∂V F | 6
1

t
|F | .

According to the inequality (1.4) relating the cardinalities of the vertex and edge
boundaries, if one replaces in this definition ∂V F with E(F, F c) or ∂V F , one obtains
a function asymptotically equal to the first, in the sense of Definition 1.4.

The following is a quantitative version of Theorem 18.13 (which establishes the
quasiisometry invariance of the amenability for graphs).

Proposition 18.99. If two graphs of bounded geometry are quasiisometric then
their Følner functions are asymptotically equal.

Proof. Let G and G′ be two graphs of bounded geometry, and let f : G → G′
and g : G′ → G be two (L,C)–quasiisometries such that f ◦g and g◦f are at distance
at most C from the respective identity maps (in the sense of the inequalities (8.3)).
Without loss of generality we may assume that both f and g send vertices to
vertices. Let m be the maximal valency of a vertex in both G and G′.

We begin by some general considerations. We denote by α the maximal cardi-
nality of B(x,C)∩ V , where B(x,C) is an arbitrary ball of radius C in either G or
G′. Since both graphs have bounded geometry, it follows that α is finite.

Let A be a finite subset in V (G), let A′ = f(A) and A′′ = g(A′). It is obvious
that |A′′| 6 |A′| 6 |A| . The Hausdorff distance between A′′ and A is at most C,
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and, therefore, |A| 6 α|A′′| . Thus, we have the inequalities

(18.19)
1

α
|A| 6 |f(A)| 6 |A| ,

and similar inequalities for finite subsets in V (G′) and their images by g .

Assume now that both G and G′ are amenable, and let FGo and FG
′
o be their

respective Følner functions.
Fix t ∈ (0,∞), and let A be a finite subset in V (G) such that |A| = FGo (t) and

|∂VA| 6
1

t
|A| .

Let A′ = f(A) and A′′ = g(A′). We fix the constant R = L(2C + 1), and consider
the set B = NR(A′). The vertex-boundary ∂VB consists of vertices u such that
R 6 dist(u,A′) < R+ 1 .

It follows that

dist(g(u), A) > dist(g(u), A′′)− C > 1

L
R− 2C = 1

and that
dist(g(u), A) 6 L(R+ 1) + C .

In particular, every vertex g(u) is at distance at most L(R + 1) + C − 1 from
∂VA and it is not contained in A. We have, thus, proved that

g (∂VB) ⊆ NL(R+1)+C−1 (∂VA) \A .
It follows that if we denote mL(R+1)+C−1 by λ, then we can write, using (18.19),

|∂VB| 6 α |g (∂VB)| 6 αλ |∂VA| 6 αλ
1

t
|A| 6

α2λ
1

t
|A′| 6 α2λ

1

t
|B| .

We have thus obtained that, for κ = α2λ and an arbitrary t > 0, the value
FG
′
o

(
t
κ

)
is at most |B| 6 mR|A′| 6 mR|A| = mR FGo (t) . We conclude that FG

′
o �

FGo .
The opposite inequality FGo � FG

′
o is obtained by relabelling. �

Proposition 18.99 implies that, given a finitely generated amenable group G,
any two of its Cayley graphs have asymptotically equal Følner functions. We will,
therefore, write FGo , for the equivalence class of all these functions.

Definitions 18.100. (1) We say that a sequence (Φn) of finite subsets in
a group realizes the Følner function of that group if for some generating
set S, |Φn| = FGo (n), where G is the Cayley graph of G with respect to S,
and

|E(Φn,Φ
c
n)| 6 1

n
|Φn| .

(2) We say that a sequence (An) of finite subsets in a group quasirealizes the
Følner function of that group if |An| � FGo (n) and there exists a constant
a > 0 and a finite generating set S such that for every n,

|E(An, A
c
n)| 6 a

n
|An| ,
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where |E(An, A
c
n)| is the edge boundary of An in the Cayley graph of G

with respect to S .

Lemma 18.101. Let H be a finitely generated subgroup of a finitely generated
amenable group G. Then FHo � FGo .

Proof. Consider a generating set S of G containing a generating set T of H.
We shall prove that the Følner functions defined with respect to these generating
sets, satisfy the inequality

FHo (t) 6 FGo (t)

for every t > 0. Let Φ be a finite subset in G such that |Φ| = FGo (t) and |∂V Φ| 6
1
t |Φ| .

The set F intersects finitely many cosets of H, g1H, . . . , gkH . In particular
Φ =

⊔k
i=1 Φi , where Φi = F ∩ giH . We denote by ∂iV Φi the set of vertices in ∂V Φi

joined to vertices in the complementary set Φci by edges with labels in T . The
sets ∂iV Φi are contained in giH for every i ∈ {1, 2, . . . , k}, hence, they are pairwise
disjoint subsets of ∂V Φ. We, thus, obtain:

k∑
i=1

∣∣∂iV Φi
∣∣ 6 |∂V Φ| 6 1

t
|Φ| = 1

t

k∑
i=1

|Φi| .

It follows that there exists i ∈ {1, 2, . . . , k} such that∣∣∂iV Φi
∣∣ 6 1

t
|Φi| .

By the construction, Φi = giKi with Ki ⊂ H, and the previous inequality is
equivalent to ∣∣∂HV Ki

∣∣ 6 1

t
|Ki|,

where the vertex-boundary ∂HV Ki is considered in the Cayley graph of H with
respect to the generating set T . We then conclude that

FHo (t) 6 |Ki| 6 |Φ| = FGo (t) .

�

One may ask how do the Følner functions relate to the growth functions, and
when do the sequences of balls of fixed centre quasirealize the Følner function,
especially under the extra hypothesis of subexponential growth, see Proposition
18.6.

Theorem 18.102. Let G be an infinite finitely generated group. Then:
(1) FGo (t) � GG(t).

(2) If the sequence of balls B(1, n) quasirealizes the Følner function of G then
G is virtually nilpotent.

Proof. (1) Consider a sequence (Φn) of finite subsets in G that realizes the
Følner function of that group (for some finite generating set X). In particular

|E(Φn,Φ
c
n)| 6 1

n
|Φn| .

We let G denote the growth function of G with respect to the generating set X.
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The inequality (8.11) in Proposition 8.91 implies that
|Φn|
2dkn

6 1

n
|Φn| ,

where d = |X| and kn is such that G(kn − 1) 6 2|Φn| < G(kn) . Therefore,

kn >
n

2d
,

whence,
2 FGo (n) > G (kn − 1) > G

( n
2d

)
.

(2) The inequality in Part (2) of Definition 18.100 implies that for some a > 0,

|S(1, n+ 1)| 6 a

n
|B(1, n)| ,

where S(1, k) is the sphere of radius k centered at 1 ∈ G. In terms of the growth
function, this inequality can be re-written as

(18.20)
G(n+ 1)−G(n)

G(n)
6 a

n
.

Let f(t) be the piecewise-linear function on R+ whose restriction to N equals G
and which is linear on every interval [n, n+ 1], n ∈ N. Then the inequality (18.20)
means that for all t /∈ N, t > 0,

f ′(t)
f(t)

6 a

t
.

which, by integration, implies that

log |f(t)| 6 a log(t) + b

and, hence,
f(t) 6 bta.

In particular, it follows that G(t) is bounded by a polynomial in t, whence G is
virtually nilpotent by Theorem 16.1. �

In view of Theorem 18.102, (1), one may ask if there is a general upper bound
for the Følner functions of a group, same as the exponential function is a general
upper bound for the growth functions; related to this, one may ask how much can
the Følner function and the growth function of a group differ. These questions are
addressed in two papers of A. Erschler:

The first theorem shows that one cannot have an exponential upper bound for
Følner functions:

Theorem 18.103 (A. Erschler, [Ers03]). Let G and H be two amenable groups
and assume that some representative F of FHo has the property that for every a > 0
there exists b > 0 so that aF(t) < F(bt) for every t > 0. Then the Følner function
of the wreath product G oH is asymptotically equal to [FBo (x)]F

A
o (x).

The second theorem shows that there are no upper bounds for Følner functions
whatsoever:

Theorem 18.104 (A. Erschler, [Ers06]). For every function f : N→ N, there
exists a finitely generated group G, which is a subgroup of a group of intermediate
growth (in particular, G is amenable), whose Følner function satisfies FGo (n) > f(n)
for all sufficiently large n.
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18.10. Summary of equivalent definitions of amenability

Below we present a (very much incomplete) list of equivalent definitions of
amenability; most of these are theorems stated or proven earlier in this chapter,
the exceptions are the characterizations in terms of bounded cohomology groups
and of measure-equivalence. In order to streamline the discussion, G is assumed to
be an infinite finitely generated group equipped with a word metric.

(1) G is amenable iff it admits an invariant mean.
(2) G is amenable iff it admits a Følner sequence.
(3) A finitely presented group G is amenable iff G is the fundamental group of

a closed Riemannian manifold whose universal cover M̃ satisfies λ1(M̃) =
0 (Theorem 18.14).

(4) G is amenable iff for all Banach ZG-modules V and all n ≥ 1, Hn
b (G,V ) =

0 ⇐⇒ ∀V,H1
b (G,V ) = 0 (G. Noskov, [Nos91]).

(5) G is amenable iff it is non-paradoxical, i.e. if Tar(G) = ∞ (Theorem
18.50).

(6) G is amenable iff it is measure-equivalent to Z (D. Ornstein and B. Weiss,
[OW80]).

(7) G is nonamenable iff there exists a constant C > 0 such that for every
finite non-empty subset Φ ⊂ G, the set NC(Φ) ⊂ G contains at least
twice as many vertices as Φ (Theorem 18.4).

(8) G is nonamenable iff there exists a map f ∈ B(G) such that for every
v ∈ V the pre-image f−1(v) contains at least two elements (Theorem
18.4).

(9) G is nonamenable iff there exists a map f ∈ B(G) such that for every v ∈ V
the pre-image f−1(v) contains exactly two elements (Theorem 18.4).

(10) G is nonamenable iff its Cayley graph G has spectral radius ρ(G) < 1
(Theorem 18.11).

18.11. Amenable hierarchy

We conclude this chapter with the following diagram illustrating the hierarchy
of amenable groups:
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small groups

f.g. abelian groups 

f.g. nilpotent groups

polycyclic groups

solvable groups

elementary amenable groups

amenable groups

Figure 18.1. The hierarchy of amenable groups
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CHAPTER 19

Ultralimits, fixed point properties, proper actions

In this chapter we discuss various fixed-point properties, most notably, Kazh-
dan’s Property (T), by comparison with properties of an opposite nature, such as
amenability and a-T-menability.

19.1. Classes of Banach spaces stable with respect to ultralimits

We begin by discussing stability with respect to ultralimits of certain classes
of Banach spaces. It is easy to see that ultralimits of Banach spaces are Banach
spaces. Below, we will see that within the class of Banach spaces, Hilbert spaces and
Lp–spaces can be distinguished by properties that are preserved under ultralimits.
The main references for this section are [LT79], [Kak41] and [BDCK66].

Convention 19.1. (a) Unless otherwise stated, for every ultralimit of Banach
spaces, the base-points are the zero vectors. This assumption is harmless since
translations are isometries of Banach spaces.

(b) We do not assume Hilbert spaces to be separable.

First we prove that ultralimits of Hilbert spaces are Hilbert spaces. While
this can be done more quickly by using inner products and their limits, we prefer
to provide another proof, which is a simplified version of the proof for the more
general result that, for every p ∈ [1,∞), an ultralimit of Lp–spaces is an Lp–space.
The main idea of these proofs is that, within the class of Banach spaces, Hilbert
spaces, and more generally Lp–spaces, are characterized by certain (in)equalities.
For Hilbert spaces, this characterization is as follows.

Theorem 19.2 (Jordan–von Neumann [JvN35].). A (real or complex) Banach
space (B, ‖ ‖) is Hilbert (i.e. the norm ‖ ‖ comes from an inner product) if and
only if every pair of vectors x, y ∈ B satisfies the parallelogram identity:

‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2 .
Proof. We claim that the inner/hermitian product on B is given by the for-

mula:

(x, y) :=
1

4

(
‖x+ y‖2 − ‖x− y‖2

)
=

1

4

1∑
k=0

(−1)k‖x+ (−1)ky‖2, if B is real

and

(x, y) :=
1

4

3∑
k=0

ik‖x+ iky‖2, if B is complex,

where i =
√
−1.

Note that it is clear that (x, x) = ‖x‖2 (real case), (x, x̄) = ‖x‖2 (complex
case). We will verify that (·, ·) is a hermitian inner product in the complex case;
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the real case is similar and it is left to the reader. We likewise leave to the reader
to show that

(19.1) (ix, y) = (x,−iy) = i(x, y), (x, y) = (y, x)

and that the parallelogram identity implies the equality

(19.2) ‖u+ v‖2 = −‖u‖2 +
1

2
‖v‖2 + 2

∥∥∥∥u+
1

2
v

∥∥∥∥2

.

By the definition of (·, ·), we have:

4(x/2, z) =

3∑
k=0

ik
∥∥∥x

2
+ ikz

∥∥∥2

=

(by applying the equation (19.2) to each term of this sum)
3∑
k=0

ik2

(∥∥∥x
2

+ ik
z

2

∥∥∥2

+ 2
∥∥∥ik z

2

∥∥∥2

− ‖x/2‖2
)

=

(again, by the definition of (·, ·))
3∑
k=0

2ik
(∥∥∥x

2
+ ik

z

2

∥∥∥2

+
∥∥∥z

2

∥∥∥2
)

= 2(x, z).

Thus, (x/2, z) = 1
2 (x, z) and, clearly,

(19.3) (2x, z) = 2(x, z)

By the symmetry of (·, ·) it follows that

(19.4) (x, 2z) = 2(x, z).

Instead of proving the multiplicative property for (·, ·) for all scalars, we now prove
the additivity property of (·, ·).

By the definition of (·, ·) , we have

4(x+ y, z) =

3∑
k=0

∥∥(x+ y) + ikz
∥∥2

=

(by applying the parallelogram identity to each term of this sum)
3∑
k=0

ik(2
∥∥x+ ik(z/2)

∥∥2
+
∥∥y + ik(z/2)

∥∥2
)− ‖x− y‖2) =

3∑
k=0

ik(2
∥∥x+ ik(z/2)

∥∥2
+
∥∥y + ik(z/2)

∥∥2
) = 8(x, z/2) + 8(y, z/2) =

(by applying (19.4))
4(x, z) + 4(y, z).

Thus, (x+ y, z) = (x, z) + (y, z).
The additivity property of (·, ·) applied inductively, yields

(nx, y) = n(x, y),∀n ∈ N.
For every n ∈ N we also have

(x, y) =

(
n

1

n
x, y

)
= n

(
1

n
x, y

)
⇒
(

1

n
x, y

)
=

1

n
(x, y).
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Combined with the additivity property, this implies that (rx, y) = r(x, y) holds for
all r ∈ Q, r > 0. Since (−x, y) = −(x, y), we have the same multiplicative identity
for all r ∈ Q. Note that so far we did not use the triangle inequality in B. Observe
that the triangle inequality in B implies that for all x, y ∈ B the function

t 7→ (tx, y) =
1

4

(
‖tx+ y‖2 − ‖tx− y‖2

)
is continuous. Continuity implies that the identity (tx, y) = t(x, y) holds for all
t ∈ R. This and (19.1) imply that the equality can be extended to t ∈ C. Hence,
by the symmetry of (·, ·) as described in (19.1), it follows that (x, y) is indeed an
inner product on B. �

Corollary 19.3. Every ultralimit of a sequence of Hilbert spaces is a Hilbert
space.

Exercise 19.4. Every closed linear subspace of a Hilbert space is a Hilbert
space.

Exercise 19.5. A Banach space is Hilbert if and only if it is a CAT (0)–space.

Either Exercise 19.5 or, as mentioned before, a short argument involving inner
products, provide alternative proofs of Corollary 19.3. Still, we preferred the use
of the parallelogram identity because it is a piece of a proof for Lp–spaces and it
illustrates in this simple case how the more general proof works.

A key feature of Banach function spaces is the existence of an order relation
satisfying certain properties with respect to the algebraic operations and the norm.

Definition 19.6. A Banach lattice (B , ‖ ‖,≤) is a real Banach space (B , ‖ ‖)
endowed with a partial order 6 such that:

(1) if x 6 y then x+ z 6 y + z for every x, y, z ∈ B ;
(2) if x > 0 and λ is a non-negative real number then λx > 0 ;
(3) for every x, y in B there exists a least upper bound (l.u.b), denoted by x∨y,

and a greatest lower bound (g.l.b), denoted by x ∧ y ; this allows to define
the absolute value of a vector |x| = x ∨ (−x) ;

(4) if |x| 6 |y| then ‖x‖ 6 ‖y‖ .
Remarks 19.7. (a) It suffices to require the existence of one of the two

bounds in Definition 19.6, (3). Either the relation x ∨ y + x ∧ y = x + y
or the relation x ∧ y = −[(−x) ∨ (−y)] allows to deduce the existence of
one bound from the existence of the other.

(b) The conditions (1), (2) and (3) in Definition 19.6 imply that

(19.5) |x− y| = |x ∨ z − y ∨ z|+ |x ∧ z − y ∧ z| .
This and the condition (4) imply that both operations ∨ and ∧ on B are
continuous.

(c) The condition (4) applied to x = u and y = |u|, and to x = |u| and y = u
imply that ‖u‖ = ‖ |u| ‖ .

Definition 19.8. A sublattice in a Banach lattice (B, ‖ ‖,6) is a linear sub-
space V of B such that if y, y′ are elements of V then y ∨ y′ is in V (hence
y ∧ y′ = y + y′ − y ∨ y′ is also in V).
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Definition 19.9. Two elements x, y ∈ B of a Banach lattice are called disjoint
if x ∧ y = 0 .

Exercise 19.10. Prove that:
(1) For every p ∈ [1,∞) and every measure space (X,µ), the space Lp(X,µ)

with the order defined by

f 6 g ⇔ f(x) 6 g(x), µ-almost surely,

is a Banach lattice.
(2) For every compact Hausdorff topological space K, the space C(K) of

continuous functions on K with the pointwise partial order and the sup-
norm is a Banach lattice.

(3) For both (1) and (2) prove that two functions are disjoint in the sense of
Definition 19.9 if and only if both are non-negative functions with disjoint
supports (up to a set of measure zero in the first case).

Definition 19.11. Two Banach lattices B,B′ are order isometric if there exists
a linear isometry T : B → B′ which is also an order isomorphism. Such T is called
an order isometry.

Proposition 19.12 (Ultralimits of Banach lattices). Any ultralimit of a family
of Banach lattices has a canonical structure of a Banach lattice.

Proof. Let (Bi, ‖ ‖i,6i), i ∈ I , be a family of Banach lattices and let ω be
a nonprincipal ultrafilter on I. Consider the ultralimit Bω endowed with the limit
norm ‖ ‖ω. We will need:

Lemma 19.13. Suppose that ai, bi ∈ Xi are such that u = ω-lim ai = ω-lim bi.
Then u = ω-lim(ai ∨ bi) = ω-lim(ai ∧ bi) .

Proof. Equation (19.5) and Definition 19.6, (4), imply that

|x− y| > |x ∨ z − y ∨ z| and |x− y| > |x ∧ z − y ∧ z|.
These inequalities applied to x = ai and y = z = bi imply that |ai∨bi−bi| 6 |ai−bi|
and |ai ∧ bi − bi| 6 |ai − bi| . Part (4) of Definition 19.6 concludes the proof. �

We define on Bω a relation 6 as follows:

Points u, v ∈ Bω satisfy u 6 v if and only if there exist representatives (xi)i∈I
and (yi)i∈I of u and v (i.e. u = ω-limxi and v = ω-lim yi) such that xi 6 yi
ω-almost surely.

We now verify that 6 is an order. Reflexivity of 6 is obvious. Let us check
anti-symmetry. If u 6 v and v 6 u then we can write these vectors as

u = ω-limxi = ω-limx′i

and
v = ω-lim yi = ω-lim y′i,

so that ω-almost surely xi 6 yi and y′i 6 x′i . The vectors zi = xi − y′i satisfy the
inequalities zi 6 yi − y′i and −zi 6 x′i − xi . This implies that

|zi| 6 (yi − y′i) ∨ (x′i − xi) 6 |yi − y′i| ∨ |x′i − xi| 6 |yi − y′i|+ |x′i − xi| .
Property (4) in Definition 19.6, the triangle inequality and Remark 19.7, (c), imply
that

‖zi‖ 6 ‖yi − y′i‖+ ‖x′i − xi‖.
616



It follows that ω-lim zi = 0 , hence u = v .
We now check transitivity. Consider vectors

u = ω-limxi , v = ω-lim yi = ω-lim y′i , w = ω-lim zi

such that ω-almost surely xi 6 yi and y′i 6 zi. Then
xi 6 zi + yi − y′i .

Since w = ω-lim(zi + yi − y′i), it follows that u 6 w .
We will now verify that Bω is a Banach lattice with respect to the order 6.

Properties (1) and (2) in Definition 19.6 are immediate.
Given u = ω-limxi and v = ω-lim yi define u∨v as ω-lim(xi∨yi) . We claim that

u∨v is well–defined, i.e. does not depend on the choice of representatives for u and
v. Indeed, assume that u = ω-limx′i and v = ω-lim y′i and take w = ω-lim(xi ∨ yi)
and w′ = ω-lim(x′i ∨ y′i) . Let ai = xi ∧ x′i and Ai = xi ∨ x′i; likewise, bi = yi ∧ y′i
and Bi = yi ∨ y′i . Clearly,

ω-lim(ai ∨ bi) 6 w 6 ω-lim(Ai ∨Bi) ,
and the same for w′. The inequalities

ai ∨ bi 6 Ai ∨Bi 6 ai ∨ bi +Ai − ai +Bi − bi
imply that

ω-lim(ai ∨ bi) = ω-lim(Ai ∨Bi)
and, therefore, w = w′ . We conclude that the vector u ∨ v = ω-lim(xi ∨ yi) is
well–defined. Clearly, u ∨ v > u and u ∨ v > v . We need to verify that u ∨ v is the
least upper bound for the vectors u, v.

Suppose that z > u , z > v, where u = ω-limxi, v = ω-lim yi and z = ω-lim zi =
ω-lim z′i such that ω-almost surely zi > xi and z′i > yi . Lemma 19.13 implies that
z = ω-lim(zi ∨ z′i) and zi ∨ z′i > xi ∨ yi , whence, z > (u ∨ v).

Consider now u, v ∈ Xω such that |u| 6 |v|. It follows that u = ω-limxi =
ω-limx′i and v = ω-lim yi = ω-lim y′i, where

xi ∨ (−x′i) 6 yi ∨ (−y′i).
Therefore:

|xi| = xi ∨ (−xi) 6 xi ∨ (−x′i) + |xi − x′i| 6 |yi|+ |yi − y′i|+ |xi − x′i| .
This inequality, part (4) of Definition 19.6 and the triangle inequality imply that

‖xi‖ 6 ‖yi‖+ ‖yi − y′i‖+ ‖xi − x′i‖ .
In particular, ‖u‖ 6 ‖v‖. �

It is a remarkable fact that Lp–spaces can be identified, up to order isometry,
within the class of Banach lattices by a simple criterion that we will state below.

Definition 19.14. Let p ∈ [1,∞) . An abstract Lp–space is a Banach lattice B
such that for every pair of disjoint vectors x, y ∈ B,

‖x+ y‖p = ‖x‖p + ‖y‖p .
Clearly, every space Lp(X,µ), with (X,µ) a measure space, is an abstract Lp–

space. S. Kakutani proved that the converse is also true:
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Theorem 19.15 (Kakutani representation theorem [Kak41], see also Theorem
3 in [BDCK66] and Theorem 1.b.2 in [LT79]). For every p ∈ [1,∞) every abstract
Lp–space is order isometric to some space Lp(X,µ) for some measure space (X,µ).

Corollary 19.16. For every p ∈ [1,∞) any closed sublattice of a space
Lp(X,µ) is order isometric to some space Lp(Y, ν).

Corollary 19.17. Consider an indexed family of spaces Lpi(Xi, µi) , i ∈ I ,
such that pi ∈ [1,∞) . If ω is an ultrafilter on I such that ω-lim pi = p then the
ultralimit ω-limLpi(Xi, µi) is order isometric to some space Lp(Y, ν).

Corollary 19.18. For a fixed p, the family of spaces Lp(X,µ) , where (X,µ)
are measure spaces, is stable with respect to (rescaled) ultralimits.

Remark 19.19. The measure space (Y, ν) in Corollary 19.17 can be identified
with the ultralimit of measure spaces (Xi, µi). We refer to [Cut01] and [War12]
for details of the construction of the Loeb measure space, which is the ultralimit of
the measure spaces (Xi, µi).

19.2. Limit actions and point-selection theorem

For finitely generated groups a limit of a family of actions may naturally occur
in various settings, as noted in [Gro03] (see also [BFGM07], §3, c).

Definition 19.20. We say that a topological action ρ : G y X of a group
G on a metric space X is a Lipschitz action if each ρ(g), g ∈ G, is a Lipschitz
transformation.

In order to simplify the proofs, we will work, for the most part, with finitely
generated groups equipped with the discrete topology. In this setting, it is useful
to define a quantitative version of the notion of Lipschitz action, as follows.

Definition 19.21. Let G be a finitely generated group, and let S be a finite
generating subset of G; it will be convenient to assume that 1 ∈ S.

We say that a topological action ρ : G y X of G on a metric space X is an
(L, S)–Lipschitz action, for some L > 1, if each ρ(s), s ∈ S, is an L-bi-Lipschitz
transformation.

We note that changing the finite generating set amounts to changing the Lip-
schitz constant L and, therefore, the particular choice of S is irrelevant.

Let (Xi,disti), i ∈ I, be a family of complete metric spaces and let

ρi : Gy Xi

be non-trivial (L, S)–Lipschitz actions of the group G, with L independent of i.
For each i we define Fi ⊂ Xi, the set of points fixed by ρi(G). Nontriviality of

the action means that Fi 6= Xi for each i.

Theorem 19.22 (Point-selection theorem). Let xi ∈ Xi \ Fi be a family of
base-points. Assume that for some ultrafilter ω on I, either

(19.6) ω-lim
dist(xi, Fi)

diam(Sixi)
=∞

or Fi = ∅ ω-almost surely. We take (δi) to be a sequence of positive numbers either
equal to dist(xi,Fi)

2 diam(Sixi)
in the former case, or arbitrary such that ω-lim δi = +∞ in

the latter case.
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Then there exists an (L, S)–Lipschitz action ρω : G y Xω on some rescaled
ultralimit of the form

(19.7) Xω = ω-lim(Xi, yi, λidisti) , with λi >
2

diam(Sixi)[1 + 2δi(L+ 1)]
,

such that for every point zω in Xω the diameter of ρω(S)zω is at least 1 .

Proof. We first note that, according to the choice of δi, (19.6) implies that

ω-lim δi = +∞
when Fi 6= ∅ ω-almost surely. In what follows, for simplicity of notation, instead of
writing ρi(S)x, we will write Sx for elements x ∈ Xi, i ∈ I.

Proposition 19.23. For ω–almost every i ∈ I, there exists a point

yi ∈ B(xi, 2δi diam(Sxi))

such that for every point z in the ball B
(
yi,

δi diam(Syi)
2

)
the diameter of Sz is at

least diam(Syi)
2 .

Proof. Assume to the contrary that ω-almost surely for every point yi in
B(xi, 2δi diam(Sxi)) there exists

zi ∈ B
(
yi,

δi diam(Syi)

2

)
such that the diameter of Sz is strictly less than diam(Syi)

2 . Let J ⊂ I be the set
of indices such that the above holds, ω(J) = 1 , and let i be a fixed index in J . In
what follows the argument is only for the index i and for simplicity we suppress the
index i in our notation.

Set
D := 2δ diam(Sx) = dist(x, F ), R :=

D

2
.

Then for every point y in the ball B(x,D) ⊂ Xi, there exists

z ∈ B
(
y,
δ diam(Sy)

2

)
such that diam(Sz) < diam(Sy)

2 . Applied to y = x, it follows that there exists

u1 ∈ B
(
x,
R

2

)
,

such that diam(Su1) < diam(Sx)
2 . Applied to u1, the same statement implies that

there exists

u2 ∈ B
(
x1,

δ diam(Su1)

2

)
⊂ B

(
x,
R

2
+
R

4

)
such that

diam(Su2) <
diam(Su1)

2
<

diam(Sx)

22
.

Assume that we thus found points u1, u2, . . . , un ∈ Xi such that for every
j ∈ {1, 2, . . . , n},

(19.8) uj ∈ B
(
xj−1,

δ diam(Suj−1)

2

)
⊂ B

(
x,
R

2
+
R

4
+ . . .+

R

2j

)
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and diam(Suj) <
diam(Sx)

2j . Then, by taking y = un, we conclude that there exists

un+1 ∈ B
(
un,

δ diam(Sun)

2

)
⊂ B

(
x,
R

2
+
R

4
+ . . .+

R

2n
+

R

2n+1

)
such that

(19.9) diam(Sun+1) <
diam(Sun)

2
<

diam(Su)

2n+1
.

We thus obtain a Cauchy sequence (un) in a complete metric space Xi; there-
fore, (un) converges to a point u in Xi. By the inequalities (19.9), taking into
account that the action of G on Xi is continuous, we conclude that

diam(Su) = 0,

and, hence, u is fixed by S, thus by the entire group G (since S generates G).
Furthermore, (19.8) implies that dist(u, x) 6 R. On the other hand, R = dist(x,F )

2 ,
where F is the set of points fixed by G, a contradiction. �

Thus, ω-almost surely there exists yi in B(xi, 2δi diam(Sxi)) such that for every
point

z ∈ B
(
yi,

δi diam(Syi)

2

)
,

the diameter of Sz is at least diam(Syi)
2 . Define

(19.10) λi :=
2

diam(Syi)
.

Then triangle inequalities and the fact that each generator s ∈ S acts on Xi as an
L-bi-Lipschitz transformation, imply that

λi >
2

diam(Sxi)(1 + 2δi(L+ 1))
.

Furthermore, for each s ∈ S we have

λidist(syi, yi) 6 2.

We therefore obtain an (L, S)–Lipschitz action ρω of the group G on the ultralimit

Xω = ω-lim (Xi, yi, λidisti) ,

cf. Lemma 10.83. Since ω-limi δi =∞, it follows that the natural inclusion map

ω-lim
(
B

(
yi,

δi diam(Syi)

2

)
, yi, λidisti

)
→ ω-lim (Xi, yi, λidisti)

is surjective. Hence, for every point zω in Xω the diameter of Szω is at least 1 . �

Remark 19.24. Note that it could happen that the limit ω-limλi is positive
or even infinite. However, if

ω-lim inf
x∈Xi

diam(ρi(S)(x)) =∞,

then (19.10) implies that ω-limλi = 0. This situation appears frequently when
one constructs group actions on real trees associated with divergent sequences of
isometric actions Gy X, where X is a δ-hyperbolic metric space, see Section 11.23,
as well as [Kap01] for applications to the theory of Kleinian groups.
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Our next goal is to sharpen a bit the conclusion of the Point Selection Theorem.
Suppose, in addition, that the family I is the poset (N,6) with the standard order.
Assume also that (Ni)i∈I is a directed collection of normal subgroups in G, i.e.
if i 6 j then Ni 6 Nj . Accordingly, we obtain a collection of quotient groups
Gi = G/Ni and projection homomorphisms

pi : G→ Gi, fij : Gi → Gj , i 6 j.

The direct limit of the corresponding direct system of groups (Gi, fij)i,j∈I is natu-
rally isomorphic to the quotient group G = G/N , where

N =
⋃
i∈I

Ni.

We let p : G→ G denote the quotient map.
For every infinite subset J ⊂ I, the natural homomorphism of direct limits

lim−→
j∈J

Gj −→ lim−→
i∈I

Gi ' G

is an isomorphism, since the subset J is cofinal in (I,6), when I = N. We thus
obtain the following addendum to Theorem 19.22:

Theorem 19.25. Assume that each representation ρi in Theorem 19.22 factors
through the projection pi : G → Gi. Then for each nonprincipal ultrafilter ω, each
limit action ρω in Theorem 19.22 factors through a Lipschitz action Gy Xω.

Theorem 19.22 allows one to prove certain fixed point properties for actions of
groups using ultralimits. We will discuss such applications in what follows. Let C
be a collection of metric spaces, let L > 1 and let G be a (discrete) group.

Definition 19.26. We say that a group G has the fixed point property FC if
for every isometric action of G on every space X ∈ C, the group G fixes a point
in X.

Remark 19.27. Note that one can further strengthen the property FC by
considering Lipschitz actions, in the sense of Definition 19.20, instead of isometric
actions. Some proofs in this and the following section go through in this setting
without much change. However, we will not pursue this direction here.

The next corollary is an application of Theorem 19.25. Suppose that G, (Gi)i∈N
are as in Theorem 19.25. In particular, G is a finitely generated group and S is
its finite generating set. We equip each quotient group Gi and the direct limit
group G with the finite generating sets Si, S, which are the images of S under the
projections pi : G→ Gi, p : G→ G.

Corollary 19.28. Let C be a class of complete metric spaces stable with respect
to rescaled ultralimits taken using countably infinite index sets I. If the group G has
Property FC, then there exists i0 and ε > 0, such that for every i > i0 the group Gi
has Property FC; furthermore, for every isometric action ϕi of Gi on some space
(Xi,disti) ∈ C, if Fi is the set of points in Xi fixed by Gi, then for every point
x ∈ Xi the diameter of ϕi(Si)x is at least εdisti(x, Fi) (and, obviously, at most
2disti(x, Fi) ).
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Proof. Assume to the contrary that for every ε > 0 and i0 there exists an
i > i0 such that Gi has an isometric action ρi on some space Xi ∈ C either without
fixed points or such that for some point xi ∈ Xi the diameter of ρi(Si)xi is at most
εdisti(x, Fi). Then there exists a strictly increasing sequence of indices in and a
sequence of actions ϕin of Gin on some Xin ∈ C either without fixed points or with
points xn ∈ Xin satisfying

diam(ϕin(Sin)xn) <
1

n
distin(xn, Fin).

We consider the case of non-empty fixed-point sets since the other case is analogous.
Let ω be a nonprincipal ultrafilter on N containing the sequence (in). Then

ω-lim
distin(xn, Fin)

diam(ϕin(Sin)xn)
= +∞.

Theorem 19.25 then yields a contradiction, as it results in a fixed-point free
action of G on some space Xω ∈ C. �

In what follows we list several special cases of fixed point properties and proper
action properties that are important in group theory. We begin by recalling some
basic terminology and facts on isometric actions on Banach spaces. Note that the
terminology established in the setting of actions on Banach spaces slightly deviates
from the one used for actions on locally compact spaces topological spaces, as
described in Section 5.6.1, even though in particular cases they coincide.

Given a Banach space (B, ‖ , ‖), its unitary group U(B) is the group of linear
invertible operators U : H → H that are isometries, i.e. ‖Ux‖ = ‖x‖.

A continuous unitary representation of a topological group G on a Banach
space B is a homomorphism π : G→ U(B) such that for every x ∈ B, the map from
G to B defined by g 7→ gx, is continuous.

By the Mazur-Ulam theorem (see e.g. [FJ03, p. 6]), every (not necessarily
linear) isometry of a real Banach space B is an affine transformation v 7→ Tv + b,
where T ∈ U(B) and b ∈ B. Thus, Isom(B), the isometry group of B, has the form
B o U(B), where the first factor B is identified to the group of translations on B.

A continuous isometric affine action of a topological group G on a Banach
space B is a homomorphism

α : G→ B o U(B) < Isom(B)

such that for every x ∈ B, the orbit map G→ B defined by g 7→ gx, is continuous.
Such an action is metrically proper if for every x ∈ B and D > 0 there exists a
compact subset K ∈ G such that g 6∈ K implies ‖gx‖ > D.

Convention 19.29. Unless otherwise stated all the representations of topo-
logical groups that we consider are continuous and we omit to specify it each time.

Finitely generated groups are endowed, by default, with the discrete topology,
therefore in that case the continuity condition is always satisfied.

19.3. Properties for actions on Hilbert spaces

For the rest of this chapter we focus on two of the most important properties for
infinite groups in regard to their isometric affine actions on Hilbert spaces. In this
section we introduce the two definitions, give several examples of groups satisfying
these definitions and list a few corollaries of the two properties.
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Definition 19.30. A topological group G has Property FH if every continuous
affine isometric action of G on a Hilbert space has a fixed point.

In view of the fixed-point theorem for isometric group actions on CAT (0) spaces
(Theorem 3.74), we obtain:

Corollary 19.31 (A. Guichardet). A group G has Property FH if and only
if every continuous affine isometric action of G on a Hilbert space has a bounded
orbit.

A strong negation of Property FH is the a-T-menability property:

Definition 19.32. A topological group G is said to be a-T-menable if there
exists a (metrically) proper affine isometric action Gy H of G on a Hilbert space
H.

Examples of a-T-menable groups are:
(1) Amenable groups, see Corollary 19.43.
(2) Closed subgroups of SO(n, 1) and SU(n, 1). This is a theorem of J. Faraut

and K. Harzallah [FH74]. See also [CCJ+01], Theorem 19.61 and the
example following Definition 6.48. In particular, free groups and surface
groups are a-T-menable.

(3) Discrete groups G which admit isometric metrically proper actions on
CAT(0) cube complexes,1 see [NR97b]. In particular, all Coxeter groups
and all RAAGs are a-T-menable.

(4) Various small cancelation groups, see [Wis04, OW11].
Examples of groups satisfying Property FH are:
(1) All compact groups.
(2) semisimple Lie groups whose Lie algebras do not contain factors isomor-

phic to the Lie algebra of SO(n, 1) or SU(n, 1), see [BdlHV08].
(3) Lattices in Lie groups as in (2), e.g. SL(n,Z), n > 3 see [BdlHV08].
Property FH is incompatible with non-trivial actions on certain hyperbolic

spaces. In this vein, recall (see Definition 3.77) that a group G has Property FA
if every isometric action of G on a complete real tree has a fixed point.2 A link
between the two fixed-point properties is the following theorem which was first
proven independently by R. Alperin [Alp82] and Y. Watatani [Wat82]:

Theorem 19.33 (R. Alperin; Y. Watatani). FH ⇒ FA:
Every (discrete) group with Property FH also has Property FA.

We will prove this theorem in section 19.5. The converse implication in Theo-
rem 19.33 is not true in general: Coxeter groups with connected graphs have FA,
as an easy consequence of Helly’s Theorem in trees, while they are a-T-menable
[BJS88]. Still, a variant of the converse of Theorem 19.33 holds, if instead of trees
we take the larger class of median spaces, as described in Chapter 6. In Section
19.6 we thus provide characterizations of properties FH and of a-T-menability in
terms of actions on median spaces.

1The key here is that the vertex set of each cube complex admits a G-invariant structure
of a space with measured walls, hence, of a median space on which G acts properly. Given this,
Theorem 19.61 implies that G is a-T-menable.

2Some authors restrict to group actions on simplicial trees.
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A similar result of incompatibility between property FH and non-trivial actions
holds for actions on the real and complex hyperbolic spaces. The following is a
consequence of the previously cited theorem of J. Faraut and K. Harzallah [FH74],
that the group of isometries of a real-hyperbolic space or a complex hyperbolic
space is a-T-menable, and of Corollary 19.52.

Theorem 19.34. If a group G has Property FH, then every isometric action
of G on a real-hyperbolic space or on a complex hyperbolic space has a fixed point.

At the same time, there are infinite hyperbolic groups satisfying Property FH.
For instance, let X = HHn be the quaternionic hyperbolic symmetric space of
quaternionic dimension n > 2, or X = OH2 the octonionic hyperbolic plane, see
Section 4.9. Let G denote the isometry group of X. We note that such G contains
both uniform and non-uniform lattices; every uniform lattice Γ < G acts isometri-
cally properly discontinuously cocompactly on X, which implies that Γ is an infinite
hyperbolic group. The group G and all its lattices have property FH [BdlHV08].

There are other examples of infinite hyperbolic groups satisfying Property FH,
we will discuss them in more detail in section 19.8. It turns out that both in the
triangular model and in Gromov’s model of randomness for groups “a majority
of groups” are infinite hyperbolic with Property FH, when a certain parameter d,
called density, of the randomness model, satisfies 1

3 < d < 1
2 , see [Żuk03]. On the

other hand, for d varying in the interval [0, 5/24], a majority of groups are infinite,
hyperbolic and without Property FH, see [MP15].

We further note that a countable group satisfies both Property FH and a-T-
menability if and only if it is finite (see Corollary 19.43).

On the other hand, there are finitely generated groups which fail both properties
FH and a-T-menability. For instance the free product of two infinite groups G1?G2

where G1, G2 satisfy Property FH, e.g. G1 = G2 = SL(3,Z). Indeed, since G is a
non-trivial free product then G acts on a simplicial tree without fixed points, hence
it cannot satisfy Property FH. On the other hand, G cannot act metrically properly
on a Hilbert space H since the groups G1, G2 do satisfy Property FH and, hence,
have global fixed points in H.

In section 19.4 we will discuss the relation between Property FH and Kazhdan’s
Property (T), as well as the relation between a-T-menability and the Haagerup
Property. We will see that for (discrete) groups, these two pairs of respective
properties are equivalent. The equivalence is actually true for topological groups
that are locally compact second countable, for a proof of this latter more general
equivalences we refer to [BdlHV08] and [CCJ+01].

Exercise 19.35. Show that a discrete group G has Property FH if and only if
H1(G,Hπ) = 0 for every unitary representation π : G→ U(H). Hint: Use Lemma
5.135.

19.4. Kazhdan’s Property (T) and the Haagerup property

In this section we recall the definitions of Kazhdan’s Property (T) and the
Haagerup Property. We relate these properties to amenability. Furthermore, we
also prove the equivalence (in the case of countable discrete groups) of Property (T)
to Property FH, and of the Haagerup Property to a-T-menability. Our discussion
is far from exhaustive, we refer the reader to [BdlHV08, CCJ+01] for an in-depth
treatment.
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Definition 19.36. Let (π,H) be a (continuous) unitary representation of a
topological group G, where H is a Hilbert space and π : G→ U(H) is a continuous
representation.

(1) Given a subset S ⊆ G and a number ε > 0, a unit vector x in H is
(S, ε)-invariant if

sup
g∈S
‖π(g)x− x‖ 6 ε‖x‖ .

(2) The representation (π,H) has almost invariant vectors if it has (K, ε)–
invariants vectors for every compact subset K of G and every ε > 0.

(3) The representation (π,H) has invariant vectors if there exists a unit vector
x in H such that π(g)x = x for all g ∈ G.

Clearly, the existence of invariant vectors implies the existence of almost in-
variant vectors. It is a remarkable fact that there are many groups for which the
converse holds as well. This, in the language of the Fell topology on the space of
irreducible unitary representations, means that the trivial representation is isolated,
therefore the property is denoted by (T), to emphasize this isolation.

Definition 19.37. A locally compact Hausdorff topological group G has Kazh-
dan’s Property (T) if for every unitary representation π of G, if π has almost in-
variant vectors, then it also has invariant vectors.

Clearly, Property (T) is inherited by quotient groups.

A strong negation of Property (T), which under certain conditions will turn out
to be equivalent to a-T-menability while (T) is equivalent to FH, is the Haagerup
Property:

Definition 19.38. A topological groupG is said to have the Haagerup Property
if either G is compact or there exists a unitary representation π : G→ U(H) such
that:

1. π is mixing, i.e. limg→∞ 〈π(g)ξ, η〉 = 0 for all ξ, η ∈ H, where G ∪ {∞} is
the one-point compactification of G.

2. G has almost invariant vectors.

In particular, the Haagerup Property is inherited by closed subgroups.

In order to simplify the discussion, in the sequel we will primarily limit ourselves
to groups equipped with the discrete topology. Below, for a discrete group G,
`2(G) = `2(G,µ) where µ is the counting measure (measure of each finite subset
equals its cardinality).

Theorem 19.39 (D. Kazhdan). Each discrete group G satisfying Property (T)
is finitely generated.

Proof. For each finitely generated subgroup H 6 G we define the quotient
G/H; the group G acts on this space by the left multiplication. Accordingly, G has
a unitary representation πG/H on the Hilbert space `2(G/H). Let 1H ∈ `2(G/H)
denote the indicator function of the coset H in G/H; this is a unit vector fixed by
the representation πG/H . Now, consider the infinite direct sum

V :=
⊕
H6G

`2(G/H)
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taken over all finitely generated subgroups H 6 G. This is a pre-Hilbert space, we
let H denote its completion, a Hilbert space. The unitary representations πG/H
yield a unitary representation π of G on H. We regard each `2(G/H) as a subspace
in H. Then each vector 1H ∈ `2(G/H) ⊂ H is fixed by the subgroup H. Therefore,
for every finite subset K ⊂ G generating the subgroup H = 〈K〉, the vector 1H
is fixed by the action of K. It follows that the representation (π,H) has almost
invariant vectors. Since G satisfies Property (T), π has a fixed unit vector x ∈ H.
Let x∗ denote the (non-zero) linear functional on H dual to x:

x∗(v) = 〈x, v〉 .
This functional is G-invariant and has non-zero restriction to the dense subspace V ,
hence, non-zero G-invariant restriction to one of the subspaces `2(G/H). Therefore,
G has a fixed non-zero vector u in `2(G/H). Since G acts transitively on G/H,
the function u ∈ `2(G/H) has to be constant. It follows that the set G/H is finite.
Thus, the finitely generated group H has finite index in G. Therefore, G itself is
finitely generated. �

Proposition 19.40. The action Gy `2(G) is mixing for every infinite group G.

Proof. We consider the action on the left G y `2(G) defined by g · f(x) =
f
(
g−1x

)
.

Fix ε > 0. It suffices to consider functions ξ, η ∈ `2(G) with unit norm. Take
a finite subset F ⊂ G such that

max

(ˆ
G\F

ξ2

)1/2

,

(ˆ
G\F

η2

)1/2
 < ε

2
.

Let g ∈ G be such that g−1(F ) ∩ F = ∅. In what follows we denote by χA the
characteristic function of a subset A of G.

We have

|〈g · ξ, η〉| 6
∣∣〈g · (ξ χG\F ) , η〉∣∣+ |〈g · (ξχF ) , η〉| 6

ε

2
+
∣∣〈g · (ξχF ) , ηχG\F

〉∣∣+ |〈g · (ξχF ) , ηχF 〉| < ε

The conclusion of the Lemma follows. �

Corollary 19.41. If G is a discrete group that satisfies both Property (T) and
Haagerup, then G is finite.

Proof. Assume that G is a group that satisfies the Haagerup Property. Con-
sider the action G y `2(G). This action is mixing, and it has almost invariant
vectors, since G satisfies the Haagerup Property. However, the only G-invariant
functions on G are constant, hence there exist non-zero constant functions in `2(G).
It follows that G is finite. �

Proposition 19.42 (A. Hulanicky [Hul66]; H. Reiter [Rei65]). A discrete
group G satisfies the Følner property if and only if the action of G on H = `2(G)
via left multiplication has almost invariant vectors.

Proof. We will prove only the direct implication, needed for the proof of
Corollary 19.43. We refer the reader to [BdlHV08, Theorem G.3.2] for a proof of
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the converse. Let Fi ⊂ G be a Følner sequence. Let fi = 1
Ni

1Ωi , whereNi := |Ωi|1/2
and 1Ωi denotes the characteristic function of Ωi. Then for every g ∈ G

‖g · fi − fi‖2 6
|gΩi

a
Ωi|

|Ωi|
,

which converges to zero by the definition of a Følner sequence. �
Since the action of an infinite group G on H = `2(G) is mixing, we obtain the

following:

Corollary 19.43. For discrete groups the Følner property implies the Haagerup
Property. In particular, a discrete amenable group which has Property (T) must be
finite.

For discrete groups (and more generally, for locally compact groups) one can
define Property (T) in a more quantitative manner.

Corollary 19.44. For each discrete group G satisfying Property (T) and
equipped with a finite generating set S, there exists a number ε > 0 such that when-
ever a unitary representation π has an (S, ε)–invariant vector, π has a non-zero
invariant vector.

Proof. Suppose that this assertion fails and consider a sequence of positive
numbers εi → 0 and unitary representations πi : G → O(Hi), such that πi has
an (S, εi)-invariant unit vector in Hi but no invariant vectors. As in the proof of
Theorem 19.39, consider the natural action π of G on the completion H of the
direct sum of Hilbert spaces ⊕

i

Hi.

Then, as in the proof of Theorem 19.39, π has almost invariant vectors but no
invariant vectors. This is a contradiction. �

Definition 19.45. Each pair (S, ε) ⊂ G× R satisfying this corollary is called
a Kazhdan pair for G. A number ε > 0 for which there exists S ⊂ G, such that
(S, ε) is a Kazhdan pair, is called a Kazhdan constant of G.

The next theorem is due to Delorme [Del77] (who proved the implication
T⇒FH) and Guichardet [Gui77] (who proved the opposite implication), see also
[dlHV89] and [CCJ+01]. In these references the theorem is proven in greater
generality, namely, in the setting of second countable, locally compact, Hausdorff
topological groups; we limit ourselves to finitely generated groups with discrete
topology.

However, first we need to define several notions pertaining to kernels on groups:
G-invariant, bounded and proper kernels on groups.

Definition 19.46. G-invariant kernel
(1) A left-invariant (or, simply, invariant) kernel on a topological group G is

a continuous kernel ψ : G ×G → R such that ψ(gh, gf) = ψ(h, f) for all
g, h, f ∈ G.

(2) A G-invariant kernel on a group is said to be bounded if the function
G→ R,

g 7→ ψ(1, g)

is bounded.
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(3) A G-invariant kernel on a group is said to be proper if the function

g 7→ ψ(1, g)

is proper, i.e. when g → ∞ (in the one-point compactification of G),
ψ(1, g)→∞.

Theorem 19.47. Let G be a finitely generated group. The following are equiv-
alent:

(1) G has Property FH;

(2) G has Property (T);

(3) Every conditionally negative semidefinite G-invariant kernel ψ : G×G→
R is bounded.

Proof. We will deduce the implication (1) ⇒ (2) from Theorem 19.22. Our
proof follows [Sil] and [Gro03].

Let G be a finitely generated group with Property FH and assume that it does
not satisfy (2). Fix a finite generating set S of G. Then, for every n ∈ N there
exists a unitary representation πn : G → U(Hn) with an (S, 1

n )–invariant (unit)
vector xn and no invariant vectors. Let Xn be the unit sphere {u ∈ Hn : ‖u‖ = 1}
with the induced path metric distn. Theorem 19.22 applied to the sequence of
isometric actions of G on Xn and a choice of δn such that ω-lim δn = +∞ and
ω-lim[δn diam(Sxn)] = 0, implies that G acts by isometries on a rescaled ultralimit

Xω = ω-lim(Xn, xn, λndistn) , with λn >
2

(1 + 2δn) diam(Sxn)
.

Note that ω-limλn = +∞ . Moreover, for every point zω ∈ Xω the diameter of
Szω is at least 1. Since ω-limλn = +∞ , Example 10.65 shows that the ultralimit
Xω is isometric to a Hilbert space H. We thus obtain an isometric action of G on
a Hilbert space H without a global fixed point, contradicting Property FH.

In order to prove the implication (2) ⇒ (1), we will need a construction de-
scribed in the following lemma.

Lemma 19.48. Let H be a Hilbert space and s > 0 an arbitrary positive number.
Let H′s be the space of finitely supported real-valued functions on H endowed with
the inner product:

〈f, g〉 =
∑
x,y∈H

e−s||x−y||f(x)g(y),

and let Hs denote the completion of H′s with respect to the norm defined by this
inner product.

(1) The map Fs from H to the unit sphere in Hs defined by Fs(x) := 1x
is equivariant with respect to the representation ρs : Isom(H) → U(Hs)
extending the action of Isom(H) on Hs by pre-composition. Moreover,
this map satisfies the property:

lim
‖x−y‖→∞

〈Fs(x), Fs(y)〉 = 0.

(2) Suppose that G is a (discrete) group acting isometrically on H with un-
bounded orbits. Then ρs(G) has no non-zero fixed vectors in Hs.
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Proof. The proof of (1) is a straightforward calculation.

(2) Suppose that v ∈ Hs is a vector fixed by ρs(G). Consider a sequence gn ∈ G
such that ‖gn(x)‖ → ∞ for (one/all) x ∈ H. By (1) and the definition of Hs

lim
n→∞

〈v, Fs(gnx)〉 = 0.

We then have

〈v, F (gnx)〉 = 〈gnv, F (gnx)〉 = 〈gnv, gnF (x)〉 = 〈v, F (x)〉 .

Hence 〈v, F (x)〉 = 0 for all x ∈ H. Since the vectors F (x), x ∈ H, span a dense
subset in Hs, it follows that v = 0. �

We now return to the proof of the theorem. Suppose that G is finitely generated
and satisfies Property (T). Let ε be a Kazhdan constant of G with respect to a finite
generating set S. For an arbitrary affine isometric action on a Hilbert space Gy H,
consider a parameter s such that for a unit vector u ∈ Hs, the diameter of the set
ρs(S)(u) is < ε. It follows that ρs(G) has to fix a non-zero vector in Hs. By Lemma
19.48, the action Gy H has to have bounded orbits, hence, G must fix a point in
H.

Lastly, we will prove the equivalence of (3) and (1). If ψ is an unbounded condi-
tionally negative semidefinite G-invariant kernel on G, then, according to Theorem
2.90, there exists a Hilbert space H and a representation

ρ : G→ Isom(H)

such that

(19.11) ψ(g, h) = ‖ρ(g)(0)− ρ(h)(0)‖2.

(Here in order to apply Theorem 2.90 we let X = G and let G act on itself by the
left multiplication.) Since ψ is unbounded, taking h = 1 ∈ G, we conclude that the
action of G on H has unbounded orbits. This contradicts Property FH. Conversely,
given a representation ρ : G → Isom(H) of G to the isometry group of a Hilbert
space, we define the kernel ψ on G by the formula (19.11). This kernel is clearly G-
invariant; it is also conditionally negative semidefinite according to Theorem 2.90.
Therefore, this kernel has to be bounded. Taking h = 1, we conclude that the
action G y H has bounded orbits and, therefore, has a fixed point (see Corollary
19.31). �

Remark 19.49. Yves de Cornulier observed in [dC06] that there are uncount-
able discrete groups with Property FH that do not satisfy Property (T).

A theorem similar to Theorem 19.47 establishes the equivalence of the a-T-
menability and the Haagerup Property.

Theorem 19.50. Let G be a discrete group. The following are equivalent:

(1) G is a-T-menable.
(2) G has the Haagerup Property.
(3) There exists a conditionally negative semidefinite G-invariant proper ker-

nel ψ : G×G→ R.
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Proof. The proof of the equivalence (1) ⇔ (2) is similar to the proof of the
equivalence between (T) and FH in Theorem 19.47. In what follows we sketch the
proof of the equivalence (1) ⇔ (3). We refer to [CCJ+01] and [AW81] for the
details.

If ψ is a conditionally negative semidefinite G-invariant kernel on G, then,
according to Theorem 2.90, there exists a Hilbert space H and a representation

ρ : G→ Isom(H)

such that

(19.12) ψ(g, h) = ‖ρ(g)(0)− ρ(h)(0)‖2.
Assuming that ψ is proper and taking h = 1 ∈ G, we see that the sublevel sets in
G of the function

g 7→ ‖ρ(g)(0)− 0‖
are relatively compact in G. Hence, the action ρ is metrically proper, cf. Exercise
5.41. Conversely, given a representation ρ : G→ Isom(H) of G to the (affine) isom-
etry group of a Hilbert space, we define the kernel ψ on G by the formula (19.12).
This kernel is clearly G-invariant; it is also conditionally negative semidefinite ac-
cording to Theorem 2.90. Properness of the kernel ψ is clear in view of Exercise
5.41. �

A consequence of Theorem 19.50 and Corollary 19.43 is the following.

Corollary 19.51. Every discrete amenable group is a-T-menable.

Another immediate consequence either of the characterizations with kernels, or
of Corollary 19.41 and of the equivalences in Theorems 19.47 and 19.50, is

Corollary 19.52. Let G be a countable group. The following properties are
equivalent:

(1) G has both Property FH and a-T-menability;
(2) G is finite.

Theorems 19.47 and 19.50 also allow to prove a characterization of the Haagerup
property in terms of isometric actions on median spaces (see Section 19.6).

Further properties of groups with Property (T).

Recall that Property (T) is inherited by quotient groups. Since a (discrete)
amenable group has Property (T) if and only if such group is finite, it follows
that every amenable quotient of a group with Property (T) has to be finite. In
particular, every discrete group with Property (T) has finite abelianization. For
instance, free groups and surface groups never have Property (T). On the other
hand, unlike Haagerup, Property (T) is not inherited by subgroups. For instance,
SL(3,Z) has Property (T) and contains non-trivial free subgroups, hence, contains
subgroups which do not satisfy Property (T).

Lemma 19.53. Property (T) is a VI-invariant.

Proof. 1. Suppose that a group H has Property (T) and G is a group con-
taining H as a finite-index subgroup. Suppose that G y H is an isometric affine
action of G on a Hilbert space. Since H has Property (T), there exists x ∈ H fixed
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by H. Therefore, the G-orbit of x is finite. Therefore, by Theorem 3.74, G fixes a
point in H as well.

2. Suppose that H 6 G is a finite-index subgroup and G has Property (T). Let
H y H be an isometric affine action. Define the induced action IndGH of G on the
space V :

V = {φ : G→ H : φ(gh−1) = hφ(g),∀h ∈ H, g ∈ G}.
Every such function is, of course, determined by its values on {g1, . . . , gn}, coset
representatives for G/H. The group G acts on V by the left multiplication g :
φ(x) 7→ φ(gx). Therefore, as a vector space, V is naturally isomorphic to the n-fold
sum of H. We equip V with the inner product

〈φ, ψ〉 :=

n∑
i=1

〈φ(gi), ψ(gi)〉 ,

making it a Hilbert space. We leave it to the reader to verify that the action of
G on V is affine and isometric. The initial Hilbert space H embeds diagonally in
V ; this embedding is H-equivariant, linear and isometric. Since G has Property
(T), it has a fixed vector ψ ∈ V . Therefore, the orthogonal projection of ψ to the
diagonal in V is fixed by H. Hence, H also has Property (T).

3. Consider a short exact sequence

1→ F → G→ H → 1.

If G has Property (T), then so does H (as a quotient of G).
Conversely, suppose that H and F both have Property (T) (we will use it in

the case where F is a finite group). Consider an affine isometric action Gy H on a
Hilbert space. Since F has Property (T), it has non-empty fixed-point set V ⊂ H.
Then V is a closed affine subspace in H, which implies that V (with the restriction
of the metric from H) is isometric to a Hilbert space. The group G preserves V
and the affine isometric action G y V factors through the group H. Since H has
Property (T), it has a fixed point v ∈ V . Thus, v is fixed by the entire group G. In
particular, every coextension of a group with Property (T) with finite kernel, also
has Property (T).

Putting all these facts together, we conclude that Property (T) is invariant
under virtual isomorphisms. �

Moreover (see e.g. [BdlHV08]):

Theorem 19.54. Let G be a locally compact Hausdorff group and Γ < G a lat-
tice in it, equipped with the discrete topology. Then G has the (topological) Property
(T) if and only if Γ does.

19.5. Groups acting on trees do not have Property (T)

The main result of this section is the following theorem proven independently
by R. Alperin and Y. Watatani. Although this result is a special case of a more
general theorem about group actions on median spaces proven in the next section,
we present a direct proof here, since it is simpler than that of the more general
result and illustrates nicely the ideas behind the general proof.

Theorem 19.55 (R. Alperin and Y. Watatani). Each group with Property FH
satisfies Property FA.
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Proof. LetG be a group with Property FH, andGy X an isometric action on
a real tree (X,dist). It suffices to prove that the function dist(x, y) is a conditionally
negative semidefinite G-invariant kernel on X, since according to Theorem 19.47
this will imply that G has bounded orbits on X.

The only statement that is not immediate is that dist is conditionally negative
semidefinite. Since this statement needs to be verified for each finite subset Y =
{y1, . . . , yn} of X, it suffices to prove it for the finite metric sub-tree T ⊂ X that is
the convex hull of Y in X. We will assume that Y consists of at least two points
since the statement is clear otherwise. Being a finite metric tree, T is a finite
simply-connected graph equipped with a path-metric. We orient each edge e of this
graph in an arbitrary fashion. Let V ⊂ T denote the vertex set of the tree. For
each point p ∈ T \ V we define a function fp : T → {0, 1} as follows. The point p
separates T in two connected components. Let e = uv be the oriented edge of T
containing p. If x ∈ T is contained in the same connected component of T \ {p}
as the vertex v, we set fp(x) = 1. For all other points x ∈ T we set fp(x) = 0.
We equip the tree T with the measure µ without atoms, whose restriction to each
edge e of T is the Lebesgue measure, so that µ(e) equals the length of e. Define
the function

ψ(x, y) =

ˆ
T

(1− fp(x))fp(y)dµ(p).

This function can be regarded as a nonsymmetric pseudo-metric on T : It is non-
negative and satisfies the triangle inequality, but in general, ψ(x, y) 6= ψ(y, x). We
leave it to the reader to verify that for all points x, y ∈ T ,

dist(x, y) = ψ(x, y) + ψ(y, x).

We are now ready to verify that dist is conditionally negative semidefinite. Let
Y = {y1, . . . , yn} ⊂ T ⊂ X be as above (T is the convex hull of Y in X) and take
a vector λ = (λ1, . . . , λn) ∈ Rn such that

λ1 + . . .+ λn = 0.

We have:
n∑

i,j=1

λiλjψ(yi, yj) =

n∑
i,j=1

λiλj

ˆ
T

(1− fp(yi))fp(yj)dµ(p) =

n∑
i,j=1

λiλj

ˆ
T

fp(yj)dµ(p)−
n∑

i,j=1

λiλj

ˆ
T

fp(yi)fp(yj)dµ(p) =

(λ1 + . . .+ λn)

n∑
j=1

λj

ˆ
T

fp(yj)dµ(p)−
ˆ
T

(
n∑
i=1

λifp(yi)

)2

dµ(p) =

−
ˆ
T

(
n∑
i=1

λifp(yi)

)2

dµ(p) 6 0.

�

Corollary 19.56. Each group G which admits a non-trivial amalgamated free
product decomposition G ' G1 ?G3

G2 or a non-trivial HNN-decomposition G '
G1?G3

, does not have Property FH.

As an application of this corollary, we obtain:
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Corollary 19.57. If M is a connected 3-dimensional manifold with infinite
fundamental group G, then G does not satisfy Property (T).

Proof. First of all, ifG is not finitely generated, it cannot satisfy Property (T),
see Theorem 19.39. Thus, we will assume that G is finitely generated. According to
the Scott Compact Core Theorem (see [Sco73]), there exists a compact submanifold
(possibly with boundary) M1 ⊂ M such that the inclusion map M1 → M induces
an isomorphism of fundamental groups. Thus, the problem reduces to the case
of compact 3-dimensional manifolds. Since Property (T) is a virtual isomorphism
invariant, we can assume that the manifold M1 is oriented. Attach 3-dimensional
balls to each spherical boundary component of M1; this results in a compact 3-
dimensional manifold M2 such that each boundary component of M2 has genus
> 1. The Euler characteristic χ(M2) of the manifold M2 equals

1

2
χ(∂M2) 6 0.

If one of the boundary components of M2 has genus > 2, then

χ(M2) = b0(M2)− b1(M2) + b2(M2) < 0.

It follows that b1(M2) > 1, i.e. there exists an epimorphism

π1(M2)→ Z.

Since Z does not satisfy Property (T), the group π1(M2) does not satisfy it either.
Suppose, therefore, that each boundary component of N = M2 is a torus (this

includes the case ∂M2 = ∅). Since π1(N) is assumed to be infinite, N is not homeo-
morphic to S3 (this is the 3-dimensional Poincaré Conjecture, proven by Perelman).
We now apply Thurston’s Geometrization Conjecture/Perelman’s Theorem to the
manifold N . According to this theorem, N admits a 2-step decomposition as fol-
lows. First of all, N splits as a connected sum

N = N1# . . .#Nn, n > 1,

where each manifold Ni is prime, i.e. does not have a non-trivial connected sum
decomposition, and is not simply-connected. If n > 2, then the group π1(N)
admits a non-trivial free product decomposition and, hence, cannot have Property
(T). Assume, therefore, that the manifold N itself is prime, n = 1. Then N admits
a splitting along a system of pairwise disjoint π1-injective tori T 2 into submanifolds
K1, . . . ,Km with toral boundary (which could be empty if N = K1 and ∂N = ∅).
Each piece Ki of this decomposition is geometric. If the secondary decomposition
of N is non-trivial, then π1(N) is isomorphic to the fundamental group of a non-
trivial graph of groups and, therefore, again, π1(N) admits a non-trivial action on
a simplicial tree. We are thus, left with the case when N itself is geometric, i.e.
admits a geometric structure modeled on one of Thurston’s eight 3-dimensional
geometries. By looking at these geometries one-by-one, it is clear that either:

1. π1(N) is virtually solvable and, thus amenable (this happens in the case of
the geometries E3, Nil, Sol and S2×R). The group π1(N) cannot satisfy Property
(T) in these cases.

2. π1(N) admits an isometric action on the hyperbolic space H3 with un-
bounded orbits (this happens in the case of the geometriesH3, H2×R and S̃L(2,R)).
In these cases π1(N) cannot satisfy Property (T) according to Theorem 19.34. �
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Remark 19.58. Actually, according to the recent solution of the Virtual First
Betti Number Problem by Ian Agol [Ago13], if M is a compact 3-dimensional
manifold with infinite fundamental group, then M has a finite cover N → M
such that b1(N) > 0. Since Property (T) is a virtual isomorphism invariant, one
again concludes that π1(M) cannot satisfy Property (T). However, the proof given
above is much more elementary than the solution of the Virtual First Betti Number
Problem.

19.6. Property FH, a-T-menability, and group actions on median
spaces

The goal of this section is to characterize properties FH and a-T-menability
using actions on median spaces and on spaces with measured walls (see sections 6.1
and 6.2 for the definitions). In this setting, it is important to be able to associate
to every action by isometries on a Hilbert space an invariant structure of measured
walls. It is straightforward to endow each Hilbert space H with a structure of
measured walls inducing the metric defined via the standard norm on H. Indeed,
according to Theorem 2.100, (1), a Hilbert space embeds isometrically into an L1–
space. By Lemma 6.20, each L1–space is median, hence its set of convex walls is
endowed with a measure, according to Theorem 6.57. Therefore by Lemma 6.49
the set of convex walls of a Hilbert space is endowed with a measure. On the other
hand, it is a priori not guaranteed that this structure of a space with measured walls
is invariant under affine isometries. Indeed, it is impossible to exclude beforehand
the case where an affine isometry sends one quadruple of equidistant points in
the Hilbert space to another, so that the two quadruples have different median
completions in the L1–space containing the Hilbert space, as described in Remark
6.22.

Fortunately, the problem can be solved by constructing the structure of space
with measured walls directly on separable Hilbert spaces:

Proposition 19.59. Every separable real Hilbert space H has a structure of a
space with measured walls invariant with respect to its affine isometries.

Proof. Define the set of wallsW in H to be the collection of closed cooriented
affine hyperplanes in H, more precisely, the set of partitions of H into open/closed
half-spaces defined by affine hyperplanes.

Following Proposition 6.45, in order to define a structure of a space with mea-
sured walls on (H,W), it suffices to define a premeasure µ on the ring R of disjoint
unions

n⊔
i=1

W(Fi|Gi), n ∈ N ∪ {∞},

where Fi, Gi are finite non-empty subsets of H (i ∈ N), such that for every x, y ∈ X,
µ (W(x|y)) is finite. Moreover, as noted in Remark 6.58, the measure induced by
the premeasure µ is unique if for some countable subset

{xn : n ∈ N} ⊂ H,
we have

W =
⋃

m,n∈N
W(xm | xn).

This condition is satisfied in our case since H is separable.
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Given finite subsets F,G ⊂ H, we consider an n-dimensional (n < ∞) affine
subspace V of H containing F ∪ G. The pull-back by the inclusion map V ↪→ H
of the set of walls of H consists of cooriented hyperplanes in V . The space of
cooriented hyperplanes can be identified with the quotient space

Isom(En)/ Isom(En−1).

As the Lie group Isom(En−1) is unimodular, every Haar measure on Isom(En)
descends to a unique measure on Isom(En)/ Isom(En−1); [Bou63, Chapter 7, §2,
Proposition 4]. This measure has a unique normalization such that W(x | y) =
‖x− y‖. The existence of such a normalization follows from a formula of the Haar
measure on the group of affine transformations that can be found, for instance, in
[Bou63, §3, Example 2]. Thus, on the space V with the set of walls WV composed
of cooriented hyperplanes, there is a natural measure µV with distµv equal to the
Euclidean metric.

Given two finite dimensional affine subspaces V ⊂ U of H, the uniqueness of
the measure µV implies that the measured walls structure induced on V by the
inclusion in U and by the structure of U coincides with the structure of V . This
implies that µV (WV (F | G)) is independent of the choice of the finite dimensional
affine subspace V .

Likewise, the uniqueness of the measure µV implies that given any affine isom-
etry ϕ of the Hilbert space H, the measure µϕ(V )

(
Wϕ(V )(ϕF | ϕG)

)
is the same as

the measure µV (WV (F | G)). We define µ(W(F | G)) to be µV (WV (F | G)), and
observe that this premeasure is invariant under affine isometries of H.

As we noted earlier, separability of H implies that µ has a unique extension to
the σ–algebra generated by R, and therefore that this extension is invariant with
respect to the group of affine isometries of H.

�

Theorem 19.60. Let G be a finitely generated group. The following are equiv-
alent:

(1) G satisfies Property (T);

(2) every isometric G-action on a submedian space has bounded orbits;

(3) every G-action by automorphisms on a space with measured walls has
bounded orbits (with respect to the measured walls pseudo-metric);

(4) every affine isometric G-action on a median metric space has bounded
orbits;

(5) every affine isometric G-action on a space L1(X,µ) has bounded orbits.

Proof. (1)⇒ (2): Let G be a group with Property (T) acting by isometries on
a submedian space (X,dist). Theorem 6.51, Part (3), and Proposition 2.98 imply
that the left-invariant kernel ψ : G×G→ R+ defined by ψ(g, h) = dist(gx, hx), for
some x ∈ X, is conditionally negative semidefinite. It follows from Theorem 19.47
that ψ is bounded, equivalently that the orbit Gx is bounded.

The implication (2) ⇒ (3) is an immediate consequence of Theorem 6.51, Part
(1).

The implication (3) ⇒ (4) follows from Theorem 6.51, Part (2), while (4) ⇒
(5) is a consequence of Lemma 6.20.

635



(5) ⇒ (1). Consider an isometric affine action of the group G on a real Hilbert
space H. Since G is countable, without loss of generality we may assume that H is
separable. By Proposition 19.59, H has structure of a space with measured walls
(H,W, µ) such that pdistµ is the Hilbert space metric and such that G acts by
automorphisms on (H,W, µ).

Let D denote the set of (open) half-spaces defined by the walls in H, let µD
the measure induced by µ on D. Fix x ∈ H and let σx denote the set of half spaces
containing x. According to Proposition 6.50, the map b : G → L1(D, µD) defined
by b(g) = χσgx − χσx is a 1-cocycle with respect to the unitary representation π of
G on L1(D, µD). We obtain an affine isometric action ρ of G on L1(D, µD) defined
by:

g · f = π(g)f + b(g) .

Property (5) implies that b(g) is bounded, whence the orbit of ρ(G)x is bounded
in H and, hence, ρ(G) fixes a point in H. �

Note that by [BGM12] in Part (5) the statement can be replaced by the fixed
point property for actions on L1–spaces. This cannot be deduced from Part (5)
only, since L1–spaces are not convex, and a further argument is needed. The next
theorem is an analogue of Theorem 19.60 in the context of a-T-menability:

Theorem 19.61. Let G be a finitely generated group. The following are equiv-
alent:

(1) G is a-T-menable (has the Haagerup property);

(2) there exists a metrically proper isometric action of G on a submedian
space;

(3) G acts by automorphisms on a space with measured walls such that the
action is metrically proper (with respect to the measured walls pseudo-
metric);

(4) G has a metrically proper isometric action on a median metric space;

(5) G has a metrically proper affine isometric action on a space L1(X,µ).

Proof. The implications (5) ⇒ (4) ⇒ (3) ⇒ (2) ⇒ (1) follow from the same
arguments as in the proof of Theorem 19.60.

(1) ⇒ (5). Consider a metrically proper affine isometric action of the group
G on a Hilbert space H. As in the proof of Theorem 19.60, we may assume that
H is separable, and apply Proposition 19.59 to deduce that H has a G–invariant
structure of space with measured walls (H,W, µ) such that pdistµ is the Hilbert
metric.

With the same notation as in the proof of the implication (5) ⇒ (1) of Theorem
19.60, we define an affine isometric action ρ of G on L1(D, µD), by:

g · f = π(g)f + b(g) .

Since the action of G on H was metrically proper, the cocycle b is proper and,
hence, the isometric action ρ of G on L1(D, µD) is also metrically proper. �
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19.7. Fixed point property and proper actions for Lp–spaces

In this section we discuss a generalization of Properties FH and a-T-menability
in the context of other classical Banach spaces.

Convention 19.62. For the remainder of this section, p is a real number in
(0,+∞)

Definition 19.63. Let G be a (discrete) group. We say G has Property FLp
if for every measure space (X,µ), every affine isometric action of G on Lp(X,µ)
has bounded orbits. We say G is a-FLp-menable if G has a metrically proper affine
isometric action on some space Lp(X,µ).

For p > 1 each space B = Lp(X,µ) is uniformly convex, see [LT79, p. 128]
and, hence, every nonempty bounded subset C ⊂ B is contained in a unique ball
B(p,R) of the least diameter, see [BL00, 1.4]. The center p of this ball is, therefore,
invariant under the stabilizer of C in Isom(B), which, therefore, has a fixed point
in B. It follows that if a group G acts by affine isometries on a space Lp(X,µ) with
bounded orbits, then G has a fixed point in Lp(X,µ), cf. the proof of Theorem
3.74.

For p = 1 one cannot use convexity. Still, in that case too, the bounded orbit
property for isometric actions on L1–spaces implies the fixed point property, via a
more intricate argument, see [BGM12].

For p ∈ (0, 1) boundedness of G-orbits no longer implies the existence of a fixed
point; in view of this exception, Property FLp should probably be called BLp, but
we follow the established terminology.

To summarize, for p ∈ [1,∞), Property FLp is equivalent to the property FC
in Definition 19.26, where C is the class of Lp–spaces.

Below is yet another application of limits of actions. This theorem was proved
by Y. Shalom [Sha00, Theorem p. 5] in the case p = 2 (i.e. Property FH),
answering a question of R. Grigorchuk and A. Zuk.

Theorem 19.64. Let G be a finitely generated group satisfying Property FLp ,
for some p > 1. Then G can be written as H/N , where H is a finitely presented
group with Property FLp and N is a normal subgroup in H.

Proof. Consider an infinite presentation of G, G = 〈S | r1, . . . , rn, . . .〉 , where
S is a finite set generating G and (ri) is a sequence of relators in S. Let F (S) be
the free group in the alphabet S and Ni the normal closure in F (S) of the finite
set {r1, . . . , ri} . The groups Gi = F (S)/Ni are all finitely presented, and form
a direct system whose direct limit is G. Assume that none of these groups has
Property FLp . It follows that for each i there exists some space Lp(Yi, µi) and an
affine isometric action of Gi on Lp(Yi, µi) without a fixed point. Theorem 19.22
and Corollary 19.17 imply that G acts by affine isometries and without a global
fixed point on some space Lp(Z, ν) , contradicting the hypothesis. �

We now compare Properties FLp for various values of p. To begin with, what-
ever the choice of p in (0,∞), Property FLp always implies Property FH, while
a-T-menability always implies a-FLp-menability. This is a consequence of the char-
acterization of both FH and respectively a-T-menability using actions on spaces
with measured walls.
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Theorem 19.65. Let G be a (discrete) group and let p > 0 be an arbitrary fixed
positive number.

(1) If G has Property FLp then G has Property FH.

(2) If G is a-T-menable then G is a-FLp-menable.

Proof. (1) According to Theorem 19.60 it suffices to consider an arbitrary
action by automorphisms of G on a space with measured walls (X,W,B, µ), and
to prove that it has bounded orbits. Proposition 6.50 implies that this defines an
action by affine isometries on Lp(D, µD), where D is the space of half-spaces and
µD the measure induced by it. The group G has Property FLp, therefore the action
has bounded orbits, equivalently the cocycle b : G→ Lp(D, µD), b(g) = χσgx −χσx ,
is bounded, where x is an arbitrary point in X, and σx is the set of half-spaces
containing x. The latter implies that the orbit of x is bounded with respect to the
wall metric.

(2) A-T-menability implies, by Theorem 19.61, that G has a metrically proper
action by automorphisms on a space with measured walls (X,W,B, µ). Hence,
the action by affine isometries on Lp(D, µD) described in Proposition 6.50 is also
metrically proper. �

The converse implications in Theorem 19.65 hold only for certain values of
p > 0.

Theorem 19.66 ([Del77], [AW81], [WW75]). Let G be a discrete group.
(1) If G satisfies Property FH, then it also satisfies Property FLp for every

p ∈ (0, 2].

(2) If G is a-FLp-menable for some (for every) p ∈ (0, 2] then G is a-T-
menable.

Proof. (1) follows from Proposition 2.98, and from the implication (1) ⇒ (3)
in Theorem 19.47.

(2) follows from the same Proposition and the implication (3)⇒ (1) in Theorem
19.50. �

We thus obtain:

Theorem 19.67. For every p ∈ (0, 2],

FLp ⇐⇒ FH and a-FLp-menability ⇐⇒ a-T -menability

The implication FH ⇒ FLp extends a little bit beyond the interval [1, 2] ac-
cording to the following theorem:

Theorem 19.68 (D. Fisher and G. Margulis, see [BFGM07], §3.c). For every
discrete group G with Property FH there exists ε = ε(G) such that G has Property
FLp for every p ∈ (0, 2 + ε).

We will prove a slightly stronger form of this result below. For each discrete
group G define the subset FPG ⊂ (0,∞) consisting of those p such that G satisfies
Property FLp.

Theorem 19.69. For each finitely generated group G the set FPG is open.
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Proof. In view of Theorem 19.67, it suffices to show that the set of p ∈ [2,∞)
such that G does not satisfy Property FLp is closed. Let pn ∈ [2,∞) be a sequence
converging to p < ∞, such that for every n, G has an isometric action on some
space Lpn(Xn, µn) without a fixed point. Theorem 19.22 and Corollary 19.17 imply
that, for some set Y and measure ν on Y , the group G also acts isometrically on
the space Lp(Y, ν) without a fixed point. �

For p much larger than 2, Properties FH and FLp are no longer equivalent,
nor are a-T-menability and a-FLp-menability equivalent. Below we mention some
results illustrating both.

Theorem 19.70 (P. Pansu, [Pan95] and Y. de Cornulier, R. Tessera and
A. Valette [dCTV08].). Let G denote the isometry group of the quaternionic-
hyperbolic space HHn. Then every lattice Γ < G admits a proper isometric action
on some Lp(X,µ), for every p > 4n+ 2.

Thus, each lattice inG has Property FH and is a-FLp-menable for all p > 4n+2.
Furthermore:

Theorem 19.71 (M. Bourdon, H. Pajot [BP03, Bou16], G. Yu [Yu05]). Ev-
ery infinite hyperbolic group is a-FLp-menable for every p larger than the conformal
dimension of the boundary at infinity of G.

We refer the reader to [Nic13] for an alternative proof of this theorem. Recall
that there are many examples of hyperbolic groups with Property (T), besides
lattices in the isometry groups of the quaternionic hyperbolic spaces, coming from
the theory of random groups (see Theorem 19.75).

On the other hand, lattices in Lie groups of higher rank exhibit a different
behavior with respect to Property FLp:

Theorem 19.72 (U. Bader, A. Furman, T. Gelander and N. Monod, [BFGM07]).
Let G be a semisimple Lie group with all non-compact factors of rank > 2. Then
every lattice Γ < G satisfies Property FLp for all p ∈ (0,∞).

19.8. Groups satisfying Property (T) and the spectral gap

Recall that Property FH (equivalently, Property (T)) for a discrete countable
group G can be reformulated as the vanishing of H1(G,Hπ) = 0 for all unitary
representations π : G→ U(H). There is an old technique (going back to Bochner)
for proving vanishing theorems of this type; namely, if G ' π1(M), where M is a
closed Riemannian manifold,

H1(G,Hπ) ∼= H1
DR(M,V),

where the right hand side is the de Rham cohomology of M with coefficients in a
flat vector bundle over M with fibers isometric to H. Then one uses the Hodge
Theorem to represent the de Rham cohomology classes ω ∈ H1

DR(M,V) by har-
monic 1-forms. Lastly, one uses some geometric properties of M to show that each
harmonic form as above has to vanish. Harmonic 1-forms on M (with coefficients
in V) lift to G-invariant forms on the universal cover M̃ of M and can be inter-
preted as G-equivariant harmonic maps M̃ → H, where G acts on M̃ by covering
transformations and on H by an affine isometric action ρ whose linear part is the
representation π and the translational part is given by the 1-cocycle c : G → H
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representing the cohomology class ω. We note that the existence of equivariant
harmonic maps with respect to group actions on CAT (0) spaces was established
by Korevaar and Schoen in much greater generality than the one of Hilbert space
targets; see [KS97].

This line of reasoning was extended by H. Garland [Gar73] and, later, in
greater generality, by P. Pansu [Pan96], by A. Żuk [Żuk96, Żuk03] and by
W. Ballmann and J. Swiatkowski, [BŚ99], to the setting when one replaces the
free properly discontinuous isometric action Gy M̃ with a properly discontinuous,
(not necessarily free) isometric and cocompact action on a piecewise-Euclidean (or
hyperbolic) simplicial complex, G y X (see also [Bou00] and [Bou16]). We now
describe the combinatorial conditions on X (replacing the geometric conditions on
M in the classical setting of Bochner technique), which lead to the vanishing of H1

and, hence, to combinatorial examples of groups satisfying Property (T).

We begin with a combinatorial replacement of the Bochner technique; our dis-
cussion follows the papers by A. Żuk, [Żuk03], and by M. Bourdon, [Bou16].

Let G be a graph, possibly with loops and multiple edges (a multigraph). Let
V be its set of vertices and E its set of edges. For every edge e ∈ E, we denote by
V(e) its set of endpoints, enumerated with multiplicity.

The graph Laplacian on G is an operator from R|V | to R|V | defined by

(∆f)(u) =
1

val(u)

∑
e∈E, V(e)={u,v}

[f(u)− f(v)] for every u ∈ V,

where val(u) is the valency of the vertex u. The operator ∆ is linear, therefore one
can define its eigenvalues and eigenfunctions in the usual manner.

We denote by λ1(G) the smallest eigenvalue of ∆ which corresponds to a non-
constant eigenfunction, sometimes also called the second eigenvalue of the Lapla-
cian. Bounding λ1(G) away from zero corresponds to measuring the expansion in
the graph G. For instance, suppose that G is the incidence graph of the finite
projective plane FqP2, where Fq is the field of order q. Then

λ1(G) = 1−
√
q

q + 1
.

A sufficient condition for Property FH, described in the theorem below, can
then be obtained, using Garland’s method of harmonic maps, [Pan96, BŚ97a,
Bou16], or by a direct geometric argument, [Żuk03].

Theorem 19.73 ([Żuk03], [Bou16]). Let X be a simplicial 2-complex where
the link L(x) of every vertex x has λ1(L(x)) > 1

2 . If some group G acts on X
simplicially, properly, and cocompactly, then G has Property FH.

Theorem 19.73 is a criterion for Property (T) that can be applied to every
finitely presented group. Indeed, every finitely presented group has a finite trian-
gular presentation, i.e. a presentation with all relators of length three. If G = 〈S|R〉
is a triangular finite presentation, then G acts on a simplicial 2-complex X which
is the Cayley complex. The link of a vertex in X is the graph L(S) with the vertex
set S ∪S−1 and, for each relator of the form sxsysz in R, edges (s−1

x , sy), (s−1
y , sz),

and (s−1
z , sx).

In this particular case Theorem 19.73 has the following effective version.
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Theorem 19.74 (A. Żuk, [Żuk03]). If L(S) is connected and λ = λ1(L) > 1
2

then G = 〈S|R〉 has Property (T). Moreover,

2√
3

(
2− 1

λ

)
is a Kazhdan constant of G with respect to S.

The spectral gap condition in Theorems 19.73 and 19.74 allows one to prove
that, in some models, “generic” finitely presented groups satisfy Property (T). This
can be done, roughly, by combining Theorem 19.74 with a theorem of Friedman
stating that random graphs typically have second eigenvalues of the Laplacian larger
than 1

2 [Fri91, Theorem B].
The following description of random groups can thus be formulated, due to the

work of Gromov [Gro93, Section 9.B]; Żuk [Żuk03]; Olliver ([Oll05] , [Oll04,
I.3.b]); Dahmani, Guirardel, and Przytycki [DGP11], Kotowski and Kotowski
[KK13], and Antoniuk, Łuczak and Świa̧tkowski [AŁŚ15].

Theorem 19.75. Both in the triangular model and in the Gromov density
model, a random finitely presented group G at density 1

3 < d < 1
2 is, with over-

whelming probability, infinite, word-hyperbolic, with aspherical presentation com-
plex, has Euler characteristic � 1, has boundary homeomorphic to the Menger
curve and satisfies Property (T).

In particular, such a group has H2(G,Q) 6= 0, as

1 + b2(G) = b0(G)− b1(G) + b2(G) = χ(G)� 1.

While “generic” finitely presented groups are infinite and satisfy Property (T),
finding explicit and reasonably short presentations presents a bit of a challenge.
Explicit presentations of some infinite CAT (0) groups satisfying Property (T) were
computed by J. Światkowski [Świ01b, Świ01a], M. Ershov [Ers08] and J. Essert
[Ess13]; the following two examples are taken from [Ess13]:

G1 =
〈
s, t, x|s7 = t7 = x7 = 1, st = x, s3t3 = x3

〉
,

G2 =
〈
s, t, x|s7 = t7 = x7 = 1, st = x3, s3t3 = x

〉
.

These two groups act geometrically on some Ã2-Euclidean buildings.
Explicit presentations of infinite hyperbolic groups satisfying Property (T) can

be extracted from M. Bourdon’s paper [Bou00]; Bourdon’s groups act geomet-
rically on 2-dimensional hyperbolic buildings. See the recent preprint by P.-E.
Caprace, [Cap17], for an explicit presentation of an infinite hyperbolic group sat-
isfying Property (T), with four generators and sixteen relators of lengths ranging
between 2 and 138.

19.9. Failure of quasiisometric invariance of Property (T)

Theorem 19.76. Property (T) is not QI invariant for finitely generated groups.

Proof. This theorem should be probably attributed to S. Gersten and M. Ra-
machandran; the example below is a variation on the Raghunathan’s example dis-
cussed in [Ger92].
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Let Γ be a hyperbolic group which satisfies Property (T) and such thatH2(Γ,Q) 6=
0, see the previous section. Next, pick an infinite order element ω ∈ H2(Γ,Z) and
consider the central coextension

1→ Z→ Γ̃→ Γ→ 1

with the extension class ω, see Section 5.9.6. Since the group Γ is hyperbolic, Theo-
rem 11.159 implies that the groups Γ̃ and Z×Γ are quasiisometric (see also [Ger92]
for a more general version of this argument in the case of central coextensions de-
fined by bounded cohomology classes). The group Z × Γ does not satisfy Property
(T), since it surjects to Z. On the other hand, the group Γ̃ satisfies Property (T),
see [dlHV89, 2.c, Theorem 12]. �

According to a very recent result by M. Carette [Car14]:

Theorem 19.77. The Haagerup property is not QI invariant for finitely gen-
erated groups.

Question 19.78. Are Properties (T) and Haaagerup QI invariant within the
class of hyperbolic groups?

19.10. Summary of examples

Below we list some examples and non-examples of groups with Property (T):

Groups with Property (T) Groups without Property (T)
All Lie groups with simple factors of rank > 2 O(n, 1) and U(n, 1)

Lattices in simple Lie groups of rank > 2 Unbounded subgroups of O(n, 1) and U(n, 1)
SL(n,Z), n > 3 SL(2,Z)

Lattices in the isometry group of HHn, n > 2 Lattices in O(n, 1) and U(n, 1)
SL(n,Z[t]), n > 3, [Sha06] Thompson group

All finitely generated infinite Coxeter groups
Infinite 3-manifold groups

Some hyperbolic groups Some hyperbolic groups
Groups which admit non-trivial

splittings as amalgams
Infinite amenable groups

Infinite fundamental groups of
closed conformally-flat manifolds

Remark 19.79. (1) A theorem that infinite mapping class groups do not
satisfy Property (T) appears in the preprint [And07] by J. E. Andersen.
We note that Andersen’s preprint is still unpublished.

(2) Each infinite finitely generated Coxeter group is a-T-menable [BJS88].
Even though the theorem in [BJS88] states only that such groups do not
have property (T), what is actually proven there is a-T-menability.

(3) If M is a compact connected 3-manifold then π1(M) satisfies Property
(T) if and only if π1(M) is finite, see Corollary 19.57.

(4) If M is an n-dimensional connected conformally-flat manifold then there
exists a homomorphism ρ : π1(M) → PO(n, 1). If the image of ρ is
relatively compact and M is closed then π1(M) is finite, see [Kui50]. If
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the image of ρ is not relatively compact then π1(M) has the Haagerup
property, since PO(n, 1) does.

Property (T) is unclear for the following groups:
• Out(Fn), n > 4.
• Infinite Burnside groups.
• Shephard groups. (Property (T) fails at least for some of these groups.)
• Generalized von Dyck groups. (Property (T) fails at least for some of

these groups, e.g. for infinite von Dyck groups.)
• Hyperbolic Kähler groups. (Property (T) fails at least for some of these

groups, e.g. for surface groups and for the fundamental groups of compact
complex-hyperbolic manifolds.)

We conclude with a diagram illustrating relationship between different classes
of groups discussed in the book:

Figure 19.1. The world of infinite finitely generated groups.
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CHAPTER 20

Stallings Theorem and accessibility

The goal of this chapter is to prove Stallings Theorem (Theorem 9.24) on
ends of groups in the class of (almost) finitely presented groups and Dunwoody’s
Accessibility Theorem for finitely presented groups. As a corollary we obtain QI
rigidity of the class of virtually free groups. Our proofs are a geometric combination
of arguments due to Dunwoody [Dun85], Swarup [Swa93] and Jaco and Rubinstein
[JR88], which are inspired by the theory of minimal surfaces. One advantage of
this approach is that in the process we fill in some of the details the theory of
PL minimal surfaces developed by Jaco and Rubinstein. The definition of almost
finitely presented groups (abbreviated as afp groups) will be given in Definition
20.27, for now it suffices to note that the class of afp groups contains all finitely
presented groups.

Theorem 20.1 (The Stallings ends of groups theorem for afp groups). Let G
be an afp group with at least 2 ends. Then G splits as the fundamental group of a
finite graph of finitely generated groups with finite edge-groups.

The Stallings theorem allows one to start the decomposition process (using
graphs of groups with finite edge groups) of groups with at least two ends. A group
is called accessible if any such decomposition process terminates after finitely many
steps:

Theorem 20.2 (Dunwoody accessibility theorem). Every afp group is accessi-
ble.

As a combination of these two fundamental theorems one obtains:

Corollary 20.3. Suppose that G is an afp group with at least 2 ends. Then
G splits as the fundamental group of a finite graph of finitely generated groups with
finite edge-groups, such that each vertex group is either finite or 1-ended.

The Stallings theorem, unlike the one by Dunwoody, holds for all finitely gen-
erated groups. In the next chapter we prove the Stallings theorem for finitely
generated groups using harmonic functions following and idea proposed by Gro-
mov.

20.1. Maps to trees and hyperbolic metrics on 2-dimensional simplicial
complexes

Collapsing maps. Let ∆ be a 2-dimensional simplex with the vertices xi, i =
1, 2, 3. Our goal is to define a class of maps ∆ → Y , where Y is a simplicial tree
with the standard metric (the same could be done when targets are arbitrary real
trees but we will not need it). The construction of f is, as usual, by induction on
skeleta. This construction is analogous to the construction of collapsing maps κ

645



in Section 11.8. (The difference with the maps κ is that the maps f will not be
isometric on edges, only linear.) Let f : ∆(0) = {x1, x2, x3} → Y be given. If the
image of this map is contained in a geodesic segment α in Y , then we extend f to be
a linear map f : ∆→ α. Otherwise, the points of f(∆(0)) span a tripod T in Y with
the center o and extreme vertices yi := f(xi). We extend f to a map f : ∆(1) → Y
by sending edges [xi, xi+1] of ∆ to the geodesics yiyi+1 ⊂ T by linear maps. The
preimage f−1(o) consists of three interior points xij of the edges [xi, xj ] of ∆, called
center points of ∆ (with respect to f). The 1-dimensional triangle T (x12, x23, x31)
(called middle triangle) splits ∆ in four solid sub-triangles Ni, i = 0, 1, 2, 3 (N0 is
spanned by the center points while each Ni contains xi as a vertex). Then f sends
the vertices of each Ni to points in one of the legs of T . We then extend f to a
linear map on each of these four sub-triangles; clearly, f(N0) = {o}.

Definition 20.4. The resulting map f : ∆ → T ⊂ Y is called a canonical
collapsing map.

It is clear that if X is a simplicial complex and f : X(0) → Y is a map, then f
admits a unique extension to f : X → Y which is linear on every edge of X and is
a canonical collapsing map on each 2-simplex. We refer to the map f : X → Y as
a canonical map X → Y (it depends, of course, on the initial map f : X(0) → Y ).
Suppose that G is a group acting simplicially on X and isometrically on Y . By
uniqueness of the extension of f from X(0) to X, if f : X(0) → Y is a G-equivariant
map, then its extension f : X → Y is also G-equivariant. Such an equivariant map
f : X → Y is called a canonical resolution of the G-tree Y .

Existence of resolutions of simplicial G-trees. Recall that every finite
group acting isometrically on a real tree T has a fixed point (Corollary 3.75 and
Exercise 3.76). If T is a simplicial tree with the standard metric and the action
is without inversions, then G has to fix a vertex of T (since a fixed point in the
interior of an edge implies that the edge is fixed pointwise).

Let T be a simplicial tree and Gy T be a cocompact simplicial action (without
inversions). Let X be a connected simplicial 2-dimensional complex on which G
acts properly discontinuously and cocompactly (possibly non-freely). We construct
a resolution f : X → T as follows. Let v ∈ X(0) be a vertex. This vertex has
finite stabilizer Gv in G, therefore, this stabilizer fixes a vertex w in T . We then
set f(v) := w. (If the fixed vertex is not unique then we choose it arbitrarily.) We
then extend this map to the orbit G · v by equivariance. Repeating this for each
vertex-orbit we obtain an equivariant map f : X(0) → T (0). Note that without loss
of generality, by subdividing X barycentrically if necessary, we may assume that
f : X(0) → T (0) is onto (all that we need for this is that X/G has more vertices
than T/G). We then extend f to the rest of X by the canonical collapsing map,
therefore obtaining the resolution.

Piecewise-canonical maps. In the proof of Theorem 20.40 we will need a
mild generalization of the canonical maps and resolutions. Suppose that in the
2-simplex ∆ we are given a subdivision into the solid triangles Ni, i = 0, ..., 3 with
vertices xi, xjk. Suppose we are also given a structure of a polygonal cell complex
P on ∆ such that:

(1) Every vertex belongs to the boundary of ∆.
(2) Every edge is geodesic.
(3) Every geodesic segment xijxjk is an edge.
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(4) Every vertex has valence 3 except for xjk, xi, i, j, k = 1, 2, 3.

x1 x2

x3

x13

x23x12

Figure 20.1. Polygonal subdivision of a simplex.

Edges of P not contained in the boundary of ∆ are called interior edges.

Definition 20.5. A map f : ∆ → Y is called piecewise-canonical (PC) if it
is constant on every interior edge and linear on each 2-cell. Note that the map f
could be constant on some 2-faces of P (for instance, it is always constant on the
solid middle triangle).

Clearly, a map f of the 1-skeleton of P which is constant on every interior
edge, admits a unique PC extension to ∆. A map f : X → Y from a simplicial
complex to a tree is piecewise-canonical (PC) if it is PC on every 2-simplex of X
and piecewise-linear on every edge not contained in a 2-face. Every canonical map
f : ∆→ Y is also PC: The vertices of P are the points xi, xjk.

Let X be a simplicial complex, Y a simplicial tree and f : X → Y a PC map.
We say that a point y ∈ Y is a regular value of f if for every 2-simplex ∆ in X we
have:

a. f−1(y) is disjoint from the vertex set of ∆.
b. f−1(y) ∩∆ is either empty or is a single topological arc (which necessarily

connects distinct edges of ∆).

A point y ∈ Y which is not a regular value of f is called a critical value of f .
The following is an analogue of Sard’s Theorem in the context of PC maps.

Lemma 20.6. Let X be a countable simplicial complex, Y a simplicial tree and
f : X → Y a PC map Then almost every point y ∈ Y is a regular point of f .

Proof. Let ∆ ⊂ X be a 2-simplex and P its polygonal cell complex structure.
Then there are only finitely many critical values of f , namely the images of the
vertices of ∆ and of all the 2-faces of P where f is constant. Since X is countable,
this means that the set of critical values of f is at most countable. �
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Complete hyperbolic metrics on punctured 2-dimensional simplicial
complexes. Our next goal is to introduce a path metric on X ′ := X \X(0), such
that each 2-simplex (minus vertices) is isometric to a solid ideal hyperbolic triangle.

Proposition 20.7. Let X be a locally finite 2-dimensional simplicial complex.
Then there exists a proper path-metric on X ′ := X \X(0) such that each 2-simplex
in X is isometric to the ideal hyperbolic triangle. Moreover, this metric is invariant
under all automorphisms of X.

Proof. We identify each 2-simplex s in X with the solid ideal hyperbolic
triangle N (so that vertices of s correspond to the ideal vertices of the hyperbolic
triangle). We now would like to glue edges of the solid triangles isometrically
according to the combinatorics of the complex X. However, this identification
is not unique since each complete geodesic in H2 is invariant under a group of
translations. Moreover, some of the identifications will yield incomplete hyperbolic
metrics. (Even if we glue two ideal triangles along their boundaries!) Therefore,
we have to choose gluing isometries appropriately.

The ideal triangle N admits a unique inscribed circle; the points of tangency
of this circle and the sides τk of N are the central points ξij ∈ τk, k /∈ {i, j}, see
Section 11.8.

Now, given two solid ideal triangles Ni, i = 1, 2 and oriented sides τi, i = 1, 2
of these triangles, there is a unique isometry τ1 → τ2 which sends center-point
to center-point and preserves orientation. We use these gluings to obtain a path-
metric on X ′. Clearly, this metric is invariant under all automorphisms of X in the
following sense:

If g ∈ Aut(X) then the restriction of g to X(0) admits a unique extension
ĝ : X → X which is an isometry of X ′.

We claim that X ′ is proper. The proof relies upon a certain collection of
functions bξ on X ′ defined below, ξ ∈ X(0).

We first define three functions b1, b2, b3 on the ideal triangle N. Let ξi, i = 1, 2, 3,
be the ideal vertices of N, τk the ideal edge connecting ξi to ξj ; ξij ∈ τk be the
central point (k = i+ j mod 3).

Each pair of central points ξij , ξjk belongs to a unique horocycle Hj in H2 with
the ideal center ξj . One can see this using the upper half-plane model of H2 so that
ξj =∞. Then Hj is the horizontal line passing through the points ξij and ξjk.

Consider the circular arcs αi := Hi ∩ N. The arcs α1, α2, α3 cut out a solid
triangle H (with horocyclic arcs αi’s as it edges) from N. We refer to the comple-
mentary components Ci of N\H as corners of N with the ideal vertices ξi, i = 1, 2, 3.
Their closures in ∆ are the closed corners Ci. We then define a 1-Lipschitz function
bi : Ci → R+ by

bi(x) = dist(x, αi), i = 1, 2, 3.

The level sets of bi : Ci → R+ are arcs of horocycles in Ci. (The functions bi are
the negatives of Busemann functions, see [Bal95].) We extend each bi by zero to
N \ Ci.

For each vertex ξ of X we define Cξ to be the union of closed corners Ci (with
the vertex ξ = ξi) of 2–simplices s ⊂ X which have ξ as a vertex. Then the functions
bi : Ci → R+ match on intersections of their domains (since the central points do),
thus, we obtain a collection of 1-Lipschitz functions bξ : X ′ → R+. It is clear from
the construction that each bξ is proper on Cξ.
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Figure 20.2. Geometry of an ideal hyperbolic triangle.
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Figure 20.3. Partial foliation of corners of an ideal triangle by
the level sets of the functions bi.

Set

Nr := {x ∈ N : ∀i bi(x) 6 r}, Xr := {x ∈ X ′ : ∀ξ ∈ X(0), bξ(x) 6 r}.

Since each bξ is 1-Lipschitz, for every path p in X ′ of length 6 r, if p = Image(p)∩
X0 6= ∅ then p ⊂ Xr.
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For x, y ∈ X ′ we let ρ(x, y) be the minimal number of edges that a path in X ′
from x to y has to intersect. Since X is locally finite, for every x ∈ X, k ∈ N, the
set {y ∈ X ′ : ρ(x, y) 6 k} is a union of finitely many cells.

Every ideal side τi of N intersects Nr in a compact subset. Thus, there exists
D(r) > 0 such that the minimal distance between the geodesics

τi ∩ Nr, τj ∩ Nr (i 6= j)

is at least D(r). Therefore, if p is a path in Xr connecting x to y, then its length
is at least

D(r)ρ(x, y).

Thus, for every x ∈ X0 the metric ball B(x, r) ⊂ X ′ intersects only finitely many
cells in X and is contained in Xr. Since intersection of Xr with any finite subcom-
plex in X is compact, it is now immediate that X ′ is a proper metric space. �

20.2. Transversal graphs and Dunwoody tracks

We continue with the notation of the previous section.
Our goal is to introduce for X ′ notions analogous to transversality in the theory

of smooth manifolds. We define the vertex-complexity of a finite graph Γ, denoted
ν(Γ), to be the cardinality of the vertex set V (Γ). We say that a properly embedded
graph Γ ⊂ X ′ is transversal if the following hold:

1. Γ ∩X(1) = V (Γ) = Γ(0).
2. For every edge e ⊂ X(1), for every 2-face s of X containing e, for every

vertex v ∈ Γ ∩ e, there is exactly one edge γ of Γ in s which has v as its
vertex.

Transversal graphs generalize the concept of properly embedded smooth codi-
mension 1 submanifolds in a smooth manifold.

Γ

X

Figure 20.4. Dunwoody track.
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If a transversal graph Γ satisfies the property:
3. For every edge γ of Γ, the end-points of γ belong to distinct edges of X(1),

then Γ is called a Dunwoody track, or simply a track.

Exercise 20.8. Let f : X → Y be a PC map from a simplicial 2-complex X
to a simplicial tree Y and y ∈ Y a regular value of f . Then f−1(y) is a Dunwoody
track in X.

The following lemma is left as an exercise to the reader, it shows that every
Dunwoody track in X behaves like a codimension one smooth submanifold in a
differentiable manifold.

Lemma 20.9. Let Γ be a Dunwoody track. Then for every x ∈ Γ there exists a
neighborhood U of x which is naturally homeomorphic to the product

ΓU × [−1, 1],

where ΓU = Γ ∩ U and the above homeomorphism sends ΓU to ΓU × {0}. We will
refer to the neighborhoods U as product neighborhoods of points of Γ.

Note that the entire track need not have a product neighborhood. For instance,
let Γ be a non-separating loop in the Moebius band X. Triangulate X so that Γ
is a track. Then every regular neighborhood of Γ in X is again a Moebius band.
However, the neighborhoods ΓU combine in a neighborhood NΓ of Γ in X which
is an interval bundle over Γ, where the product neighborhoods U ∼= ΓU × [−1, 1]
above serve as coordinate neighborhoods in the fibration.

We say that the track Γ is 1-sided if the interval bundle NΓ → Γ is non-trivial
and 2-sided otherwise.

Exercise 20.10. Suppose that Γ is connected and 1-sided. Then NΓ \ Γ is
connected.

For each transversal graph Γ ⊂ X we define the counting function mΓ :
Edges(X)→ Z:

mΓ(e) := |Γ ∩ e|.
The Z2-cocycle of a transversal graph. Recall that, by the Poincaré dual-

ity, every proper codimension k embedding of smooth manifolds

N ↪→M

defines an element [N ] of Hk(M,Z2). Our goal is to introduce a similar concept
for transversal graphs Γ in X. Observe that for every 2-face s in X

3∑
i=1

mΓ(ei) = 0, mod 2,

where e1, e2, e3 are the edges of s (since every edge γ of Γ ∩ s contributes zero to
this sum. Therefore, mΓ determines an element of Z1(X,Z2). If Γ is finite, then
mΓ ∈ Z1

c (X,Z2) since the cocycle mΓ is supported only on the finitely many edges
which cross Γ. We let [Γ] denote the cohomology class in H1

c (X,Z2) determined by
mΓ. It is clear that [Γ] depends only on the isotopy class of Γ.

Lemma 20.11. Suppose that Γ is 1-sided. Then mΓ represents a non-trivial
class in H1(X,Z2).
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Proof. We first subdivide X so that NΓ is a subcomplex in X and will com-
pute H1(X,Z2) using the new cell complex denoted X ′. We will use the notation
m for the cocycle on Y defined by Γ. Since Γ is 1-sided, there are vertices u, v of
X ′ which belong to ∂NΓ ∩X(1), such that:

1. The edge τ = [u, v] of Y connecting u and v is contained in an edge e of X.
2. The edge τ intersects Γ in exactly one point.

u

v

τ

e

Γ

N(Γ) α

Figure 20.5. Nontriviality of a cocycle.

Hence,

(20.1) m(u) +m(v) = 1 (mod 2)

Since NΓ \ Γ is connected, there exists a path α ⊂ ∂NΓ connecting u to v.
Suppose that m = δη, where η ∈ C0(Y,Z2). In other words, η : (Y )(0) → Z2 and
for every pair of vertices p, q of Y connected by the edge [p, q], we have:

η(p)− η(q) = m([p, q]).

In particular, if p, q are connected by an edge-path in Y which is disjoint from Γ,
then η(p) = η(q). Since the path α connecting u to v is disjoint from Γ, we obtain

η(u) = η(v).

On the other hand, in view of (20.1), we also have

η(u) + η(v) = 1

Contradiction. �

Lemma 20.12. Suppose that H1(X,Z2) = 0. Then a connected finite transver-
sal graph Γ separates X into at least two unbounded components if and only if [Γ]
is a non-trivial class in H1

c (X,Z2). Such a graph Γ is said to be essential.

652



Proof. The proof is similar to the argument of Lemma 20.11.
1. Suppose that X \Γ contains at least two unbounded complementary compo-

nents U and V , but [Γ] = 0 in H1
c (X,Z2). Then there exists a compactly-supported

function σ : X(0) → Z2 such that δ(σ) = mΓ, mod 2. Since σ is compactly sup-
ported, there exists a compact subset C ⊂ X such that σ = 0 on U \C, V \C. Let
α ⊂ X(1) be a path connecting u ∈ U ∩X(0) to v ∈ V ∩X(0). We leave it to the
reader to verify that if an edge e = [x, y] of X crosses Γ in an even number of points
then x, y belong to the same connected component of X \ Γ (this is the only place
where we use the assumption that Γ is connected). Therefore, the path α crosses
Γ in an odd number of points, which implies that

〈mΓ, α〉 = 1 ∈ Z2.

However,
〈mΓ, α〉 = 〈σ, ∂α〉 = σ(u) + σ(v) = 0.

Contradiction.

2. Suppose that [Γ] 6= 0 in H1
c (X,Z2). Since H1(X,Z2) = 0, there exists a

0-cochain σ : X(0) → Z2 such that

δσ = mΓ.

Since mΓ takes non-zero value on some edge e = [u, v] of X, we obtain σ(u) =
0, σ(v) = 1. If the set σ−1(1) ⊂ X(0) is finite, then σ ∈ C0

c (X,Z2) and, hence
[Γ] = 0, which is a contradiction. Therefore, the set of such vertices is unbounded.
Consider another 0-cochain σ+1 (which equals to σ(x)+1 on every vertex x ∈ X(0)).
Then δ(σ + 1) = δσ = m and

{w ∈ X(0) : σ(w) = 0} = {w ∈ X(0) : σ(u) + 1 = 1}.
Therefore, by the above argument, the set σ−1(0) ⊂ X(0) is also unbounded. Thus,
since Γ is a finite graph, there are unbounded connected subsets U, V ⊂ X \Γ such
that

∀u ∈ U ∩X(0), σ(u) = 0, ∀v ∈ V ∩X(0), σ(v) = 1.

These are the required unbounded complementary components of Γ. �

Exercise 20.13. If H1(X,Z2) = 0, then every connected essential Dunwoody
track Γ ⊂ X has exactly two complementary components, both of which are un-
bounded. We will use the notation Γ± for these components.

The following key lemma due to Dunwoody is a direct generalization of the
Kneser–Haken finiteness theorem for triangulated 3-dimensional manifolds, see e.g.
[Hem78].

Lemma 20.14 (M. Dunwoody). Suppose that X has F faces and H1(X,Z2) ∼=
Zr2. Suppose that Γ1, ...,Γk are pairwise disjoint pairwise non-isotopic connected
tracks in X. Then

k 6 6F + r.

Proof. The union Γ of tracks Γi cuts each 2-simplex s in X in triangles,
rectangles and hexagons. Note that some of the complementary rectangles might
contain vertices of X. In what follows, we regard such rectangles as degenerate
hexagons (and not as rectangles). The boundary of each complementary rectangle
has two disjoint edges contained in X(1), we call these edges vertical. Consider an
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edge of Γ which is contained in the boundary of a complementary triangle or a
(possibly degenerate) hexagon. The number of such edges is at most 6F . Thus,
the number of tracks Γi containing such edges is at most 6F as well. We now
remove from X the union of closures of all components of X \ Γ which contain
complementary triangles and (possibly degenerate) hexagons.

The remainder R is a union of rectangles Qj glued together along their vertical
edges. Therefore, R is homeomorphic to an open interval bundle over a track
Λ ⊂ X: The edges of Λ are geodesics connecting midpoints of vertical edges of Qj ’s.
If a component Ri of R is a trivial interval bundle then the boundary of Ri is the
union of tracks Γj ,Γk which are therefore isotopic. This contradicts our assumption
on the tracks Γi. Therefore, each component of R is a non-trivial interval bundle.
For each Ri we define the cohomology class [Λi] ∈ H1(X,Z2) = H1

c (X,Z2) (using
the counting function mΛ). We claim that these classes are linearly independent.
Suppose to the contrary that ∑̀

i=1

[Λi] = 0.

This means that the track Λ′ := Λ1 ∪ ... ∪ Λ` determines a trivial cohomology
class [Λ′] = 0. Since Λ′ is 1-sided, we obtain a contradiction with Lemma 20.11.
Therefore, the number of components of R is at most r, the dimension ofH1(X,Z2).
Each component of R is bounded by a track Γi. Therefore, the total number of
tracks Γi is at most 6F + r. �

20.3. Existence of minimal Dunwoody tracks

Our next goal is to deform finite transversal graphs to Dunwoody tracks, so
that the cohomology class is preserved and so that the counting function mΓ :
Edges(X) → Z decreases as the result of the deformation. To this end, we define
the operation pull on transversal graphs Γ ⊂ X.

Pull. Suppose that v1, v2 are distinct vertices of Γ which belong to a common
edge e of X and which are not separated by any vertex of Γ∩ e on e. We call such
vertex pair {v1, v2} innermost. Then for every 2-face s of X containing e and every
pair of distinct edges γi = [ui, vi], i = 1, 2 of Γ we perform the following operation.
We replace γ1 ∪ γ2 ⊂ Γ by a single edge γ = [u1, u2] ⊂ s, keeping the rest of
Γ′ = Γ \ γ1 ∪ γ2 unchanged, so that γ intersects Γ′ only at the end-points u1, u2. In
case γ1 = γ2 we simply eliminate this edge from Γ. Let pull(Γ) denote the resulting
graph. It is clear that ν(pull(Γ)) < ν(Γ) and pull(Γ) is again a transversal graph.
Note that a priori, pull(Γ) need not be connected even if Γ is. See Figures 20.6 and
20.7.

Exercise 20.15. Verify that [pull(Γ)] = [Γ]; actually, the functions mΓ and
mpull(Γ) are equal as Z2-cochains.

Lemma 20.16. Given a finite transversal graph Γ ⊂ X, there exists a finite
sequence of pull-operations which transforms Γ to a new graph Γ′; the graph Γ′ is
a track such that for every edge e, mΓ′(e) ∈ {0, 1}. Moreover, [Γ] = [Γ′].

Proof. We apply the pull-operation to Γ as long as possible; since the vertex-
complexity under pull is decreasing, this process terminates at some transversal
graph Γ′. If mΓ′(e) > 2 for some edge e of X, we can again perform pull using an
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Figure 20.7. Eliminating the edge γ1 = γ2. In this example,
u1 = v2, u2 = v1

innermost pair of vertices of Γ′ on e, which is a contradiction. Since pull preserves
the cohomology class of a transversal graph, [Γ] = [Γ′]. �

Lemma 20.17. Assume that H1(X,Z2) = 0. If |Ends(X)| > 1 then there exists
a connected essential transversal graph Γ ⊂ X.

Proof. Let ε+, ε− be distinct ends of X. We claim that there exists a proper
1-Lipschitz function h : X → R such that

lim
x→ε±

= ±∞.

Indeed, let K be a compact which separates the ends ε+, ε−. We define h to be
constant on K. We temporarily re-metrize X by equipping it with the standard
metric (every simplex is isometric to the standard Euclidean simplex with unit
edges). Let U± be the unbounded components of X \K which are neighborhoods
of the ends ε±. We then set

h|U± := ±dist(·,K).

For every other component V of X \K we set

h|V := dist(·,K).

It is immediate that this function satisfies the required properties. We give R
the structure of a simplicial tree T , where integers serve as vertices. We next
approximate h by a proper canonical map f : X → T . Namely, for every vertex
v of X we let f(v) be a vertex of T within distance 6 1 from f(v). We extend
f : X(0) → T to a canonical map f : X → T . Then dist(f, h) 6 3 and, hence, f is
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again proper. By Lemma 20.6, Γ := f−1(y) is a finite transversal graph separating
ε+ from ε− for almost every y. Hence, [Γ] 6= 0 in H1

c (X,Z2). The graph Γ need not
be connected, let Γ1, ...,Γn be its connected components: They are still transversal
graphs. Thus,

[Γ] =

n∑
i=1

[Γi],

which implies that at least one of the graphs Γi is essential. �
Note, that the graph Γ constructed in the above proof need not be a Dunwoody

track. However, Lemma 20.16 implies that we can replace Γ with a essential Dun-
woody track Γ′ which intersects every edge in at most one point. The graph Γ′

need not be connected, but it has an essential connected component. Therefore:

Corollary 20.18. Assume that H1(X,Z2) = 0 and |Ends(X)| > 1. Then
there exists a connected essential Dunwoody track Γ ⊂ X. Moreover,

mΓ : Edges(X)→ {0, 1}.

We define the complexity of a transversal graph Γ ⊂ X, denoted c(Γ), to be the
pair (ν(Γ), `(Γ)), where ν(Γ) is the number of vertices in Γ and `(Γ) is the total
length of Γ, with respect to the metric on X ′ defined in Proposition 20.7. We give
the set of complexities the lexicographic order. It is clear that c(Γ) is preserved by
isometric actions Gy X ′.

An essential connected Dunwoody track Γ ⊂ X is said to be minimal if it has
minimal complexity among all connected essential Dunwoody tracks in X.

Definition 20.19. A vertex v of X is said to be a cut-vertex if X \{v} contains
at least two unbounded components. (Note that our definition is slightly stronger
than the usual definition of a cut-vertex, where it is only assumed that X \ {v} is
not connected.)

Lemma 20.20. Suppose that X admits a cocompact simplicial action G y X,
H1(X,Z2) = 0, |Ends(X)| > 1 and X has no cut-vertices. Then there exists a
(connected and essential) minimal track Γmin.

Proof. By Corollary 20.18, the set of connected essential tracks in X is non-
empty. Let Γi be a sequence of such graphs whose complexity converges to the
infimum. Without loss of generality, we can assume that each Γi has minimal
vertex-complexity ν = ν(Γ) among all connected essential tracks in X. Since X
is a simplicial complex, it is easy to see that each Γi is also a simplicial complex.
Therefore, the number of edges of the graphs Γi is also uniformly bounded (by
ν(ν−1)

2 ). In particular, there are only finitely many combinatorial types of these
graphs; therefore, after passing to a subsequence, we can assume that the graphs
Γi are combinatorially isomorphic to a fixed graph Γ.

Replace each edge of Γi with the hyperbolic geodesic (in the appropriate 2-
simplex of X). This does not increase the complexity of Γi, keeps the graph em-
bedded and preserves all the properties of Dunwoody tracks. Therefore, we will
assume that each edge of Γi is geodesic. We let hi : Γ→ Γi be graph isomorphisms.
Since `(Γi) are uniformly bounded from above, there exists a path-metric on Γ such
that all the maps hi are 1-Lipschitz. We let h̄i denote the composition of hi with the
quotient map X → Y = X/G. If there exists a compact set C ⊂ Y ′ := X ′/G such
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that h̄i(Γ)∩C 6= ∅, then the Arzela–Ascoli Theorem implies that the sequence (h̄i)
subconverges to a 1-Lipschitz map Γ → Y ′. On the other hand, if such compact
does not exist, then, since the edges of Y ′ have infinite length and Γ is connected,
the sequence of maps h̄i subconverges to a constant map sending Γ to one of the
vertices of Y . Hence, in this case, by post-composing the maps hi with gi ∈ G, we
conclude that the sequence gi ◦ hi subconverges to a constant map whose image is
one of the vertices of X. Recall that, by our assumption, X has no cut-vertices.
Therefore, every sufficiently small neighborhood of a vertex v of X does not sepa-
rate X into several unbounded components. This contradicts the assumption that
each Γi is essential.

Therefore, by replacing hi with gi ◦ hi (and preserving the notation hi for the
resulting maps), we conclude that the maps hi subconverge to a 1-Lipschitz map
h : Γ→ X ′. In view of Lemma 20.16 (and the fact that Γi’s have minimal vertex-
complexity), for every face s and edge e ⊂ s of X there exists at most one edge of Γi
contained in s and intersecting e. Therefore, the map h is injective and Γmin = h(Γ)
is a track in X. Moreover, for each sufficiently large i, the graph Γmin is isotopic
to Γi as they have the same counting function mΓ = mΓi . Thus, Γmin is essential.
Therefore, it is the required minimal track. �

20.4. Properties of minimal tracks

20.4.1. Stationarity. The following discussion is local and does not require
any assumptions on H1(X,Z2).

We say that a transversal graph Γ is stationary if for every small smooth isotopy
Γt of Γ (through transversal graphs), with Γ0 = Γ, we have

d

dt
`(Γt)|t=0 = 0.

In particular, every edge of Γ is geodesic.

Example 20.21. Every minimal essential Dunwoody track is stationary.

Let Γ be a Dunwoody track with geodesic edges. Let v be a vertex of Γ which
belongs to an edge e of X and γ an edge of Γ incident to v. We assume that
γ = γ(t) is parameterized by its arc-length so that γ(0) = v. We define πe(γ′) to
be the orthogonal projection of the vector γ′(0) ∈ TeH2 to the tangent line of e at
v.

Lemma 20.22. If Γ is stationary then for every vertex v as above we have

(20.2)
∑
γ

πe(γ
′) = 0

where the sum is taken over all edges γ1, ..., γk of Γ incident to v.

Proof. We construct a small isotopy Γt of Γ by fixing all the vertices and
edges of Γ except for the vertex v which is moved along e, so that v(t), t ∈ [0, 1], is
a smooth function. We assume that all edges of Γt are geodesic. This variation of
v uniquely determines Γt. It is clear that

0 =
d

dt
`(Γt)|t=0 =

k∑
i=1

d

dt
`(γi(t))|t=0.
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By the first variation formula (4.11), we conclude that

0 =

k∑
i=1

d

dt
`(γi(t))|t=0 =

k∑
i=1

πe(γ
′). �

Remark 20.23. The proof of the above lemma also shows the following. Sup-
pose that Γ fails the stationarity condition (20.2) at a vertex v. Orient the edge e
and assume that the vector ∑

γ

πe(γ
′)

points to the “right” of zero. Construct a small isotopy Γt, Γ0 = Γ, t ∈ [0, 1), so
that all edges of Γt are geodesic, vertices of Γt except for v stay fixed, while the
vertex v(t) moves to the “right” of v = v(0). Then

`(Γt) < `(Γ)

for all small t > 0.

Lemma 20.24 (The Maximum Principle). Let Λ1,Λ2 be stationary Dunwoody
tracks. Then in a small product neighborhood U of every common vertex u of these
graphs, either the graphs Λ1,Λ2 coincide, or one “crosses” the other. The latter
means that

Λ1 ∩ U+ 6= ∅,Λ2 ∩ U− 6= ∅.
Here U± = Λ1,U×(0,±1] where we identify the product neighborhood U with Λ1,U×
[−1, 1], Λ1,U = Λ1 ∩ U . In other words, if h : U = Λ1,U × [−1, 1] → [−1, 1] is the
projection to the second factor, then h|Λ2 cannot have maximum or minimum at u,
unless h|Λ2 is identically zero.

Proof. Let e be the edge of X containing u. Since Λ1,Λ2 are tracks, every
2-simplex s of X adjacent to e contains (unique) edges γi,s ⊂ Λi, i = 1, 2, which
are incident to u. Suppose that Λ2 does not cross Λ1. Then either for every
s, γi = γi,s, i = 1, 2 as above,

πe(γ
′
1) > πe(γ′2)

or for every s, γ1, γ2

πe(γ
′
1) > πe(γ′2).

Since, by the previous lemma,∑
s

πe(γ
′
i,s) = 0, i = 1, 2,

we conclude that πe(γ′1,s) = πe(γ
′
2,s). Therefore, since any geodesic is uniquely

determined by its derivative at a point, it follows that γ1,s = γ2,s for every 2-
simplex s containing e. Thus, Λ1 ∩ U = Λ2 ∩ U . �

20.4.2. Disjointness of essential minimal tracks. The following proposi-
tion is the key for the proof of Stallings Theorem presented in the next section:

Proposition 20.25. If H1(X,Z2) = 0 then any two (connected, essential)
minimal tracks in X are either equal or disjoint.
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Proof. Our proof follows [JR89]. The central ingredients in the proof are the
exchange and round-off arguments as well as the Meeks–Yau trick. All three come
from the theory of least area surfaces in 3-dimensional Riemannian manifolds.

Suppose that Λ,M are distinct connected essential minimal tracks which have
non-empty intersection.

Step 1: Transversal case. We first present an argument that this is im-
possible under the assumption that the graphs Λ and M are transverse to each
other, i.e. Λ∩M is disjoint from the 1-skeleton of X. Since both Λ,M are essential
and connected, each of them separates X into exactly two components, denoted
Λ±,M±; all of these components are unbounded, see Exercise 20.13. We consider
the four sets

Λ+ ∩M+,Λ+ ∩M−,Λ− ∩M+,Λ− ∩M−.

Since both Λ,M separate ends of X, at least two of the above sets are unbounded.
After relabeling, we obtain that the intersections

Λ+ ∩M+, Λ− ∩M−

are unbounded. Observe that

Λ ∪M = ∂(Λ+ ∩M+) ∪ ∂(Λ− ∩M−).

Set
Γ+ := ∂(Λ+ ∩M+),Γ− := ∂(Λ− ∩M−),

see Figure 20.8. It is immediate that both graphs are transversal (here and below
we disregard valency 2 vertices of Γ± contained in the interiors of 2-simplices of
X). Note that, at this point, we do not yet know if the graphs Γ± are connected.

We now compare the complexity of Λ (which is the same as the complexity of
M) and complexities of the graphs Γ+,Γ−. After relabeling, `(Γ+) 6 `(Γ−). We
leave it to the reader to verify that for both Γ+,Γ−, the number of edges is the
same as the number of edges of Λ. Clearly, the total length of Γ+ ∪Γ− is the same
as 2`(Λ) = 2`(M). Therefore,

`(Γ+) 6 `(Λ).

Hence, c(Γ+) 6 c(Λ). The transition from Λ to the graph Γ+ is called the exchange
argument: We replaced parts of Λ with parts of M in order to get Γ+.

Γ
−

Γ
+

Γ
+

Λ

’Λ Γ

or

−

Figure 20.8. Exchange argument.

By the assumption, the intersection Λ+ ∩M+ is unbounded. The complement
to this intersection contains Λ− ∩ M−, which is also assumed to be unbounded.
Therefore, the graph Γ+ separates ends of X and, hence, [Γ+] 6= 0 in H1

c (X,Z2),
see Lemma 20.12. It is then immediate that at least one connected component of Γ+

represents a non-trivial element ofH1
c (X,Z2). SinceH1(X,Z2) = 0, this component
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is essential. By minimality of the graph Λ, it follows that Γ+ is connected (otherwise
we replace it with the above essential component thereby decreasing the vertex-
complexity). Since Λ,M cross at a point x /∈ X(1), there exists an edge γ of Γ+

which is a broken geodesic containing x in its interior. (Recall that X \ X(0) is
equipped with a certain path-metric which is hyperbolic on each 2-dimensional
simplex.) Replacing the broken edge γ with a shorter path (and keeping the end-
points) we get a new graph Λ̂ whose total length is strictly smaller than the one
of Γ+. (This part of the proof is called the “round-off” argument.) We obtain a
contradiction with minimality of Λ. This finishes the proof in the case of transversal
intersections of Λ and M.

Step 2: Weakly transversal case: Meeks–Yau trick. We assume now
that Λ ∩M contains at least one point p of transversal intersection which is not
in the 1-skeleton of X. We say that in this situation Λ,M are weakly transversal
to each other. Note that by doing the “exchange and round-off” at p we have
some definite reduction in the complexity of the tracks, which depended only on
the intersection angle α between Λ,M at p. Then, the weakly transversal case is
handled via the “original Meeks-Yau trick” [MY81], which reduces the proof to
the transversal case. This trick was introduced in the work by Meeks and Yau in
the context of minimal surfaces in 3-dimensional manifolds and generalized by Jaco
and Rubinstein in the context of PL minimal surfaces in 3-manifolds, see [JR88].
The idea is to isotope Λ to a (non-minimal) geodesic graph Λt, whose total length
is slightly larger than Λ but which is transversal to M: `(Λt) = `(Λ) + o(t).

The the intersection angle αt between Λt and M near p can be made arbitrarily
close to the original angle α. Therefore, by taking t small, one can make the
complexity loss ε to be higher than the length gain `(Λt)− `(Λ). Then, as in Case
1, we obtain a contradiction with minimality of Λ and M.

Step 3: Non-weakly transversal case. We, thus assume that Λ∩M contains
no points of transversal intersection. (This case does not occur in the context of
minimal surfaces in 3-dimensional Riemannian manifolds.) The idea is again to
isotope Λ to Λt, so that `(Λt) = `(Λ) + o(t). One then repeats the arguments from
Step 1 (exchange and round off) and verifies that the new graph Λ̂t satisfies

`(Λt)− `(Λ̂t) > O(t).

It will then follow that `(Λ̂t) < `(Λ) when t is sufficiently small, contradicting
minimality of Λ.

Λ
M Λ

M

Isotope Λ

Λt

Λt
M

M

Figure 20.9. Meeks-Yau trick: Initially, the graphs Λ,M had a
common edge. After isotopy of Λ, this edge is no longer common.
The isotopy Λt is through geodesic graphs, which no longer satisfy
the balancing condition (20.2).
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We now provide the details of the Meeks–Yau trick in this setting. We first
push the graph Λ in the direction of Λ+, so that the result is a smooth family of
isotopic Dunwoody tracks Λt, t ∈ [0, t0],Λ0 = Λ, where each Λt has geodesic edges
and so that each vertex of Λt is within distance t from the corresponding vertex of
Λ. Since Λ was stationary, we have

`(Lt) = `(Λ) + ct2 + o(t2).

It follows from the Maximum Principle (Lemma 20.24) that the graphs Λt and M
have to intersect. For sufficiently small values of t 6= 0, the intersection is necessarily
disjoint from X(1). We now apply the exchange argument and obtain a graph Γt+,
such that

`(Γt+) 6 `(Λ) + ct2 + o(t2).

Let Λ̂t be obtained from Γt+ by the round-off argument (straightening the broken
edges). Lastly, we need to estimate from below the difference

`(Λ̂t)− `(Γt+).

It suffices to analyze what happens within a single 2-simplex s of X where the
graphs Λt and M intersect. We will consider only the most difficult case:

The geodesic segments λ and µ in s, which are components of Λ ∩ s and M ∩ s
respectively and such that λ and µ share only their end-point A.

In particular, the point A belongs to an edge e of s. Furthermore, a component
λt ⊂ Λt ∩ s, such that

lim
t→0

λt = λ0 := λ,

has non-empty intersection with M for small t > 0.

Remark 20.26. If such face s and segments λ, µ do not exist, then Λ = M. In
this situation, the geodesic segments λt and µ will be disjoint for small t > 0 and
nothing interesting happens during the exchange and round-off argument.

We introduce the notation:

λ = [A,B], µ = [A,C], λt = [At, Bt], t ∈ [0, t0].

By the construction, dist(A,At) = t, dist(B,Bt) = t. Set Dt := µ ∩ λt. There
are several possibilities for the intersection Γt+ ∩ s. If this intersection contains
the broken geodesics ADtAt or BtDtC, then the round-off of Γt+ will result in
reduction of the number of edges, contradicting minimality of Λ. We, therefore,
consider the case when Γt+ ∩ s contains the broken geodesic AtDtC, as the case of
the path ADtBt is similar.

Consider the triangle ∆(A,Dt, At). We note that the angles of this triangle are
bounded away from zero and π if t0 is sufficiently small. Therefore, the Sine Law
for hyperbolic triangles (4.4) implies that dist(At, Dt) ∼ t as t→ 0. Consider then
the triangle ∆(At, Dt, C) (see Figure 20.10). Again, the angles of this triangle are
bounded away from zero and π if t0 is sufficiently small. Therefore, Lemma 4.41
implies that

dist(At, Dt) + dist(Dt, C)− dist(At, C) > c1dist(At, Dt) > c2t = O(t)

if t0 is sufficiently small. Here c1, c2 are positive constants. Observe that when we
replace Γt+ with Λ̂t (the round-off), the path [At, Dt]∪ [Dt, C] is replaced with the
geodesic [At, C]. Therefore,

`(Γt+)− `(Λ̂t) = O(t).
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Figure 20.10. Meeks-Yau trick: Isotope the edge λ so that Dt =
λt ∩ µ is no longer on the edge e.

Since
`(Γt+)− `(Λ) = o(t),

we conclude that
`(Λ̂t)− `(Λ) < 0

if t is sufficiently small. This contradicts minimality of Λ. �

20.5. Stallings Theorem for almost finitely presented groups

Definition 20.27. A group G is said to be almost finitely presented (afp) if
it admits a properly discontinuous cocompact simplicial action on a 2-dimensional
simplicial complex X such that H1(X,Z2) = 0.

Note that every free simplicial action is properly discontinuous. Furthermore,
in view of Lemma 5.103, in the definition of an afp group one can replace a complex
X with a new simplicial complex X̂ which is 2-dimensional, has H1(X̂,Z2) = 0,
and the action Gy X̂ is free and cocompact.

Lemma 20.28. Every finitely presented group G is also afp.

Proof. Let Y be a finite presentation complex of G, subdivide it to obtain a
triangulated complex W , then let X be the universal cover of W . �

We are now ready to prove

Theorem 20.29. Let G be an almost finitely presented group with at least 2
ends. Then G splits as the fundamental group of a finite graph of finitely generated
groups with finite edge-groups.

Proof. Since G is afp, it admits a properly discontinuous cocompact simplicial
action on a (locally finite) 2-dimensional simplicial complex X with H1(X,Z2) = 0.
We give X ′ := X \X(0) the piecewise-hyperbolic path metric as in Section 20.1.

Definition 20.30. A subset Z ⊂ X is called precisely-invariant (under its
G-stabilizer) if for every g ∈ G either gZ = Z or gZ ∩ Z = ∅.

Proposition 20.31. There exists an finite connected subgraph Λ ⊂ X which
separates ends of X and is precisely-invariant.

Proof. If X has a cut-vertex, then we take Λ to be this vertex. Suppose,
therefore, that X contains no such vertices. Then, by Lemma 20.20, X contains
a minimal (essential) Dunwoody track Λ ⊂ X. By Proposition 20.25, for every
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g ∈ G, the track M := gΛ (which is also minimal) is either disjoint from Λ or equal
to Λ. �

The proof of Theorem 20.29 then reduces to:

Proposition 20.32. Every finite subgraph Λ ⊂ X as in Proposition 20.31 gives
rise to a non-trivial action of G on a simplicial tree T with finite edge-stabilizers
and finitely generated vertex groups.

Proof. Let Λ be either a cut-vertex of X or a finite connected essential
precisely-invariant track Γ ⊂ X (see Definition 20.30). We first consider the more
interesting case of when Γ is a Dunwoody track.

We partition of X into components of G · Γ and components of X \ G · Γ,
which we will refer to as complementary regions. Each complementary region Cv is
declared to be a vertex v of the partition and each Γe := g · Γ is declared to be an
edge e. Since Γ is a Dunwoody track and H1(X,Z2) = 0, the complement X \ Γe
consists of exactly two components Γ±e ; therefore, each edge of the partition is
incident to exactly two (distinct) complementary regions. These regions represent
vertices incident to e. Thus, we obtain a graph T . Since the action of G preserves
the above partition of X, the group G acts on the graph T .

Lemma 20.33. The group G does not fix any vertices of T and does not stabilize
any edges.

Proof. Suppose that G fixes a vertex v of T . Let Ev denote the set of edges
of T incident to v. By relabeling, we can assume that the corresponding component
Cv of X \G · Γ equals ⋂

e∈Ev
Γ+
e .

Therefore, for every x ∈ Cv, g ∈ G, and e ∈ Ev we have

g(x) /∈ Γ−e .

Recall that the action Γ y X is cocompact. Therefore, there exists a finite sub-
complex K ⊂ X whose G-orbit is the entire X. Clearly, x ∈ K for some x ∈ Cv.
On the other hand, by the above observation, the intersection

G ·K ∩ Γ−e

is a finite subcomplex. This contradicts the fact that Γ−e is unbounded. Thus, G
does not fix any vertex in T . Similarly, we see that G does not preserve any edge
of T . �

Lemma 20.34. The graph T is a tree.

Proof. Connectedness of T immediately follows from connectedness of X. If
T were to contain a circuit, it would follow that some Γe did not separate X, which
is a contradiction. �

Lastly, we observe that compactness of Γe’s and proper discontinuity of the
action Gy X imply that the stabilizer Ge of every edge e in G is finite. Note that,
a priori, G acts on T with inversions since g ∈ G can preserve Γe and interchange
Γ+
e ,Γ

−
e .
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Since the closure Cv of each vertex-space Cv is connected and Cv/Gv is com-
pact, it follows that the stabilizer Gv of each vertex v ∈ T is finitely generated (this
is a special case of the Milnor-Schwartz Lemma).

Suppose now that Λ is a single vertex v. If Λ were to separate X into exactly
two components, we would be done by repeating the arguments above. Otherwise,
we modify X by replacing the vertex v with an edge e whose mid-point m separates
X into exactly two components both of which are unbounded. We repeat this for
every point in G · v in G-equivariant fashion. The result is a new complex X̂ with
a cocompact action G y X̂. Clearly, Λ := {m} is precisely-invariant, and, hence,
we are done as above. Proposition 20.32 follows. �

In both cases, the quotient graph Γ = T/G is finite since the action Gy X is
cocompact.

We can now finish the proof of Theorem 20.29. In view of Proposition 20.32,
Bass–Serre correspondence (Section 7.5.6), implies that the group G is the funda-
mental group of a non-trivial finite graph of groups G with finite edge groups and
finitely generated vertex groups. �

Exercise 20.35. 1. Show that every vertex group of the graph of groups in
constructed in Theorem 20.29 is afp. Hint: First prove that for every vertex-space
Cv, H1(C̄v, ∂Cv;Z2) = H1(Xv;Z2) = 0, where the complex Xv is obtained by
collapsing every boundary track of Cv to a point.

2. Show that the tree T defined in the proof of Theorem 20.29 satisfies

|∂∞T | = |ε(G)|.

20.6. Accessibility

Let G be a finitely generated group which splits non-trivially as an amalgam
G1?HG2 or G1?H with finite edge-groupH. Sometimes, this decomposition process
can be iterated, by decomposing the groups Gi as amalgams with finite edge groups,
etc. The key issue that we will be addressing in this section is:

Does the decomposition process terminate after finitely many steps?

If this decomposition process of G terminates then the group G is isomorphic
to the fundamemtal group of a graph of groups, where all edge groups are finite
and all vertex groups have at most one end. This leads to

Definition 20.36. A group G is said to be accessible if it admits a (finite)
graph of groups decomposition with finite edge groups and 1-ended vertex groups.

C. Thomassen and W. Woess in [TW93] prove:

Theorem 20.37. A finitely generated group G is accessible if and only if one
(equivalently, every) Cayley graph Γ of G satisfies the following property:

There exists a number D so that every two ends of ΓG can be separated by a
bounded subset of Γ of diameter 6 D.

In particular, accessibility is QI invariant.

Our first goal is to show that all finitely generated torsion-free groups are
accessible. Recall that the rank of a finitely generated group is the least number of
its generators.
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Theorem 20.38 (Grushko’s theorem). Suppose that G is finitely generated and
G = G1 ? G2 is a non-trivial free product decomposition. Then

rank (Gi) < rank (G), i = 1, 2.

We refer the reader to the paper by Scott and Wall [SW79] for a topological
proof of this classical theorem in group theory. We can now prove:

Theorem 20.39. All torsion-free finitely generated groups are accessible.

Proof. If G is torsion-free, then all (inductively constructed) decompositions
G1 ?H G2 or G1?H are just free products G1 ?G2 and G1 ?Z respectively. Then, by
Grushko’s theorem, rank (Gi) < rank (G), i = 1, 2 and, hence, the decomposition
process terminates after at most rank (G) steps. �

M. Dunwoody ( [Dun93]) constructed an example of a finitely generated group
which is not accessible. The main result of this section is

Theorem 20.40 (M. Dunwoody, [Dun85]). Every almost finitely presented
group is accessible.

Our goal below is to give a proof of Dunwoody’s theorem, mostly following
papers by M. Dunwoody [Dun85] and G. Swarup [Swa93]. Before proving Dun-
woody’s theorem, we will establish several technical facts.

Refinements of graphs of groups. Let G be a graph of groups with the
underlying graph Γ, let H = Gv be one of its vertex groups. Let H be a graph of
groups decomposition of H with the underlying graph Λ. Suppose that:

Assumption 20.41. For every edge e ⊂ Γ incident to v, the subgroup Ge < H
is conjugate in H to a subgroup of one of the vertex groups Hw of H, w = w(e)
(this vertex need not be unique). For instance, if every Ge is finite, then, in view
of Property FA for finite groups, Ge will fix a vertex in the tree corresponding to
H. Thus, our assumption will hold in this case.

Under this assumption, we can construct a new graph of groups decomposition
F of G as follows. Cut Γ open at v, i.e. remove v from Γ and then replace each open
or half-open edge of the resulting space with a closed edge. The resulting graph Γ′

could be disconnected. We have the natural map r : Γ′ → Γ. Let Φ denote the graph
obtained from the union Γ′tΛ by identifying each vertex v′i ∈ r−1(v) ∈ e′i ⊂ Γ′ with
the vertex w(e) ∈ Λ as in the above assumption. Then Φ is connected. We retain
for Φ the vertex and edge groups and the group homomorphisms coming from Γ
and Φ. The only group homomorphisms which need to be defined are for the edges
e = [e−, e+], where e− = w(e) = w. In this case, the embedding Ge → Gw is the
one given by the conjugation of Ge to the corresponding subgroup of Gw.

We leave it to the reader to verify (using Seifert – Van Kampen theorem) that
π1(Φ) ' G.

Definition 20.42. The new graph of groups F is called the refinement of G
via H. A refinement is said to be trivial if H is a trivial graph of groups. We use
the notation G ≺ F for a refinement.

Proposition 20.43. Let G be a finite graph of finitely generated groups with
finite edge-subgroups (with the underlying graph Λ). Then:

1. Every vertex subgroup Gv is QI embedded in G = π1(G). (Note that finite
generation of the vertex groups implies that G is itself finitely generated.)
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Figure 20.11. Cut Γ open and glue Φ from Γ′ and Λ.

2. If, in addition, the group G is finitely presented, then every vertex group of
G is also finitely presented.

Proof. The proofs of both statements are very similar. We first construct (as
in Section 7.5.4) a tree of graphs Z, corresponding to G.

Namely, let Gy T be the action of G on a tree corresponding to the graph of
groups G (see Section 7.5.4). For every edge-group Ge in G we take Se := Ge\{1} as
the generating set of Ge. For every vertex-group Gv in G we pick a finite generating
set Sv of Gv, such that for every edge e = [v, w], the sets Sv, Sw contain the images
of Se under the embeddings Ge → Gv, Ge → Gw.

Then, using the projection p : T → Λ = T/G, we define generating sets Sṽ, Sẽ
of Gṽ, Gẽ using the isomorphisms Gṽ → Gv, Gẽ → Ge, where ṽ, ẽ project to v, e
under the map T → Λ. Let Zṽ, Zẽ denote the Cayley graphs of the groups Gṽ, Gẽ
(ṽ ∈ V (T ), ẽ ∈ E(T )) with respect to the generating sets Sṽ, Sẽ.

Now, to simplify the notation, we will use the notation v and e for vertices
and edges of T . Let Zv, Ze denote the Cayley graphs of the groups Gv, Ge (v ∈
V (T ), e ∈ E(T )) with respect to the generating sets Sv, Se defined above. We
have natural injective maps of graphs fev : Ze ↪→ Zv, whenever v is incident to
e. The resulting collection of graphs Zv, Ze and embeddings Ze ↪→ Zv, defines a
tree of graphs Z with the underlying tree T . For each Ze we consider the product
Ze× [−1, 1] with the standard triangulation of the product of simplicial complexes.
Let Z̃e be the 1-skeleton of this product. Lastly, let Z denote the graph obtained
by identifying vertices and edges of each Z̃e with their images in Zv under the maps
fev × {±1}. We endow Z with the standard metric.

Clearly, the group G acts on Z freely. The quotient graph Z/G has only finitely
many vertices; this quotient graph is finite if each Gv is finitely generated.

For every v ∈ V (T ) define the map ρv : Z0 → Z0
v = Gv to be the Gv-equivariant

nearest-point projection. For every edge e = [v, w], the subgraph fv(Ze) ⊂ Zv
separates Z, and every two distinct vertices in fv(Ze) are connected by an edge in
this graph. It follows that for x, y ∈ Z0 within unit distance from each other,

dist(ρv(x), ρv(y)) 6 1.

Hence, the map ρv is 1-Lipschitz. We then extend, Gv-equivariantly, each ρv to the
entire graph Z.
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We now can prove the assertions of the proposition.

1. Since each Gv is finitely generated, the action G y Zv is geometric and,
hence, the action G y Z is geometric as well. Thus, the space Z is QI to the
group G and Zv is QI to Gv for every vertex v. Let x, y ∈ Zv be two vertices and
α ⊂ Z be the shortest edge-path connecting them. Then ρ(α) ⊂ Z still connects
x to y and its length is at most the length of α. It follows that Zv is isometrically
embedded in Z. Hence, each Gv is QI embedded in G. This proves (1).

2. Since G is finitely presented and Gy Z is geometric, the space Z is coarsely
simply-connected by Corollaries 9.36 and 9.55. Our goal is to show that each vertex
space Zv of Z is also coarsely simply-connected. Let α be a loop in a vertex space
Zv. Since Z is coarsely simply-connected, there exists a constant C (independent
of α) and a collection of (oriented) loops αi in the 1-skeleton of Z such that

α =
∏
i

αi

and each αi has length 6 C. We then apply the retraction ρ to the loops αi. Then

α =
∏
i

ρ(αi)

and length(ρ(αi)) 6 length(αi) 6 C for each i. Thus, Zv is coarsely simply-
connected and, therefore, Gv is finitely presented. �

We are now ready to prove Dunwoody’s accessibility theorem.
Proof of Theorem 20.40. We will construct inductively a finite chain of refine-

ments
G1 ≺ G2 ≺ G3 . . .

which are graphs of groups with finite edge groups, afp vertex groups, and so that
the terminal graph of groups has only finite and 1-ended vertex groups.

We need a notion of complexity (which will be denoted σ(G)) for afp groups
G which generalizes the notion of rank used for the proof of accessibility in the
torsion-free case. Note that if we drop the assumotion H1(X,Z2) = 0 below and
assume instead that X is a graph, then σ(G) equals rank (G) + 1.

Definition 20.44 (σ-complexity). Suppose that X be a 2-dimensional sim-
plicial complex with H1(X,Z2) = 0, such that X admits a simplicial properly
discontinuous, cocompact action Gy X. We let σ(G,X) denote the total number
of cells in the cell-complex X/G (the quotient need not be a simplicial complex).
Accoringly, we will use the notation σ(G) for the minimum of the numbers σ(G,X)
where the minimum is taken over all complexes X and group actions G y X as
above. If G is a finite graph with afp vertex groups, then σ(G) is defined to be the
maximum of complexities σ(Gv), taken over all vertex groups Gv of G.

We will show that some process of refinement results in the strict reduct of the
σ-complexity. Such refinement process necessarily terminates.

Let G be an afp group and X be a G-complex which realizes the complexity
σ(G).

First, suppose that such X has a cut-vertex v (see Definition 20.19). Then, as
in the proof of Theorem 20.29, we split G as a graph of groups (with the edge-groups
stabilizing v) so that each vertex-group Gi acts on a subcomplex Xi ⊂ X, where
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the frontier of Xi in X is contained in G · v. It follows from the Mayer-Vietoris
sequence that H1(Xi,Z2) = 0 for each i. Thus, σ(Gi) < σ(G) for every i.

Hence, without loss of generality, we may assume that X has no cut-vertices.
If the group G has at most one end, we are done. Suppose that G has at least 2
ends. Then, by Propositions 20.31, 20.32, there exists a (connected) finite precisely-
invariant track τ̃1 ⊂ X1 := X which determines a non-trivial graph of groups decom-
position G1 of G1 := G with finite edge groups. Our assumption thatH1(X,Z2) = 0
implies that τ1 is 2-sided in X1 := X. Let X2 be the closure of a connected com-
ponent of X \ G · τ̃1. By compactness of X/G and Milnor–Schwartz Lemma, the
stabilizer G2 of X2 in G is finitely generated. Since H1(X,Z2) = 0, it follows by
excision and Mayer–Vietoris sequence that

H1(X2, ∂X2;Z2) = 0,

where ∂X2 is the frontier of X2 in X1.
Therefore, if defineW2 by pinching each boundary component of X2 to a point,

then H1(W2,Z2) = 0. The stabilizer G2 of X2 in G acts on W2 properly discontin-
uously and cocompactly. Therefore, each vertex group of G1 is again afp.

If each vertex group of G1 is 1-ended, we are again done. Suppose therefore that
the closure X2 of some component X1 \G · τ̃1 as above has stabilizer G2 < G1 which
has at least two ends. According to Theorem 9.24, G2 splits (non-trivially) as a
graph of groups with finite edge groups. Let G2 y T2 be a non-trivial action of G2

on a simplicial tree (without inversions) which corresponds to this decomposition.
Since each edge-group of G1 is finite, if such group is contained in G2, it has to fix
a vertex in T2, see Corollary 3.75. Recall that the edge-groups of G1 are conjugate
to the stabilizers of components of G · τ̃1 in G. Therefore, every such stabilizer fixes
a vertex in T2. We let X+

2 denote the union of X2 with all simplices in X which
have non-empty intersection ∂X2. Clearly, G2 still acts properly discontinuously
cocompactly on X+

2 . The stabilizer of each component of X+
2 \X2 is an edge group

of G1.
We then construct a (G1-equivariant) PC map (see Definition 20.5) f2 : X+

2 →
T2 such that:

1. f2 sends components of X+
2 \ int(X2) to the corresponding fixed vertices in

T2.
2. f2 sends vertices to vertices of T .
3. f2 is linear on each edge of the cell-complex X2.

If the image of the map f2 is bounded then the action G2 y T2 has a bounded
orbit. By Cartan’s Theorem (Theorem 3.74), G2 fixes a point in T2, which contra-
dicts the assumption that the action G2 y T2 is non-trivial.

Therefore, the image of f2 contains an edge e ⊂ T2 which separates T2 into at
least two unbounded subsets.

Then, by Lemma 20.6, there exists a point t ∈ e which is a regular value
of f2. Thus, by Exercise 20.8, f−1(t) is a track. It is immediate that f−1(t) is
precisely-invariant in X2 with finite G2-stabilizer. By the choice of e, the graph
f−1(t) separates X into at least two unbounded components. Let τ̃2 be an essential
component of f−1(t).

Thus, by Proposition 20.32, the track τ̃2 determines a decomposition of G2

as a graph of groups G3 with finite edge groups. We continue this decomposition
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inductively. We obtain a collection of pairwise disjoint connected tracks τ1, τ2, ... ⊂
Y = X/G which are projections of the tracks τ̃i ⊂ X.

Suppose that the number of tracks τi is > 6F + r, where F is the number of
faces in X and r is the dimension of H1(X,Z2). Then, by Lemma 20.14, every
τk, k > 6F + r is isotopic to some graph τi(k), i = i(k) 6 6F + r. Let R be the
product region in Y bounded by such tracks. Lifting this region in X we again
obtain a product region R̃ bounded by tracks giτ̃i, gk τ̃k, gi, gk ∈ G. Therefore, the
stabilizers of giτ̃i, gk τ̃k and R in G have to be the same. It follows that every Xk,
k > 6F + r is a product region whose stabilizer fixes its boundary components.
The corresponding tree Tk is just the union of two edges which are fixed by the
entire group Gk. This contradicts the assumption that each refinement Gk ≺ Gk
is non-trivial. Therefore, the decomposition process of G terminates after 6F + r
steps and G is accessible. �

20.7. QI rigidity of virtually free groups and free products

Theorem 20.45. If G is virtually free, then every group G′ which is QI to G
is also virtually free.

Proof. If the group G is finite, the assertion is clear. If G is virtually cyclic,
then G′ and G are 2-ended, which, by Part 3 of Theorem 9.22, implies that G′ is
also virtually cyclic.

Suppose now that G has infinitely many ends. Since G is finitely presented, by
Corollary 9.55, the group G′ is finitely presented as well. The group G acts geomet-
rically on a locally finite simplicial tree T with infinitely many ends, therefore, the
groups G and G′ are QI to T . Since G′ is finitely presented, by Theorem 20.40, the
group G′ splits as a graph of groups where every edge group is finite, every vertex
group is finitely generated and each vertex group has 0 or 1 ends.

By Proposition 20.43, every vertex group G′v of this decomposition is QI embed-
ded in G′. In particular, every G′v is quasi-isometrically embedded in a simplicial
tree of finite valence. The image of such an embedding is coarsely-connected (with
respect to the restriction of the metric on T ) and, therefore, is within finite dis-
tance from a subtree T ′v ⊂ T . Thus, each G′v is QI to a locally-finite simplicial tree
(embedded in T ).

Lemma 20.46. T ′v cannot have one end.

Proof. Suppose that T ′v has one end. The group G′v is infinite and finitely
generated. Therefore, its Cayley graph contains a bi-infinite geodesic (see Exercise
7.85). Such geodesic γ cannot embed quasi-isometrically in a 1-ended tree (since
both ends of γ would have to map to the same end of T ′v). �

Thus, every vertex group G′v has zero ends and, hence, is finite. By Theorem
7.52, the group G is virtually free. �

We conclude this chapter by generalizing Theorem 20.45 to quasi-isometries of
arbitrary finitely presented groups. The following theorem is due to P. Papasoglu
and K. Whyte, [PW02], who proved it for finitely generated groups. We refer the
reader to C. Cashen’s paper [Cas10] for further analysis.

Theorem 20.47 (QI rigidity for graphs of groups with finite edge groups).
Suppose that G,G′ are quasi-isometric finitely presented groups and f : G′ → G
is a quasi-isometry. Assume also that the group G has a decomposition as a finite
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graph of groups G with finite edge groups and finitely generated vertex groups which
have at most one end. Then G′ also admits a decomposition G′, such that for every
1-ended vertex group G′v in G′, f(G′v) is Hausdorff-close to a conjugate of a 1-ended
vertex group of G. In particular, every 1-ended vertex group of G is QI to a vertex
group of G′.

Proof. Finite presentability implies that both groups G and G′ are accessible.
As in the proof of Theorem 20.45, we conclude that:

The group G′ also splits as a finite graph of groups G′ with finite edge groups,
with finitely generated vertex groups each of which has at most two ends. We
associate with the graph G a tree of spaces X as in Section 7.5.6, with the underlying
cell complex X. Recall that there exists a G-equivariant projection p : X → T to
the associated Bass-Serre tree of G.

Each edge e of T splits the tree T in two subtrees T±e , which are the two
components of the subgraph of T obtained by erasing the edge e. (We will see
below how to assign the ± labels to these subtrees, depending on a vertex v of
G′.) We define two subspaces X±e ⊂ X, the unions of all vertex spaces Xv with
v ∈ V (T±e ). Consider the Cayley graph Γ′v of a 1-ended vertex group G′v of G′.
Since the edge-spaces of X have bounded diameter, they cannot coarsely separate
the image Y := f(Γ′v) in X. Thus, there exists a number D such that for every
edge e in E := E(T ), exactly one of the two subspaces X+

e , X
−
e coarsely contains

Y ; we denote this subspace X+
e :

Y ⊂ ND(X+
e ).

Remark 20.48. Note that since G′v has infinitely many ends, Y cannot be
coarsely contained in X−e . Thus, the choice of the vertex v defines a label ± for
each edge e of G. Accordingly, we obtain a collection of subtrees T+

e , e ∈ E.

We claim that the intersection of all these subtrees,

T+ :=
⋂
e∈E

T+
e ,

consists of a single vertex w. It then would immediately follow that

Y ⊂ ND(
⋂
e∈E

X+
e ).

Observe that it is not even clear that the intersection T+ is non-empty. We
note that, since no edge-space Xe coarsely separates Y , the projection of Y to T
is contained in a subtree A ⊂ T of finite diameter (otherwise, there exists an edge
e ∈ E such that Y contains points in X+

e , X
−
e arbitrarily far from Xe). Since the

graph Γ′v is connected, and has infinite diameter, it follows that Γ′v contains an
embedded half-line H, see Exercise 2.18. Lemma 2.19 then shows that there exists
a vertex w ∈ V (T ) such that p−1(w)∩ Y is unbounded. If w were a vertex of some
T−e , then the intersection

Xw ∩ Y ⊂ p−1(T−e ) ∩ Y

would be bounded. Therefore, w belongs to the intersection of all subtrees T+
e :

w ∈ T+.
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Lastly, if T+ contains another vertex u 6= w, then it also contains an edge e sepa-
rating these two vertices. Since w ∈ T+

e , u ∈ T−e , which means that u is not in T+.
This is a contradiction. Therefore, T+ = {w}.

To summarize: There is D ∈ R such that for each 1-ended vertex subgroup G′v
of G′, there exists a vertex w ∈ T such that f(Γ′v) ⊂ ND(Xv). Applying the coarse
inverse map f̄ : G → G′, we conclude that f(G′v) and Gw are Hausdorff-close to
each other. �
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CHAPTER 21

Proof of Stallings’ Theorem using harmonic
functions

In this chapter we will prove Stallings’ theorem in full generality:

Theorem 21.1. If G is a finitely generated group with infinitely many ends
then G is admits a non-trivial decomposition as a graph of groups with finite edge
groups.

In his essay [Gro87, Pages 228–230], Gromov outlined a proof of Stallings’
theorem using harmonic functions. The goal of this chapter is to provide details for
Gromov’s arguments. One advantage is that this proof works for finitely generated
groups without the finite presentability assumption. However, the geometry behind
the proof is not as transparent as in Chapter 20. The proof that we present in
this chapter is a simplified form of the arguments which appear in [Kap14]. The
simplification presented here (in the proof of Theorem 21.5) is due to Bruce Kleiner.

We refer the reader to the material of Section 3.9 for the definition of harmonic
functions on Riemannian manifolds and to Section 3.4 for the discussion of the
coarea formula. Both will be key ingredients in the proof.

Every finitely generated group G admits an isometric free properly discontin-
uous cocompact action GyM on a Riemannian manifold M , which, then, neces-
sarily has bounded geometry (since it covers a compact Riemannian manifold).

Example 21.2. If G is k–generated, and N is a Riemann surface of genus k,
we have an epimorphism

φ : π1(N)→ G.

Then G acts isometrically and cocompactly on the covering space M of N with
π1(M) = Ker(φ).

The space ε(M) of ends of M is naturally homeomorphic to the space of ends
of G, see Proposition 9.18. Let M̄ := M ∪ ε(M) denote the compactification of M
by its space of ends; the action of the group G extends to a topological action of G
on M̄ .

We will see in Section 21.3 that every continuous function χ : ε(M) → {0, 1},
admits a unique continuous extension

h = hχ : M̄ → [0, 1],

such that the function h|
M

is harmonic (the function h is the energy minimizer
among all extensions of χ lying in a suitable Sobolev space). Furthermore, unless
χ is constant, the extension h restricts to a proper function h : M → (0, 1).

Remark 21.3. This theorem fails ifM has one or two ends. For instance, every
harmonic function h : R→ (0, 1) has to be linear and, hence, constant.
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We will refer to the function h as the harmonic extension of χ (even though,
only its restriction to M is harmonic). Let H(M) denote the space of functions
M → R which are harmonic extensions nonconstant functions χ : ε(M) → {0, 1}.
We equip H(M) with the topology of uniform convergence on compacts in M . For
each h ∈ H(M) we define its energy

E(h) := E(h|
M

),

see Section 3.9 for the definition of energy of functions M → R. We will see in
Section 21.3 that E(h) is always finite.

Definition 21.4. We define the energy gap e(M) of M as

e(M) := inf{E(h) : h ∈ H(M)}.
The isometric group action GyM yields a linear action Gy H(M)

g · h = h ◦ g−1

which preserves the functional E. Therefore E projects to a lower semi-continuous
(see Theorem 3.41) functional E : H(M)/G → R+, where we give H(M)/G the
quotient topology. The main technical result needed for the proof of Stallings’
theorem is:

Theorem 21.5. 1. e(M) > 0.
2. The functional E : H(M)/G→ R+ is proper in the sense that the preimage

E−1([0, T ])

is compact for every T ∈ R+. In particular, e(M) is attained.

We now sketch our proof of Stallings’ theorem. Let h ∈ H(M) be an energy-
minimizing harmonic function guaranteed by Theorem 21.5, E(h) = e(M). We
then verify that the set S = {h(x) = 1

2} is precisely-invariant with respect to the
action of G (see Definition 20.30), it also separates the ends of M .

Remark 21.6. The set S, as each level set of a nonconstant harmonic function,
has zero measure (as it is a union of a smooth hypersurface and a subset of Hausdorff
dimension < dim(M)− 1, see [Bär97]), but we will not need this property.

If the level set S is connected, we can use the standard construction of a dual
simplicial tree T using the tiling of M by the components of M \G · S, cf. Section
7.5.6 and the proof of Theorem 20.29. The edges of T in this case are the “walls”,
i.e. hypersurfaces g(S), g ∈ G. Every wall then lies in the boundary of exactly two
components of M \G · S, which are the adjacent vertices.

This construction does not work in the case when S is not connected. We
still use hypersurfaces g(S) as the edges, but the definition of vertices has to be
modified. Instead of the topological separation (which is meaningless if we sepa-
rate disconnected subsets of M), we define separation via functions from the set
M = {g∗h, g∗(1 − h) : g ∈ G}}. A union V of components of M \ G · S is called
indecomposable if V cannot be separated by any function f ∈ M. These indecom-
posable sets are the vertices of T . We then show that each g(S) lies in the boundary
of exactly two indecomposable subsets of M \ G · S, thereby defining a graph on
which G is acting. Since the action of G onM is proper and S is compact, the edge
stabilizers for the action G y T are finite. Lastly, we verify that the graph T is a
tree and that the action of G on T and is non-trivial, i.e. G does not fix a point in
T .
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21.1. Proof of Stallings’ theorem

The goal of this section is to prove Stallings’ theorem assuming the results of
Section 21.3 and Theorem 21.5.

Let H(M) denote the space of harmonic functions h : M → [0, 1] as above.
According to Theorem 21.5, there exists a function h = hχ ∈ H(M) with minimal
energy E(h) = e(M) > 0. We will refer to the harmonic function h as minimal.
Then, for every g ∈ G, the function

g∗h := h ◦ g
has the same energy as h and (in view of uniqueness of the harmonic extension)
equals

hg∗(χ).

Following Gromov, for g ∈ G, define two new functions

g+(h) := max(h, g∗(h)), g−(h) := min(h, g∗(h)).

Clearly,
g−(h)(x) = g+(h)(x) ⇐⇒ h(x) = g∗h(x).

We will see (Lemma 21.20) that

E(g+(h)) + E(g−(h)) = 2E(h).

Both functions g+(h), g−(h) admit continuous extension to M̄ : The function
g+(h) extends to χ+ := max(χ, g∗(χ)) and g−(h) extends to χ− := min(χ, g∗(χ)).
The functions χ± take only the values 0 and 1 on ε(M). Define

h± := hχ± ,

the harmonic extensions of χ±. Since harmonic functions are energy-minimizers,

E(h±) 6 E(g±(h)),

and, hence,

(21.1) E(h+) + E(h−) 6 E(g+(h)) + E(g−(h)) = 2E(h) = 2e(M).

Remark 21.7. The functions h are functional analogues of the minimal tracks
in Chapter 20. The definition of the functions g±(h) is an analogue of the “exchange”
argument and the definition of the functions h± is an analogue of the “round off”
argument.

Note that it is, a priori, possible that χ− or χ+ is constant. Set

Gc := {g ∈ G : χ− or χ+ is constant}.
We first analyze the set G \Gc. For g /∈ Gc, both h− and h+ belong to H(M)

and, hence, by (21.1),

E(h+) = E(h−) = E(h) = e(M),

and
E(g+(h)) = E(h+), E(g−(h)) = E(h−).

It follows that both functions g±(h) are harmonic. Since

g−(h) 6 g+(h),
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the maximum principle (see Corollary 3.47) implies that either g−(h) = g+(h) or
g−(h) < g+(h). Indeed, if g−(h)(x) = g+(h)(x) at some x ∈M , then the difference

g+(h)− g−(h)

is harmonic and attains its absolute maximum at x ∈M . The maximum principle
then implies that the difference g+(h)− g−(h) is constant, hence, equals to zero.

Hence, the set {h = g∗h} is either empty or equals the entire M , in which case
g∗(h) = h. Therefore, for every g ∈ G \Gc one of the following holds:

1. g∗h = h.
2. g∗h(x) < h(x), ∀x ∈M .
3. g∗h(x) > h(x), ∀x ∈M .

In particular, the level set

S := h−1

(
1

2

)
is precisely–invariant under the elements of G \Gc: For every g ∈ G \Gc, either

g(S) = S

or
g(S) ∩ S = ∅.

(The equality case occurs iff g∗h = h or g∗(h) = 1− h.)
We now consider elements g ∈ Gc: For such g’s either χ− is constant or χ+ is

constant. Since χ− 6 χ+ and both functions only take the values 0 and 1, either
χ− ≡ 0 or χ+ ≡ 1.

Case 1: g ∈ Gc is such that χ− ≡ 0. In other words, whenever χ(ξ) = 1, we
also have g∗(ξ) = 0, ξ ∈ ε(M). It follows that

g∗χ 6 1− χ.
We claim that

g∗h 6 1− h.
Indeed, suppose that h1 = hχ1

, h2 = hχ2
∈ H(M) are such that χ1 6 χ2, but

hχ1
(x) > hχ2

(x)

for some x ∈M . Then the difference

f = hχ1
− hχ2

is harmonic, positive at x and limn→∞ f(xn) 6 0 for each sequence (xn) in M
diverging to infinity. This means that there exists an open bounded subset Ω ⊂M
with smooth boundary, which contains x and such that f |

Ω
attains its maximum at

the point x (and not on the boundary). This contradicts the Maximum Principle
for harmonic functions. Applying this to the harmonic functions h1 = g∗h and
h2 = 1− h, we conclude that

g∗h 6 1− h.

The same argument shows that if g∗h(x) = 1 − h(x) for some x ∈ M , then
g∗h = 1− h. The latter implies that

g(S) = S,

where S = {h = 1
2} as before.
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This leaves us with the case

g∗h < 1− h.
Then, clearly, g(S) ∩ S = ∅.

Case 2: χ+ ≡ 1. We then replace χ with χ′ = 1−χ, h with hχ′ , and conclude
that χ′− ≡ 0. Then, by appealing to the Case 1, we see that either g∗h = h or
g∗h > h.

We thus proved an analogue of the Proposition 20.31 in the proof of Stallings’
theorem for almost finitely presented groups in Chapter 20:

Lemma 21.8. Each minimal harmonic function h satisfies:
1. For every g ∈ G one of the following occurs:

(21.2) g∗h = h, g∗h < h, g∗h > h, g∗h = 1− h, g∗h < 1− h, g∗h > 1− h.
2. The subset h−1(1/2) = S ⊂M is compact and precisely–invariant under the

action of the group G. Moreover, for each g ∈ G, if g(S) = S then either g∗h = h
or g∗h = 1− h.

We let GS denote the stabilizer of S in G. Since S is compact and the action
GyM is properly discontinuous, the group GS is finite.

By the construction, the subset S separates M into at least two unbounded
components: One where h > 1/2 and the other where h < 1/2.

We now show that G splits non-trivially over a subgroup of GS . (As we noted
in the beginning of the chapter, the proof is straightforward under the assumption
that S is connected and has two complementary components, but requires extra
work in general.) We proceed by constructing a simplicial G–tree T on which G
acts non-trivially, possibly with inversions and with finite edge–stabilizers.

Construction of T . Given a minimal harmonic function h, define the set of
minimal functions

M = {g∗h, g∗(1− h) : g ∈ G}.
Each function f ∈ M defines the wall Wf = {x : f(x) = 1/2} and the half-spaces
W+
f := {x : f(x) > 1/2}, W−f := {x : f(x) < 1/2} (these spaces are not necessarily

connected). Note that
W+
f = W−1−f .

Let E denote the set of walls. We say that a wall Wf separates x, y ∈M if

x ∈W+
f , y ∈W−f .

Exercise 21.9. For f1, f2 ∈M, Wf1 ∩Wf2 = ∅ unless f1 = f2 or f1 + f2 = 1.

Exercise 21.10. No two points on the same wall Wf1 can be separated by a
wall Wf2 . Hint: See Lemma 21.8.

Maximal subsets V of
Mo := M \

⋃
f∈M

Wf

consisting of points which cannot be separated from each other by a wall, are
called indecomposable subsets of Mo. Similarly to the walls, these sets need not be
connected. Set

V := {indecomposable subsets of Mo}.
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We will refer to the elements of V as vertex spaces and to the walls Wf as edge-
spaces. We say that a wall W is adjacent to V ∈ V if W ∩ cl(V ) 6= ∅.

Lemma 21.11. If a vertex space V is contained in W−f1 ∩W
+
f2

and Wf1 ,Wf2 are
both adjacent to V then f1 < f2 on M .

Proof. We have

(21.3) f1|V <
1

2
< f2|V .

Since f1, f2 are both inM and f1 6= f2, f1 + f2 6= 1, Lemma 21.8 shows that either
fi > f3−i for some i ∈ {1, 2} or f1 + f2 < 1 or f1 + f2 > 1 on the entire manifold
M . If the former occurs then the inequality (21.3) implies that f1 < f2.

Consider the case f1 +f2 < 1. Then, taking a point x ∈ cl(V )∩Wf1 and taking
into account that f1(x) = 1/2, f2(x) > 1/2, we obtain

f1(x) + f2(x) > 1,

a contradiction. In the remaining case f1 + f2 > 1 we take x ∈ cl(V ) ∩Wf2 and
reach a similar contradiction. �

Lemma 21.12. Each wall W = Wf is adjacent to exactly two indecomposable
sets V +, V − ∈ V (contained in W+

f ,W
−
f respectively).

Proof. We first construct two vertex spaces adjacent to W .
There exist sequences x±k ∈ W±f which converge to x± ∈ W . The inequalities

(21.2) imply that for large k the points x+
k belong to the same vertex space, which

we denote by V + and the points x−k belong to the same vertex space, which we
denote by V −.

Now, let us prove that V ± are the only vertex spaces adjacent to W . Suppose
that V ⊂ W+

f is adjacent to W . Considering a sequence y+
k ∈ V converging to

some y ∈W , we conclude that no wall separates y+
k from x+

k for large k (since this
holds for the limit points y, x). �

We define a graph T with the vertex set V and the edge set E , where W ∈ E
connects V + and V − if and only if W is adjacent to both.

Lemma 21.13. The graph T is a tree.

Proof. By the construction, every point of M belongs to a wall or to an
indecomposable set. Hence, connectedness of T follows from connectedness of M .

Suppose that T contains a circuit with the consecutive vertices

V1, V2, . . . , Vk, Vk+1 = V1,

and the edges Wf1 , ...,Wfk ,Wfk+1
= Wf1 , where for each i = 1, ..., k + 1, Wfi =

[Vi, Vi+1] and Vi 6= Vj unless i = j or |i− j| = k. By replacing the functions fi with
1− fi if necessary, we may assume that

Vi ⊂W−fi ∩W
+
fi+1

, i = 1, . . . , k.

In view of Lemma 21.11, we have

f1 < f2 < f3 < . . . < fk < fk+1.

Note that Wf1 = Wfk+1
and we either have f1 = fk+1 or f1 +fk+1 = 1. The former

clearly contradicts the inequality f1 < fk+1. In the later case,

Vk+1 ⊂W−fk ∩W
+
fk+1

= W−fk ∩W
−
f1
⊂W−f1 .
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However, Vk+1 = V1 ⊂W+
f1
, a contradiction. �

We next note that G acts naturally on T since the sets M, E and V are G–
invariant and G preserves adjacency. If g(Wf ) = Wf , then g∗f = f or g∗(f) = 1−f ,
which implies that g preserves bothW+

f andW−f or swaps them. Thus, it is possible
that the G-action on T is not without inversions. The stabilizer of an edge in T
corresponding to a wall W is finite, since W is compact and G acts on M properly
discontinuously.

It remains to verify non-triviality of the action of G on T . Suppose that Gy T
has a fixed vertex. This means that the indecomposable subset V ⊂M defining this
vertex is G–invariant. Since G acts cocompactly on M , it follows that M = Nr(V )
for some r ∈ R+. The indecomposable subset V is contained in the half-space W+

f

for some wall Wf . Since Wf is compact and W−f is not, the subset W−f is not
contained in Nr(Wf ). Thus W−f \ Nr(V ) 6= ∅. This is a contradiction.

Lastly, in order to obtain a G-action on a tree without inversions, we barycen-
trically subdivide the tree T . Therefore we obtain a non-trivial graph of groups
decomposition of G where the edge groups are conjugate to subgroups of the finite
group GS . �

21.2. Nonamenability

The goal of the section is to show that each group G with infinitely many ends
is nonamenable; accordingly, the manifold M (on which G acts geometrically) has
λ1(M) > 0, equivalently, M has positive Cheeger constant. This property will be
used in constructing harmonic extensions hχ of functions χ : ε(M) → {0, 1} and
proving Part 1 of Theorem 21.5.

Let X be a metric space. A metric ball B(x, r) ⊂ X is a neck (more precisely,
an r-neck) if

X \B(x, r)

has at least three unbounded components. The point x is the center of the r-neck.
The following theorem was proven by C. Pittet in [Pit98]:

Theorem 21.14. Let X be a connected graph (equipped with the standard met-
ric) such that there exists r > 0 for which every vertex x ∈ V (X) is the center of
an r-neck in X. Then X is nonamenable.

Proof. Let m be an integer such that m > 4r + 2. Define V ⊂ V (X) as a
maximal m-separated subset of V (X). We will prove the theorem by constructing
a map

f : V → V

such that d(v, f(v)) 6 2m + 1 and f−1(u) has cardinality > 2 for every u ∈ V .
Then the theorem will follow from Theorem 18.4.

The construction of f is somewhat reminiscent of the proof of the Milnor–
Schwarz Theorem. Fix a vertex v0 ∈ V . For v ∈ V such that d(v0, v) 6 m set
f(v) = v0. Otherwise, take a geodesic g ⊂ X connecting v0 to v and let x ∈ g
be the vertex of X with d(x, v) = m + 1. Then let f(v) be a point w ∈ V closest
to x. (If there are several such points, pick one at random.) By maximality of V ,
d(x,w) 6 m. Therefore,

d(v, f(v)) 6 2m+ 1.
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Before proving the statement about cardinality of f−1(u), we will need a tech-
nical lemma.

Lemma 21.15. Pick u ∈ V and consider the ball B = B(u, r) ⊂ X. Let C,C ′
be distinct components of X \B. Then for v ∈ V ∩ C, v′ ∈ V ∩ C ′ we have

d(v, v′) > m+ 1.

Proof. Every geodesic g connecting v to v′ is the union

vx ∪ xx′ ∪ x′v′

where x ∈ g ∩B, x′ ∈ g ∩B and xx′ ⊂ B. Then

d(v, v′) > d(v, x) + d(v′, x′) > d(v, u)− r + d(v′, u)− r > 2m− 2r > m+ 1

by our choice of m. �
We will now proceed to proving the inequality on the cardinality of f−1(u).

For u ∈ V let C be one of the (at least two) unbounded components of X \B(u, r)
which does not contain v0. Let v ∈ C ∩ V be a point closest to v0. We claim that
f(v) = u. Since there are at least two such components C, we will then conclude
that f−1(u) contains at least two points.

We let g denote a geodesic in X connecting v0 to v. This geodesic necessarily
passes through the ball B = B(u, r).

Case 1: d(v, v0) 6 m (which implies that f(v) = v0 by the definition of f). The
vertices v0, v cannot belong to distinct components of X \B, as it would contradict
Lemma 21.15. This means that v0 has to belong to the ball B, i.e. v0 = u. Thus,
in this case, f(v) = u, as required.

Case 2: d(v0, v) > m+ 1. Let x ∈ g be the vertex with d(x, v) = m+ 1.
Subcase 2a: x /∈ C ∪B. Pick y ∈ g ∩B. Then

m+ 1 = d(x, v) > d(x, x′) + (d(u, v)− d(y, u)) > d(x, y) +m− r,
which implies that

d(x, y) 6 r + 1.

Therefore,
d(x, u) 6 d(x, y) + r 6 2r + 1.

If w ∈ V is a vertex with d(x,w) 6 2r + 1 then

d(u,w) 6 4r + 2 < m

implying that u = w, as the set V is m-separated. Therefore, in this case, f(v) = u.

Subcase 2b: x ∈ B. Then d(x, u) 6 r and, hence, for every u′ ∈ V \ {u},
d(x, u′) > 2m− r > 2. Therefore, in this case, again, f(v) = u.

Subcase 2c: x ∈ C. We leave it to the reader to verify that for every compo-
nent C ′ of X \ (B ∪ C), if v′ ∈ C ′ ∩ V then d(u, x) < d(v′, x), implying that

f(v) ∈ {u} ∪ C.
Suppose, that f(v) = w ∈ V ∩ C. Then d(x,w) 6 m and, hence,

d(v0, w) 6 d(v0, x) +m < d(v0, v)

as d(v0, x) = m. This, however, contradicts the choice of v as the point in V ∩ C
closest to v0. This leaves only one possibility: f(v) = u. �
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Corollary 21.16. Suppose that M is a Riemannian manifold which admits
an isometric properly discontinuous cocompact action of a group G with infinitely
many ends. Then G is nonamenable and λ1(M) > 0.

Proof. Since amenability is QI invariant, G is amenable if and only if its
Cayley graph X is. Since the graph X is nonamenable by Theorem 21.14, its
Cheeger constant is positive, h(M) > 0 (see Theorem 18.14), equivalently, λ1(M) >
0, see Theorem 3.53. �

21.3. An existence theorem for harmonic functions

Theorem 21.17 below was originally proven by Kaimanovich and Woess in The-
orem 5 of [KW92] using probabilistic methods (they also proved it for arbitrary
continuous functions with values in [0, 1]). At the same time, an analytical proof
of this result was given by Li and Tam [LT92], see also [Li12, Chapter 21] for a
detailed and more general treatment.

LetM be a Riemannian manifold as in the beginning of this chapter (M admits
a geometric action of a group G with infinitely many ends). We owe the following
proof to Mohan Ramachandran:

Theorem 21.17. Let χ : ε(M)→ {0, 1} be a continuous function. Then:
1. χ admits a continuous harmonic extension to M .
2. This harmonic extension h has finite energy.

Proof. We let C∞c (M) denote the space of C∞ functions M → R with com-
pact support. For u, v ∈ C∞c (M) define the inner product

〈u, v〉 =

ˆ
M

uv dV

where dV is the Riemannian volume density onM . In what follows we will use this
volume density to define a measure (of the Lebesgue class) on the sigma-algebra of
Borel subsets of M . We let

‖u‖L2
= 〈u, v〉1/2

denote the norm of u with respect to this inner product. Since the differential of
each function u ∈ C∞c (M) is also compactly supported, the energy E(u) of the
function u is finite.

We leave it to the reader to verify that the quantity

‖u‖ := ‖u‖L2 +
√
E(u).

is also a norm on C∞c (M). We define a Sobolev space W 1,2
o (M) as the completion

of C∞c (M) with respect to the norm ‖u‖. The space W 1,2
o (M) sits naturally in

the Hilbert space L2(M). Furthermore, by the construction, the energy functional
extends continuously to W 1,2

o (M).
Recall that every function χ extends to a continuous function ϕ : M̄ → R which

is smooth on M , see Lemma 9.26.

We let L2
loc(M) denote the space of functions of M which are locally in L2,

i.e. functions whose restrictions to compact subsets K ⊂ M are in L2(K). By
continuity, every extension ϕ above, belongs to L2

loc(M). Thus, for a fixed function
ϕ we define the affine subspace of functions

G := ϕ+W 1,2
o (M) ⊂ L2

loc(M).
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Then the energy is a continuous (nonlinear) functional on G and we set E :=
inff∈G E(f).

Note that, since G is affine, for u, v ∈ G we also have
u+ v

2
∈ G,

in particular,

E

(
u+ v

2

)
> E.

We set

E(u, v) := 2E

(
u+ v

2

)
− E(u) + E(v)

2
.

The latter equals

(21.4) E(u, v) :=

ˆ
M

〈∇u,∇v〉dV

in the case when u, v are smooth. We thus obtain,

E(u, v) > 2E − E(u) + E(v)

2

for all u, v ∈ G. Hence, in view of (21.4), by continuity of E,

(21.5) E(u− v) = E(u) + E(v)− 2E(u, v) 6 2E(u) + 2E(v)− 4E.

Pick a sequence un ∈ G such that

lim
n→∞

E(un) = E.

Then, according to (21.5),

E(um − um) 6 2E(un) + 2E(um)− 4E = 2(E(un)− E) + 2(E(um)− E).

We now come to the first, and only, point where the assumption that the
number of ends M is infinite (and not 2) is used:

Since λ = λ1(M) > 0 (Theorem 21.14), we obtain, by the definition of the
bottom of the spectrum (3.6),

(21.6) λ

ˆ
M

f2dV 6 E(f)

for all f ∈ C∞c (M) and, hence, by continuity, for all f ∈ W 1,2
o (M). Therefore,

the functions vn := un − ϕ ∈W 1,2
o (M) satisfy

‖vn − vm‖ 6 (2 + λ−1)(E(un)− E + E(um)− E).

Hence, the sequence (vn) is Cauchy in W 1,2
o (M). Set

v := lim
n
vn, u := ϕ+ v ∈ G.

By semicontinuity of energy (Theorem 3.41), E(u) = E. Since u minimizes
energy among all functions in G, it is necessarily harmonic and, hence, u is smooth
(see Section 3.9). Since dϕ is compactly supported (its support K is contained in
the support of ϕ), the function v is also harmonic away from the compact subset
K ⊂M . By the inequality (21.6), we have

(21.7)
ˆ
M

v2dV 6 λ−1E(v) <∞.
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Let r > 0 denote the injectivity radius of M . Pick a base-point o ∈ M . Then
(21.7) implies that there exists a function ρ : M → R+ which converges to 0 as
d(x, o)→∞, such that ˆ

B(x,r)

v2(x)dV 6 ρ(x)

for all x ∈ M . By the mean value inequality (Corollary 3.49 in Section 3.9), there
exists C1 <∞, such that

sup
x∈B(x,r)

v2(x) 6 C1 inf
B(x,r)

v2

provided that d(x,K) > r. Therefore,

v2(x) 6 C1

V ol(B(x, r))

ˆ
B(x,r)

v2 6 C2ρ(x),

and, thus,
lim

d(x,o)→∞
v(x) = 0.

We conclude that the harmonic function u extends to the function χ on ε(M). �
Properties of harmonic extensions.

Proposition 21.18. 1. For each continuous function χ : ε(M) → {0, 1} its
harmonic extension h : M → R is unique.

2. The unique harmonic extension takes values in the interval [0, 1].
3. If h(x) = 0 or h(x) = 1, for some x ∈M , then h is constant.

Proof. We prove all three properties by appealing to the Maximum Principle
for harmonic functions. Since the proofs are analogous to the ones which appear in
Lemma 21.8, our arguments will be somewhat brief.

1. Suppose that h1, h2 : M̄ → R are harmonic extensions of χ : ε(M)→ {0, 1}.
Then the difference h = h1 − h2 is harmonic and for every sequence xn ∈ M
diverging to infinity,

lim
n→∞

h(xn) = 0.

Hence, h attains its maximum or minimum at a point x ∈ M . By the Maximum
Principle, h is constant, implying that h1 = h2.

2. Let h be the unique harmonic extension of χ. Suppose that there exists
x ∈ M such that h(x) > 1. Then h again attains its maximum at a point of M ,
implying that h is constant. This is impossible if h(x) > 1. The same argument,
with 1−h replacing h, handles the case h(x) 6 0. This proves (2) as well as (3). �

21.4. Energy of minimum and maximum of two smooth functions

The arguments here are again due to Mohan Ramachandran.
Let M be a smooth manifold and f be a C1-smooth function on M . Define the

function f+ := max(f, 0) and the closed set

Γ := {x ∈M : f(x) = 0, df(x) = 0}.
Set

Ω := {x ∈M : f(x) = 0, df(x) 6= 0} = f−1(0) \ Γ.

By the implicit function theorem, Ω is a smooth submanifold in M and, hence, has
measure zero. Clearly, f+ is smooth on M \ {f = 0}.
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Lemma 21.19. Under the above conditions, a.e. onM we have: df+(x) = df(x)
if f(x) > 0 and df+(x) = 0 if f(x) 6 0.

Proof. The claim is clear at the points x where f(x) 6= 0. Since Ω has measure
zero, it suffices to prove the assertion for points x0 ∈ Γ. Choose local coordinates
on M at a point x0 ∈ Γ, so that x0 = 0. Since f has zero derivative at 0, we have:

lim
v→0

|f(v)|
‖v‖ = 0.

Since 0 6 |f+| 6 |f |, it follows that

lim
v→0

|f+(v)|
‖v‖ = 0.

Therefore, f+ is differentiable at x0 and df+(x0) = 0. �
Consider now two C1-smooth functions f1, f2 on M . Define

fmax := max(f1, f2), fmin := min(f1, f2), f := f1 − f2.

Lemma 21.20. E(f1) + E(f2) = E(fmax) + E(fmin).

Proof. Set

M1 := {f1 > f2},M2 := {f2 > f1},M0 := {f1 = f2}.
Since

fmax = f2 − f+, fmin = f1 − f+,

by the above lemma we have:

∇fmax = ∇f2, ∇fmin = ∇f1 a.e. on M0.

Clearly,
∇fmax = ∇fi|Mi

,∇fmin = ∇fi+1|Mi+1
, i = 1, 2.

Hence,ˆ
Mi

(
|∇fmax|2 + |∇fmin|2

)
dV =

ˆ
Mi

(
|∇f1|2 + |∇f2|2

)
dV, i = 0, 1, 2.

Therefore,
E(f1) + E(f2) = E(fmax) + E(fmin). �

21.5. A compactness theorem for harmonic functions

21.5.1. Positive energy gap implies existence of an energy minimizer.
Let M be a bounded geometry Riemannian manifold with infinitely many ends
and positive Cheeger constant > c > 0, and let M̄ = M ∪ ε(M) be the end
compactification of M .

We state several definitions and notations used in what follows. For an m-
dimensional Riemannian manifold N (possibly with boundary), we let |N | denote
the m-dimensional volume of N . Given a function f : N → R, we set V ar(f) :=
sup(f) − inf(f), the variation of f on N . For a function f on N , we define the
average of f ,  

N

f =

´
N
fdV

Vol(N)
.
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In order to simplify the notation, we will frequently omit dV in the notation for
integrals. Let U ⊂M be a smooth codimension 0 submanifold with compact bound-
ary K. The capacitance cap(U,K) of the pair (U,K) is the infimum of energies of
compactly supported functions u : U → [0, 1], which are equal to 1 on K. We refer
to Section 21.2 for the definition of R-necks in M . Note that each proper function
f : M → (t1, t2) admits a continuous extension to M̄ : We will always retain the
name f for this extension. The same convention will be used for functions defined
on subsets with compact boundary in M .

Let F denote the collection of continuous functions u on M̄ , whose restriction
to ε(M) is nonconstant, and takes values in {0, 1}, while u is differentiable almost
everywhere on M .

In Section 21.5.4 we will prove Part 1 of Theorem 21.5:

Theorem 21.21. There exists µ > 0 such that every u ∈ F has energy at least
µ, i.e. e(M) > 0, M has positive energy gap.

Our goal below is to derive Part 2 of Theorem 21.5 from Part 1. We first state
several corollaries of Theorem 21.21.

Corollary 21.22. For each U ⊂M and K as above, cap(U,K) > µ.
Proof. Given a function u : U → [0, 1] which equals 1 on K, we extend u by

1 to the rest of M . Then, clearly, the extension ũ has the same energy as u (since
∇ũ vanishes on M \ U) and u ∈ F . Therefore, E(u) = E(ũ) > µ. �

As an application, we prove:

Proposition 21.23. Assume that every point inM belongs to an R-neck. Then
for all 0 < a < b < 1, E ∈ [0,∞), there is an r = r(a, b, E) ∈ (0,∞) with the
following property. If u : M → (0, 1) is a proper a.e. smooth map, and p ∈ M ,
then either:

(1) u(B(p, r)) is not contained in the interval [a, b], or
(2) the energy of u is at least E.

Proof. Define s = min(a2, 1 − b2). Since every point of M belongs to an
R-neck, there exists r0, such that the complement of every ball B(p, r0) has more
than

k =
E

sµ
unbounded components.

We claim that the desired property holds for r = r0 (and, hence, for all greater
values of r as well). Suppose that this fails. For a point p ∈M the distance function
d(p, ·) is smooth away from p and a.e. r ∈ R+ is its regular value. Thus, for generic
r > r0 (which we fix from now on), the metric ball B(p, r) ⊂ M has smooth
boundary. We let C denote the collection of unbounded components of M \B(p, r).
Let u : M → (0, 1) be a proper a.e. smooth map such that u(B(p, r)) ⊂ [a, b], while
u has energy 6 E. For each U ∈ C, the function u takes the values in [a, b] on
K = ∂U . Consider the two functions u+ = max{b, u} and u− = min{a, u} on U .
Then

E(u±) 6 E(u|
U

)

and u+|
K
≡ b, u−|

K
≡ a. Let ũ± denote the extension of u± to the rest of M such

that
ũ±|

M\U ≡ u±|K .
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Then
E(ũ±) = E(u±) 6 E(u|

U
).

Note that u−, ũ− and u+, ũ+ are proper functions to intervals (0, a) and (b, 1)
respectively.

Consider the function ũ−: Its values on ε(M) belong to {0, a} and a is one of
its values. If ũ− does not take zero value on ε(M), then u|

ε(U)
takes only the value

1.
Case 1: The function ũ− takes both values 0 and a on ε(M). Then the rescaled

function 1
a ũ
− belongs to F and, hence,

E(u|
U

) > E(ũ−) > a2µ

by Theorem 21.21.

Case 2: The function u|
ε(U)

takes only the value 1. (Then ũ− is constant, equal
to a, on ε(M) and we obtain no lower energy bound from the above arguments.)
Since u is nonconstant on ε(M), it has to take the zero value somewhere on ε(M\U),
which means that the function ũ+ takes both values b and 1 on ε(M).

Consider the function
ṽ := 1− ũ+

and, similarly to the Case 1 argument, obtain

E(u|U ) > E(ṽ) > (1− b2)µ.

In either case, we conclude that

E(u|
U

) > sµ > 0,

where, as we recall, s = min(a2, 1− b2).
By the definition of r0, the number of unbounded components of M \ B(p, r)

is greater than

k =
E

s2µ
.

The restriction of u to each of these ends is at least s2µ, which implies that the
energy of u is greater than E. This is a contradiction. �

Corollary 21.24. If u : M → (0, 1) is a proper a.e. smooth function of energy
6 E and u is nearly constant on a large ball B = B(p, r), then it nearly equals to
0 or 1 on B. More precisely, the supremum-norm of u|

B
or of (u− 1)|

B
converges

to zero as V ar(u|
B

)→ 0.

We next prove that harmonic functions of bounded energy have small variation
on “most” balls in M .

Lemma 21.25. Suppose that h : M → [0, 1] is a harmonic function of finite
energy. Fix r > 0 and let xi ∈M be a sequence diverging to infinity, i.e.

lim
i→∞

d(x1, xi) =∞.

Then
lim
i→∞

V ar(h|
B(xi,r)

) = 0.
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Proof. Suppose to the contrary that there exists a sequence (xi) such that the
variation of h on B(xi, r) does not converge to zero. After passing to a subsequence,
we can assume that the balls B(xi, r) are pairwise disjoint and there exist δ > 0
and points yi ∈ B(xi, r) such that |h(xi)− h(yi)| > δ for all i. For each i we pick a
geodesic segment γi ⊂ B(xi, r) of length 6 r connecting xi to yi.

By the Mean Value Theorem, for each i there exists zi ∈ γi such that

|∇u(zi)| >
|h(xi)− h(yi)|

r
> δ

r
.

Hence, we obtain a lower energy-density bound at one point:

|∇h(zi)|2 >
δ2

r2
.

We next promote this to a lower energy bound for h. According to Theorem 3.51,
there exists a constant L depending only on the geometry bounds of M , such that

|∇|∇h(x)|2| 6 L
at each x ∈M where ∇h(x) 6= 0. By appealing to the Mean Value Theorem again,
for all x ∈ B(zi, ρ), we obtain:

|∇h(x)|2 > η :=
δ2

r2
− Lρ.

We fix ρ > 0 such that η > 0 and observe that there exists V > 0 for which

Vol(B(zi, ρ)) > V,

for all i. Therefore,
E(h|

B(zi,ρ)
) > ηV.

Since the balls B(zi, ρ) are pairwise disjoint, we conclude that h has infinite energy.
A contradiction. �

We can now prove Part 2 of Theorem 21.5. Recall that H = H(M) is the space
of functions f ∈ F which are harmonic on M . Consider a sequence fn ∈ H whose
energy is bounded above by a number E. Since each fn takes both values 0 and 1
on ε(M), there exist a sequence xn ∈ f−1

n (1/2). By applying elements of the group
G, we can assume that the points xn belong to a fixed compact K ⊂ M . After
passing to a subsequence, we may assume that limn→∞ xn = x ∈ K. In view of
Compactness Theorem 3.52, the sequence of functions fn subconverges uniformly
on compacts to a harmonic function f which attains the value 1/2 at x ∈ K. We
have to show that f ∈ F .

1. By lower semicontinuity of energy (Theorem 3.41), f has energy 6 E.
2. Suppose that f is constant on M . Then for each δ > 0 and r > 0 there

exists n such that
V ar(fn|B(x,r)

) < δ.

By taking r sufficiently large and taking into account Corollary 21.24, we conclude
that fn approximately equals to 0 or 1 on B(x, r). This contradicts the assumption
that fn(xn) = 1/2. Therefore, f cannot be constant.

3. Suppose now that f either does not extend continuously to a point ξ ∈
Ends(M) or that the extension f(ξ) exists but f(ξ) is different from 0 and 1.
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Then there exist a, b ∈ (0, 1) and a sequence pi ∈ M converging to ξ in the
topology of M̄ such that for all i,

0 < a 6 f(pi) 6 b < 1.

Remark 21.26. Note that this also includes the case when there are sequences
xi → ξ, yi → ξ with

lim
i→∞

f(xi) = 0, lim
i→∞

f(yi) = 1.

In this case, for large i, f takes the value 1
2 at a point pi in a path connecting xi

to yi and close to ξ in the topology of M̄ .

Take r = r(a, b, E) as in Proposition 21.23. Since E(f) < ∞, V ar(f |
Br(pi)

)

converges to 0 as i→∞, see Lemma 21.25. Since for each fixed i

lim
n→∞

fn|B(pi,r)
= f |

B(pi,r)
,

we conclude that (for large n and i) the function fn contradicts Proposition 21.23.
�

Remark 21.27. One could remove the cocompactness assumption by saying
that any sequence ui ∈ H has a pointed limit living in a pointed Gromov-Hausdorff
limit of a sequence (M,xn) (which will be another bounded geometry manifold with
a linear isoperimetric inequality and ubiquitous R-necks).

Thus, it remains to prove Theorem 21.21; the proof of occupies the rest of the
chapter.

21.5.2. Some coarea estimates. Recall that if u : M → R is a smooth
function on a Riemannian manifoldM , then for a.e. t ∈ R, the level set u−1({t}) =
{u = t} is a smooth hypersurface, and for any measurable function φ : M → R
such that φ|∇u| is integrable, we have the coarea formula

(21.8)
ˆ
M

φ|∇u| =
ˆ
R

(ˆ
{u=t}

φ

)
dt ,

where the integration
´
{u=t} φ is with respect to the Riemannian measure on the

hypersurface, see Theorem 3.14.
The two applications of this appearing below are:

(21.9)
ˆ
{t16u6t2}

|∇u|2 =

ˆ t2

t1

(ˆ
{u=t}

|∇u|
)
dt ,

where we take φ = |∇u| on {t1 6 u 6 t2} and zero otherwise, and

(21.10) |{t1 6 u 6 t2}| =
ˆ
{t16u6t2}

1 =

ˆ t2

t1

(ˆ
{u=t}

1

|∇u|

)
dt ,

where we take φ = 1
|∇u| under the assumption that ∇u 6= 0 a.e. on M .

We first combine these in the following general inequality:

Lemma 21.28. Suppose that u : M → [t1, t2] is a smooth function on a compact
Riemannian manifold with boundary, such that A(t) = |{u = t}| > A0 > 0 for a.e.
t. Then

(21.11)
ˆ
M

|∇u|2 > A2
0(t2 − t1)2

|M | .
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Proof. The argument combines (21.9), (21.10), and Jensen’s inequality. We
decompose M as M = M0 tM+, where M0 = {x ∈M : ∇u(x) = 0}. Of course,ˆ

M

|∇u|2 =

ˆ
M+

|∇u|2.

By Sard’s Theorem, a.e. t ∈ [t1, t2], is a regular value of u. Furthermore, since
u is proper, the set of critical values of u is a closed nowhere dense subset of [t1, t2].
For a.e. t ∈ [t1, t2] we haveˆ

{u=t}
|∇u| = A(t)

 
{u=t}

|∇u|

> A(t)
1ffl

{u=t}
1
|∇u|

by Jensen’s inequality

(21.12) =
A2(t)´
{u=t}

1
|∇u|

,

with the equality in the case when |∇u| is constant on M .
Since ∇u is non-zero on almost every hypersurface {u = t}, in the following

computation we can consider only non-zero values of ∇u:
ˆ
M

|∇u|2 =

ˆ t2

t1

(ˆ
{u=t}

|∇u|
)
dt by (21.9)

>
ˆ t2

t1

A(t)(ffl
{u=t}

1
|∇u|

)dt by (21.12)

> A0(t2 − t1)

 t2

t1

dt(ffl
{u=t}

1
|∇u|

)
> A0(t2 − t1)

1ffl t2
t1

(ffl
{u=t}

1
|∇u|

)
dt

by Jensen’s inequality

(21.13) > A2
0(t2 − t1)2

´ t2
t1

(´
{u=t}

1
|∇u|

)
dt

=
A2

0(t2 − t1)2

|M+|
> A2

0(t2 − t1)2

|M |

by (21.10). � �

We note, furthermore, that continuity of u implies that the volume function

V (t) = |{u > t}|
is continuous for each t. The fact that the set of critical of u is closed and has zero
measure, in conjunction with (21.10), implies that the function V (t) is differentiable
a.e. in [t1, t2]: For every regular value t ∈ [t1, t2] of u we have:

d

dt
V (t) =

ˆ
{u=t}

1

|∇u| .
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21.5.3. Energy comparison in the case of a linear isoperimetric in-
equality. Recall that in Section 3.11.1 for each κ we defined Xκ, the unique com-
plete simply-connected surface of the curvature κ. In the case when

κ = −c < 0,

this surface is the upper half-plane U2 equipped with the Riemannian metric
dx2 + dy2

c2y2
, c > 0.

Consider now a cyclic parabolic subgroup Γ < Isom(Xκ) and its quotient surface

N̂ := Xκ/Γ.

The group Γ preserves horoballs in Xκ with a common center in ∂∞Xκ fixed by
Γ. We will denote projections of these horoballs to N̂ by Ds, s ∈ R+, with the
convention that the length of the boundary of Ds equals s.

Exercise 21.29. Show that each D = Ds satisfies the isoperimetric inequality

s = length(∂D) = cArea(D).

A function û : N̂ → R is said to be radial if it is constant on the circles ∂Ds,
s ∈ R+.

Consider a Riemannian manifold N with compact boundary ∂N . We will as-
sume that N has Cheeger constant > c > 0, i.e. N satisfies the linear isoperimetric
inequality

(21.14) |∂Ω| > c|Ω| ,
where Ω ⊂ N is any compact domain with smooth boundary. Our goal is to
estimate from below the energy of smooth proper functions u : N → (0, 1], satisfying
u−1({1}) = ∂N . We will do so by comparing the energy of u with that of a suitable
proper radial function û : N̂ → (0, 1).

Given u, we define a proper radial function

û : N̂ → (0, 1)

such that the superlevel sets of û have the same volume as the corresponding su-
perlevel sets of u:

|u−1([t, 1))| = |{û > t}| = |{u > t}| for all t ∈ (0, 1).

Since the function V (t) = |{û > t}| is continuous and differentiable a.e., so is the
function û. For t ∈ (0, 1), define V̂ (t) = |{t 6 û < 1}|, Â(t) = |{û = t}| and
A(t) = |{u = t}|. As we noted above,

Â(t) = cV̂ (t)

for each t.

Lemma 21.30 (Energy comparison lemma). Suppose that for some T ∈ (0, 1],
we have

V (T ) > 2

c
A(1) =

2

c
|∂N |.

Then ˆ
{0<u6T}

|∇u|2 > 1

4

ˆ
{0<û6T}

|∇û|2 .
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Figure 21.1. Functions u and û.

Proof. Since V (t) = V̂ (t), differentiating

V (t) =

ˆ 1

t

ˆ
u=τ

1

|∇u|dτ

with respect to t, we get that (for a.e. t ∈ [0, 1])

(21.15)
ˆ
{u=t}

1

|∇u| =

ˆ
{û=t}

1

|∇û| .

For all t 6 T , in view of the isoperimetric inequality (21.14), we have

|∂{u > t}| = |∂N |+A(t) > cV (t),

while
|∂N | 6 c

2
V (T ) 6 c

2
V (t).

By combining these inequalities, we obtain:

(21.16) A(t) > cV (t)− |∂N | > cV (t)− c

2
V (t) > c

2
V (t) =

c

2
V̂ (t) =

Â(t)

2
.

Now, for each regular value t of u,ˆ
{u=t}

|∇u| > A2(t)´
{u=t}

1
|∇u|

see (21.12)
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> Â2(t)

4
´
{û=t}

1
|∇û|

by (21.15) and (21.16)

(21.17) =
c2

2

ˆ
{û=t}

|∇û|

because |∇û| is constant on {u = t} and so the equality case of (21.12) applies.
The lemma now follows from (21.9) and (21.17). �

21.5.4. Proof of positivity of the energy gap. Consider v ∈ F with the
set of regular values R ⊂ (0, 1). Every regular level set of v defines a non-trivial
homology class in M , since it separates positive and negative ends of M . As we
saw in Theorem 3.39,

inf
τ∈R
|{v = τ}| > A0 > 0,

for a certain constant A0.

Remark 21.31. This is another place where the proof simplifies considerably
in the case when M is a surface: Then every homologically non-trivial cycle in M
has length > A0, the injectivity radius of M .

Choose a regular value t1 ∈ (0, 1) of v where A(t), t ∈ R, almost attains its
infimum, i.e.

A(t1) > inf
τ∈R
|{v = τ}| > A(t1)/2.

We may assume that t1 > 1
2 (otherwise, we use the function 1 − v instead) and

we focus attention on the codimension 0 submanifold with boundary N ⊂M given
by the sublevel set {v 6 t1}. Replacing v with u = 1

t1
v, we get a proper function

u : N → (0, 1] which is 1 on ∂N , such that all the level sets {u = t} have area at
least 1

2 Area(∂N). Clearly,

E(v) > t21E(u) > E(u)

4
.

Thus, it suffices to get a lower bound on E(u). We will see below that

E(u) > cA0

32
.

Since the volume V (t) = |{u > t}| is a continuous function of t which vanishes
at t = 1 and satisfies

lim
t→0
|{v > t}| =∞,

there exists a superlevel set {u > T} ⊂ N whose volume equals 2
c |∂N |, where c is

the Cheeger constant of M .
Case 1: T 6 1

2 . Applying Lemma 21.28, we get

E(u) >
ˆ
{T6u61}

|∇u|2 > (1− T )2A2
0

2
c |∂N |

,

>

(
(1− T ) |∂N |2

)2

2
c |∂N |

=
(1− T )2

8
c|∂N | > (1− T )2

8
cA0 >

cA0

32
.

Therefore, we obtain a lower energy bound for u (and, hence, v) in this case.
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Case 2: T 6 1
2 . Lemma 21.30 shows that the energy of u is at least

1

4

ˆ
{û>T}

|∇û|2,

where û is the radial comparison function defined on the surface N̂ = Xκ/Γ.
By our choice of T ,

V̂ (T ) = |{T 6 û 6 1}| = |{T 6 u 6 1}| = 2

c
|∂N | > 2

c
A0.

Lemma 21.32.

E
(
û|{û6T}

)
=

ˆ
0<û6T

|∇û|2 > cA0

2
.

Proof. We will identify the subsurface {0 < û 6 T} ⊂ N̂ with the rectangle

Q = {(x, y) : 0 < y 6 1, 0 6 x 6 a},
whose vertical sides are identified via the translation (x, y) 7→ (x + a, y). Since
energy is a conformal invariant, it suffices to do the computation of energy with
respect to the Euclidean metric. Accordingly, below, |∇û| is the Euclidean norm of
the Euclidean gradient. Since the function û is radial, û(x, y) = f(y) and, hence,

|∇û|2 = f ′2.

We obtain:

(21.18) E
(
û|{0<û6T}

)
= a

ˆ 1

0

(f ′)2dy (by Cauchy’s inequality)

> a
(ˆ 1

0

f ′dy

)2

= aT 2 > a

4
(since T > 1

2 ).

In order to estimate the number a, note that the area V̂ (T ) equals the area of the
strip

P = {(x, y) : 1 < y <∞, 0 6 x 6 a} ⊂ Xκ.

The latter equals a
c2 and, hence,

a

c2
= V̂ (T ) > 2

c
A0,

(21.19) a > 2cA0.

Combining the inequalities (21.18) and (21.19), we obtain:

E
(
û|{û6T}

)
=

ˆ
0<û6T

|∇û|2 > a

4
> cA0

2
. �

Lemmata 21.30 and 21.32 imply that, in the Case 2:

E(u) > 1

4
E(û|{û6T}) >

cA0

8
,

which is a higher bound than in the Case 1.
Therefore, the energy of the function v : M → (0, 1) is at least 1

4E(u) > 2−7cA0.
This completes the proof of Theorem 21.21. �
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CHAPTER 22

Quasiconformal mappings

Quasiconformal and quasisymmetric maps play prominent role in geometric
analysis and Geometric Group Theory. (The classes of quasiconformal and qua-
sisymmetric maps coincide in the case of maps Sn → Sn, n > 2.) Their importance
in Geometric Group Theory comes from the fundamental fact that quasisymmetric
maps appear as boundary extensions of quasiisometries between Gromov–hyperbolic
spaces: Each quasiisometry

f : X → Y

extends to a unique quasisymmetric homeomorphism

f∞ : ∂∞X → ∂∞Y

of the Gromov boundaries of the spaces X and Y . Conversely, each quasisymmetric
homeomorphism ∂∞X → ∂∞Y extends to a quasiisometry X → Y and any two
such quasiisometric extensions are within bounded distance from each other. In
the case when X = Y = Hn+1, the extensions f∞ are the classical quasiconformal
maps. This remarkable interaction between quasiconformal analysis and hyper-
bolic geometry is somewhat akin to fruitful relation between complex analysis and
hyperbolic geometry.

The intuition of classical quasiconformal maps comes from the theory of holo-
morphic functions of one complex variable: Conformal maps are characterized (lo-
cally) by the property that they send infinitesimal circles to infinitesimal circles.
Accordingly, classical quasiconformal maps are defined by the condition that they
send infinitesimal spheres to infinitesimal ellipsoids of uniformly bounded eccentric-
ity.

We refer the reader to the books [Res89], [Vuo88], [Väi71] and [IM01] for
the detailed discussion of classical quasiconformal maps and to [HK95], [HK98]
and [Hei01] for the treatment of quasiconformal and quasisymmetric maps between
more general metric spaces.

In this book we will be using only classical quasiconformal maps, whose basic
analytical and geometric properties will be established in this chapter. The main
applications of classical quasiconformal maps in the book are Mostow Rigidity The-
orem (for lattices in the isometry groups SO(n+1, 1) of Hn+1), Tukia’s QI Rigidity
Theorem for the class uniform lattices in SO(n + 1, 1) and Schwartz’ QI Rigidity
Theorem for non-uniform lattices in SO(n + 1, 1). These theorems will be proven
in Chapters 23 and 24.

Historical Remark 22.1. Quasiconformal mappings between open subsets
of the complex plane were introduced in the 1920s by Herbert Grötzsch [Gro28]
as a generalization of conformal mappings. Quasiconformal mappings in higher
dimensions were defined by Mikhail Lavrentiev in the 1930s as a tool in applied
mathematics (hydrodynamics), [Lav38]. The discovery of the relation between
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quasiisometries of hyperbolic spaces and quasiconformal mappings was made in-
dependently by Vadim Efremovich and Ekaterina Tihomirova [ET64] and George
Mostow [Mos65] in the 1960-s.

22.1. Linear algebra and eccentricity of ellipsoids

Suppose that M ∈ GL(n,R) is an invertible linear transformation. We would
like to measure the deviation of M from being a conformal linear transformation,
i.e. from being an element of R+ ·O(n). Geometrically speaking, we are interested
in measuring the deviation of the ellipsoid E = M(D) ⊂ Rn from a round ball,
where D = Dn is the unit ball in Rn.

In the case n = 2, there is only one way to define such a measurement, namely,
eccentricity of the ellipsoid E, which is the ratio of major to minor axes of E. In
higher dimensions, there are several invariants which are useful in different situa-
tions. This reflects the simple fact that the matrix M has n singular values, while
the invariants we are looking for are single real numbers.

Recall that every invertible n×nmatrixM has the singular value decomposition
(see Theorem 2.68)

M = UDV = UDiag(λ1, ..., λn)V,

where the (positive) diagonal entries λ1 6 ... 6 λn of the diagonal matrix D =
Diag(λ1, ..., λn) are the singular values of M . Here U, V are orthogonal matrices.
Equivalently, if we symmetrize M (i.e. set A = MTA), then the numbers λi are
square roots of the eigenvalues of A. Geometrically speaking, the singular values
λi are the half-lengths of the axes of the ellipsoid E = M(D).

We define the following distortion quantities for the matrix M :
• Linear dilatation:

H(M) :=
λn
λ1

= ‖M‖ · ‖M−1‖,

where ‖M‖ is the operator norm of a matrix M :

max
v∈Rn\0

|Mv|
|v| .

Thus, H(M) = ε(E) is the eccentricity of the ellipsoid E, the ratio of
lengths of major and minor axes of E. This is the invariant that we will
be using most of the time.

• Inner dilatation:

HI(M) :=
λ1....λn
λn1

= |det(M)| · ‖M−1‖n.

• Outer dilatation:

HO(M) :=
λnn

λ1....λn
= ‖M‖n|det(M)|−1.

• Maximal dilatation:

K(M) := max(HI(M), HO(M)).

Thus, geometrically speaking, the inner and outer dilatations compute volume
ratios of E and inscribed/circumscribed balls, while the linear dilatation compares
the radii of inscribed/circumscribed balls. Note that all four dilatations agree for
n = 2.
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Exercise 22.2. M is conformal ⇐⇒ H(M) = 1 ⇐⇒ HI(M) = 1 ⇐⇒
HO(M) = 1 ⇐⇒ K(M) = 1.

Exercise 22.3. Logarithms of linear and maximal dilatations are comparable:

(H(M))
n/2 6 K(M) 6 (H(M))

n−1
.

Hint: It suffices to consider the case when M is a diagonal matrix Diag(λ1, ...λn).

Exercise 22.4. 1. H(M) = H(M−1) and H(M1 ·M2) 6 H(M1) ·H(M2).
2. K(M) = K(M−1) and K(M1 ·M2) 6 K(M1) ·K(M2).
Hint: Use geometric interpretation of the four dilatations.

22.2. Quasisymmetric maps

Our next goal is to generalize the dilatation constants of linear maps to non-
linear maps. The linear dilatation is the easiest to generalize, since it deals only
with distances. Recall the geometric meaning of the linear dilatation H(M): If E
is the image of the round ball D, then H(M) is the ratio of the “outer radius” of
E by its “inner radius.” Such ratio makes sense not only for ellipsoids but also for
arbitrary (closed) topological balls D ⊂ Rn, where we have chosen a “center” , a
point x′ in the interior of D: Then we have two real numbers r and R, such that
B̄(x′, r) is the largest metric ball (centered at x′) contained in D and B̄(x′, R) is
the smallest metric ball containing D. Then the numbers r and R can be regarded
as the inner and outer radii of D. In other words,

R

r
= max

|y′ − x′|
|z′ − x′| ,

where the maximum is taken over all points y′, z′ ∈ ∂D. This ratio is the “eccentric-
ity” of the topological ball D ⊂ Rn. The idea then is to consider homeomorphisms
f which send round balls B(x, ρ) to topological balls of uniformly bounded eccen-
tricity with respect to the “centers” x′ = f(x).

This leads to

Definition 22.5. A homeomorphism f : Ω→ Ω′ between two domains in Rn
is c-weakly quasisymmetric if

(22.1)
|f(x)− f(y)|
|f(x)− f(z)| 6 c

for all x, y, z ∈ Ω, such that |x− y| = |y − z| > 0.

Note that we do not assume that f preserves orientation. We will be mostly
interested in the case Ω = Ω′ = Rn.

The name quasisymmetric comes from the case n = 1 (and quasisymmetric
maps were originally introduced only for n = 1 by Lars Ahlfors and Arne Beurling
[AB56]). Namely, a homeomorphism f : R→ R, satisfying f(0) = 0, is symmetric
at the origin if it sends any pair of points symmetric about 0 to points symmetric
about 0, i.e. these homeomorphisms are odd functions: f(−y) = −f(y). In the case
of c-weakly quasisymmetric maps, the exact symmetry is lost, but is replaced by a
uniform bound on the ratio of absolute values.

Exercise 22.6. Show that 1-weakly quasisymmetric homeomorphisms f : R→
R are compositions of dilations and isometries of R.
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It turns out that there is a slightly stronger condition, which is a bit easier to
work with and which generalizes naturally to metric spaces other than Rn:

Definition 22.7. Fix a homeomorphism η : [0,∞) → [0,∞). A homeomor-
phism f : Ω ⊂ Rn → Ω′ ⊂ Rn is called η-quasisymmetric if for all x, y, z ∈ Rn we
have

(22.2)
|f(x)− f(y)|
|f(x)− f(z)| 6 η

( |x− y|
|x− z|

)
.

Thus, if we take c = η(1), then every η-quasisymmetric map is also c-weakly
quasisymmetric. It is a non-trivial theorem (see e.g. [Hei01]) that for Ω = Ω′ = Rn,
the two concepts are equivalent.

Exercise 22.8. Show that:
1. Every invertible affine transformation L : Rn → Rn is η-quasisymmetric

with η(t) = H(L)t.
2. L-Lipschitz homeomorphisms are η-quasisymmetric with η(t) = L2t.

As in the case of quasiisometries, we will say that a homeomorphism is (weakly)
quasisymmetric if it is η-quasisymmetric (respectively c-weakly quasisymmetric) for
some η or c <∞.

The following exercise requires nothing but the definition of quasisymmetry:

Exercise 22.9. Show that the composition of quasisymmetric maps is again
quasisymmetric. Show that the inverse of a quasisymmetric map is also quasisym-
metric.

Recall that we think of Sn as the 1-point compactification of Rn. Accord-
ingly, we can define quasisymmetric homeomorphisms of Rn ∪ {∞} as extensions
of quasisymmetric homeomorphisms Rn → Rn. The drawback of this definition
of quasisymmetric maps is that we are restricted to maps sending the point ∞ to
itself. In particular, we cannot apply this definition to Moebius transformations.

Definition 22.10. A homeomorphism of Sn is called quasimoebius if it is a
composition of a Moebius transformation with a quasisymmetric map.

Recall (Theorem 4.4) that Moebius transformations of Sn can be characterized
by the property that they preserve the cross-ratios

[x, y, z, w] :=
|x− y| · |z − w|
|y − z| · |w − x| , x, y, z, w ∈ Sn.

Similarly, one can prove (see [Väi85]) that a homeomorphism f of Sn is quasimoe-
bius if and only if there exists a homeomorphism κ : R+ → R+ such that

[f(x), f(y), f(z), f(w)] 6 κ([x, y, z, w])

for all x, y, z, w ∈ Sn. While the notion of quasimoebius maps is esthetically ap-
pealing, we will be working mostly with quasisymmetric and quasiconformal maps,
which will be introduced in the next section.

22.3. Quasiconformal maps

The idea of quasiconformality is very natural: We take the definition of weakly
quasiconformal maps via the ratio (22.1) and then take the limit in this ratio as
ρ = |x− y| = |y − z| → 0.

698



For a homeomorphism f : Ω ⊂ Rn → Ω′ ⊂ Rn between two domains in Rn and
x ∈ Ω we define the quantity

(22.3) Hx(f) := lim sup
ρ→0

(
max
y,z

|f(x)− f(y)|
|f(x)− f(z)|

)
,

where, for each ρ > 0, the maximum is taken over all y, z ∈ Ω with ρ = |x − y| =
|x − z|. For instance, if f is c-weakly quasisymmetric, then Hx(f) 6 c for every
x ∈ Ω.

Definition 22.11. A homeomorphism f : Ω→ Ω′ is called quasiconformal if

sup
x∈Ω

Hx(f)

finite.
The function Hx(f) is called the (linear) dilatation function of f ; a quasicon-

formal map f is said to have dilatation 6 H if

H(f) := ess supx∈ΩHx(f) 6 H.
Note that the essential supremum is the L∞-norm, thus, it ignores subsets of mea-
sure zero. We will see the reason for this discrepancy between the definition of
quasiconformality (where Hx(f) is required to be uniformly bounded) and the def-
inition of the dilatation H(f), in the next section.

Thus, the intuitive meaning of quasiconformality is that quasiconformal maps
send infinitesimal spheres to infinitesimal ellipsoids of uniformly bounded eccentric-
ity.

Exercise 22.12. Let f : Sn → Sn be a Moebius transformation, p = f−1(∞).
Then the restriction

f |Rn\{p}
is 1-quasiconformal, i.e. conformal. Hint: It suffices to verify conformality only for
the inversion in the unit sphere.

Note that here and in what follows we do not assume that conformal maps
preserve orientation. For instance, in this terminology, complex conjugation is a
conformal map C→ C.

Exercise 22.13. 1. Suppose that f : Ω → Ω′ is a C1-diffeomorphism such
that ‖Dx(f)‖ is uniformly bounded above and |Jx(f)| is uniformly bounded below.
Show, using the definition of differentiability, that f is quasiconformal. Namely,
verify that Hx(f) = H(Dx(f)) for every x ∈ Ω.

2. Show that every C1-diffeomorphism Sn → Sn is quasiconformal.

22.4. Analytical properties of quasiconformal mappings

In this section we list certain analytical properties of quasiconformal (quasisym-
metric) mappings used in the book. We will prove most of them with two notable
exceptions: Gehring’s version of the Liouville’s theorem and Tukia’s Strong Conver-
gence Property. (The Measurable Riemann Mapping Theorem in the next chapter
is another exception.) Proving these theorems would go well beyond the scope of
this book.
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22.4.1. Some notion and results from real analysis. For a subset E ⊂ Rn
we let mes(E) denote the n-dimensional Lebesgue measure of E. In what follows,
Ω is an open subset in Rn.

22.4.1.A. Derivatives of measures. Let µ be a measure on Ω of the Lebesgue
class, i.e. µ-measurable sets are in the Borel σ-algebra. The derivative of µ at
x ∈ Ω, denoted µ′(x), is defined as

µ′(x) := lim sup
µ(B)

mes(B)
,

where the limit is taken over all balls B containing x whose radii tend to zero. The
key fact that we will need is the following theorem (see e.g. [Fol99, Theorem 3.22]):

Theorem 22.14 (Lebesgue–Radon–Nikodym differentiation theorem). The func-
tion µ′(x) is Lebesgue–measurable and is finite a.e. in Ω. Furthermore, µ′(x) is the
Radon–Nikodym derivative of the component of µ which is absolutely continuous
with respect to the Lebesgue measure.

For a continuous map f : Ω→ Rm we define the pull-back measure µ = µf by

µ(E) := mes(f(E)).

22.4.1.B. Approximate continuity. A function f : Rn → R is called approxi-
mately continuous at a point x ∈ Rn if for every ε > 0

(22.4) lim
r→0

mes({y ∈ B(x, r) : |f(x)− f(y)| > ε})
mes(B(x, r))

= 0.

(Here, as before, mes denotes the Lebesgue measure.) In other words, as we “zoom
into” the point x, “most” points y ∈ B(x, r), have value f(y) close to f(x), i.e. the
rescaled functions fr(x) := f(rx) converge (as r → 0) in measure to a constant
function.

Lemma 22.15. Every L∞-function f : Rn → R is approximately continuous at
almost every point.

Proof. The proof is an application of The Lebesgue Density theorem (see e.g.
[SS05, p. 106]): For every measurable function h on Rn and almost every x,

lim
r→0

1

mes(Br)

ˆ
Br

|h(y)− h(x)|dy = 0.

Here and below, we set Br = B(x, r).

Fix ε > 0 and let Er ⊂ Br denote the subset consisting of y ∈ Br with

|f(y)− f(x)| > ε.

If the equality (22.4) fails, then

lim
r→0

mes(Er)

mes(Br)
> 0.

By the definition of the subset Er we have the inequality:
1

mes(Br)

ˆ
Br

|f(y)− f(x)|dy > εmes(Er)
mes(Br)

.

Since
lim
r→0

mes(Er)

mes(Br)
> 0,
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we conclude that

lim inf
r→0

1

mes(Br)

ˆ
Br

|f(y)− f(x)|dy 6= 0,

contradicting the Lebesgue Density Theorem. �
22.4.1.C. Rademacher–Stepanov Theorem. Rademacher–Stepanov theorem is

a strengthening of Rademacher’s theorem (Theorem 2.28); we will need it in order
to prove differentiability a.e. of quasiconformal mappings, among other things.

Recall that a map f : Ω → Rm is called differentiable at x ∈ Ω with the
derivative Dxf at x equal to the matrix A, if

lim
h→0

|f(x+ h)− f(x)−Ah|
|h| = 0.

It follows directly from the definition that, for n = m, at every point x of differen-
tiability of f , the measure derivative of µf equals the absolute value of the Jacobian
of f :

µ′f (x) = |det(A)| = |Jf (x)|.
The other key result that we will use is:

Theorem 22.16 (Rademacher and Stepanov, see e.g. Theorem 3.4 in [Hei05]).
Let f : Ω→ Rm. For every x ∈ Ω define

‖D+
x (f)‖ := lim sup

h→0

|f(x+ h)− f(x)|
|h| .

Then f is differentiable a.e. in the set E = {x ∈ Ω : ‖D+
x (f)‖ <∞}.

A special case of this theorem is Rademacher’s theorem (Theorem 2.28), since
for L-Lipschitz maps

‖D+
x (f)‖ 6 L.

22.4.1.D. Absolutely continuous functions. Informally, absolutely continuous
functions are those which map sets of small measure to sets of small measure.
More precisely, suppose that f is a real-valued function defined on an interval I
in R. The function f is called absolutely continuous (AC) if for every ε > 0 there
exists δ > 0 such that: For every collection of pairwise disjoint subintervals

(a1, b1), (a2, b2), . . . , (ak, bk) ⊂ I
with

k∑
i=1

|bi − ai| < δ,

we have

(22.5)
k∑
i=1

|f(bi)− f(ai)| < ε.

In particular, AC functions send subsets of zero measure to subsets of zero measure
(this is nearly clear from the definition, the reader can find the details in [Fol99,
Proposition 3.32]).

Clearly, every absolutely continuous function is uniformly continuous, but the
converse is false. For instance, the Cantor function, defined using a Cantor set C
of zero measure, sends C to the unit interval.
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AC functions are characterized by the fact that the Fundamental Theorem of
Calculus holds for them:

Theorem 22.17. The following properties are equivalent for a function f :
[a, b]→ R:

1. f is absolutely continuous.
2. There exists a function h ∈ L1([a, b]) such that

f(x) =

ˆ x

a

h(t)dt

for all x ∈ [a, b].
3. The function f is differentiable almost everywhere in [a, b] with measurable

derivative f ′(x), such that

f(x) =

ˆ x

a

f ′(t)dt.

for all x ∈ [a, b].

We refer the reader to [Fol99, Theorem 3.35] or [SS05, Theorem 3.11] for a
proof.

The notion of absolutely continuous function generalizes readily to functions of
one variable with values in Rn where in the formula (22.5) instead of the absolute
value we use the norm in Rn.

Exercise 22.18. Show that a function f = (f1, . . . , fm) : I → Rm is absolutely
continuous if and only if each component fi of f is absolutely continuous.

We will need a sufficient condition for absolute continuity of vector-valued func-
tions:

Lemma 22.19. Suppose that f : I → Rm is a continuous function for which
there exists a constant C such that for every measurable subset E ⊂ I we have

µ1(f(E)) 6 C mes(E).

Then f is absolutely continuous.

Proof. It follows immediately from the definition of the 1-dimensional (nor-
malized) Hausdorff measure µ1 that each component fi of the function f also sat-
isfies

mes(fi(E)) 6 C mes(E).

Absolute continuity of fi follows by taking in the definition of absolute continuity

δ = ε/C. �

We will use the following generalization of the notion of absolute continuity to
the case of functions of several variables:

Definition 22.20. A map f : Ω → Rm defined on an open subset Ω ⊂ Rn, is
called ACL, absolutely continuous on lines, if the restriction of f to almost every
coordinate line segment in Ω is an absolutely continuous function of one variable.
Here and in what follows, a coordinate line segment is a compact straight line
segment parallel to one of the coordinate axes in Rn.
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22.4.2. Differentiability properties of quasiconformal mappings. We
now return to quasiconformal maps. Recall that the dilatation Hx(f) of a homeo-
morphism f at a point x is defined as

Hx(f) := lim sup
ρ→0

R(x, ρ)

r(x, ρ)
,

where

(22.6) R(x, ρ) = max
|h|=ρ

|f(x+ h)− f(x)|, r(x, ρ) = min
|h|=ρ

|f(x+ h)− f(x)|.

22.4.2.A. Differentiability a.e. of quasiconformal homeomorphisms.

Theorem 22.21 (F. Gehring, see [Väi71]). Every quasiconformal map f : Ω→
Rn is differentiable a.e. in Ω and

‖Dxf‖ 6 Hx(f)|Jx(f)|1/n

for a.e. x in Ω.

Proof. By the definition of |D+
x (f)| and Hx(f):

‖D+
x (f)‖ = lim sup

ρ→0

R(x, ρ)

ρ
= Hx(f) lim sup

ρ→0

r(x, ρ)

ρ
.

Notice that for r = r(x, ρ), B(f(x), r) ⊂ f(B(x, ρ)), which implies that

ωnr
n = mes (B(f(x), r)) 6 mes (f(B(x, ρ))) ,

where ωn is the volume of the unit n-ball. Therefore,
mes(f(B(x, ρ)))

mes(B(x, ρ))
> rn

ρn

and, thus,

µ′f (x) = lim sup
ρ→0

mes(f(B(x, ρ)))

mes(B(x, ρ))
> lim sup

ρ→0

rn

ρn
=

(
1

Hx(f)
‖D+

x (f)‖
)n

.

It follows that
‖D+

x (f)‖ 6 Hx(f)(µ′f (x))1/n.

The right-hand side of this inequality is finite for a.e. x (by Theorem 22.14). Thus,
f is differentiable at a.e. x by Rademacher-Stepanov theorem. We also obtain (for
a.e. x ∈ Ω)

‖Dx(f)‖ = ‖D+
x (f)‖ 6 Hx(f)(µ′f (x))1/n = Hx(f)|Jx(f)|1/n �

22.4.2.B. ACL property of quasiconformal mappings. Gehring’s differentiabil-
ity theorem is strengthened as follows:

Theorem 22.22 (F. Gehring, J. Väisälä, see [Väi71] and [Mos73]). For n > 2,
quasiconformal maps f : Ω → Rn belong to the Sobolev class W 1,n

loc , i.e. their first
partial distributional derivatives are locally in Ln(Ω). This, in particular, implies
that quasiconformal maps are ACL.

We will prove a slightly weaker, but sufficient for our purposes, version of this
important theorem:

Theorem 22.23. Every weakly quasisymmetric homeomorphism f : Ω → Ω′,
between domains in Rn, n > 2, is ACL. In particular, the matrix of partial deriva-
tives Dx(f) is a measurable matrix-valued function on Ω.
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Proof. Our proof closely follows the one given by Mostow in [Mos73]. Until
the very end of the proof, we will not be using the assumption n > 2. Let κ be the
quasisymmetry constant of f . Then:

r(p, t) 6 R(p, t) 6 κr(p, t)
for all t > 0 and all p ∈ Ω, where R(p, t) and r(p, t) are defined by the equations
(22.6). Let π : Rn → Rn−1 be the orthogonal projection, where Rn−1 is one of the
coordinate hyperplanes in Rn, defined by the equation xi = 0. Fix a bounded open
subset Q ⊂ Ω and for y ∈ Rn−1 define

Q(y) := Q ∩ π−1(y).

For t > 0 set
Q(y, t) := Nt(Q(y)) ∩Q.

Clearly, the subset π−1(B(y, t)) ∩Q contains Q(y, t).

Lemma 22.24. For almost all y ∈ Rn−1, the limit

τ(y) := lim sup
t→0

mes(f(Q(y, t)))

tn−1

is finite.

Proof. For each measurable subset E ⊂ Rn−1, define

φ(E) = mes(f(π−1(E) ∩Q)).

Then φ is a measure of the Lebesgue class on Rn−1 and by Theorem 22.14 we obtain
that for almost all y ∈ Rn−1

lim sup
t→0

φ(B(y, t))

mes(B(y, t))
<∞.

Clearly,
mes(f(Q(y, t))) 6 φ(B(y, t)).

On the other hand, tn−1 is (up to a constant factor) equal to mes(B(y, t)). The
lemma follows. �

We now claim that for every y such that τ(y) <∞, the function f is absolutely
continuous on the intersection of the line π−1(y) with the set Q. Recall that µ1

denotes the 1-dimensional Hausdorff measure of subsets in Rn. The following lemma
is the key to absolute continuity:

Lemma 22.25. There exists a constant C, depending only on n and κ, such
that for every y satisfying τ(y) < ∞ and for every compact subset E ⊂ Q(y), we
have

µ1(f(E))n 6 Cτ(y)(µ1(E))n−1.

Proof. It suffices to prove the lemma in the case when E is a closed interval.
Let L = µ1(E) denote the length of the interval E. For each compact K ⊂ Rn
define

Λ(K, a) = inf
U

∑
Ui∈U

diam(Ui),

where U ’s are finite coverings of K by balls Ui satisfying diam(Ui) 6 2a. By the
definition of the Hausdorff measure,

lim inf
a→0

Λ(K, a) = µ1(K),
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the 1-dimensional Hausdorff measure of K. Therefore, in order to prove the lemma,
we need to establish a suitable upper bound on Λ(K, a) for small values of a.

Now, pick a > 0 such that Na(E) ⊂ Q. By continuity of f , there exists a
constant c > 0 such that for all p in E, we have R(p, c) < a. Next, pick t > 0 such
that t < c and L/t = N ∈ N. Choose points p1, . . . , pN ∈ E such that

|pi − pj | = t|i− j|.
Then

E ⊂
N⋃
i=1

B(pi, t).

Set
si = R(pi, t), i = 1, . . . , N.

Clearly, for all i we have si < a and

κ−1si 6 r(pi, t).
Furthermore, by the definition of the quasisymmetry constant κ,

B(f(pi), κ
−1si) ⊂ B(f(pi), r(pi, t)) ⊂ f(B(pi, t)) ⊂ B(f(pi), si).

Since

E ⊂
N⋃
i=1

B(pi, t),

we obtain

K := f(E) ⊂
N⋃
i=1

f(B(pi, t)) ⊂
N⋃
i=1

B(f(pi), si).

Therefore, for Bi := B(f(pi), si), the set

B = {Bi : i = 1, . . . , N}
is a covering of K and the radius of each ball Bi is less than a. In particular, by
the definition of Λ, we have:

Λ(K, a) 6
∑
i

2si.

In addition to the balls Bi, we define smaller concentric balls Di:

Di := κ−1Bi = B(f(pi), κ
−1si) ⊂ f(B(pi, t)) ⊂ Bi, i = 1, . . . , N.

Since the covering {B(pi, t) : i = 1, . . . , N} has multiplicity 3 and f is 1-1, it follows
that the collection of balls D = {Di : i = 1, . . . , N} has multiplicity 6 3 as well.

Let q be such that
1

n
+

1

q
= 1.

Then, by the Hølder inequality,

N∑
i=1

2si 6
(

N∑
i=1

2q

)1/q ( N∑
i=1

sni

)1/n

= 2N1/q ·
(

N∑
i=1

sni

)1/n

.

Hence, for ωn, the volume of the unit ball in Rn,

Λ(K, a) 6 2ω1/n
n N1/q

(
n∑
i=1

mes(Bi)

)1/n

.
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Since D has multiplicity 6 3, we obtain∑
m

µn(Di) 6 3µn(
⋃
i

Di).

Recall that we need to estimate the sum of the volumes of the balls Bi from above
(this would lead to an upper bound on Λ(K, a)).

We have:
Bi = κDi

and, hence,
mes(Bi) = κnmes(Di),∑

i

mes(Bi) = κn
∑
i

mes(Di) 6 3κnmes(
⋃
i

Di) 6

3κnmes

(
f(
⋃
i

B(pi, t))

)
6 3κnmes (f(Q(y, t))) ,

since
B(pi, t) ⊂ Q(y, t), i = 1, . . . , N.

By combining the inequalities we obtain

Λ(f(E), a)n 6 2ω1/n
n Nn/q · 3κnmes (f(Q(y, t))) = C ′Nn−1mes(f(Q(y, t)),

where C ′ = 6ω
1/n
n κn. Therefore,

Λ(f(E), a)n 6 C ′(Nt)n−1mes (f(Q(y, t))

tn−1
= C ′Ln−1mes (f(Q(y, t))

tn−1
,

and, by taking the limit as t→ 0, we get:

Λ(f(E), a)n 6 C ′Ln−1τ(y)

for all sufficiently small t. Since this inequality holds for all sufficiently small a > 0,
we obtain:

µ1(f(E))n 6 C ′2n−1(µ1(E))n−1τ(y) = Cτ(y)(µ1(E))n−1.

The lemma follows. �
We now can finish the proof of Theorem 22.23. Lemma 22.25 implies that for

a.e. y ∈ Rn−1,

(22.7) µ1(f(E)) 6 (Cτ(y))1/nµ1(E)1− 1
n .

Since n > 2, this inequality implies that the function

f |
π−1(y)

satisfies the hypothesis of Lemma 22.19, which, in turn, implies that this restriction
is absolutely continuous. We conclude that the map f is ACL. �

Remark 22.26. Note that for n = 1, the inequality (22.7) says nothing inter-
esting about the measure of f(E). Furthermore, some quasisymmetric maps fail to
be absolutely continuous.

Theorem 22.23 has an important corollary:

Corollary 22.27 (F. Gehring, J. Väisälä, see [Väi71]). For n > 2, every
quasiconformal mapping f : Ω → Rn has a.e. non-vanishing Jacobian: Jx(f) 6= 0
a.e. in Ω.
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Proof. We will prove a weaker property that will suffice for our purposes,
which is that Jx(f) 6= 0 on a subset of a positive measure, under the assumption
that f is weakly quasisymmetric. Suppose to the contrary that Jx(f) = 0 a.e. in
Ω. The inequality

‖Dxf‖ 6 Hx(f)|Jx(f)|1/n,
established in Theorem 22.21, then implies thatDxf = 0 a.e. in Ω. Thus, all partial
derivatives of f vanish a.e. in Ω. Let J = [p, q = p + Te1] be a nondegenerate
coordinate line segment (parallel to the x1-axis), connecting p to q, on which f
is absolutely continuous. This means that the Fundamental Theorem of Calculus
applies to f |

J
:

f(q)− f(p) =

ˆ
J

∂

∂x1
f(x)dx1 =

ˆ T

0

d

dt
f(p1 + te1, p2, ..., pn)dt = 0.

Hence, f(p) = f(q) contradicting injectivity of f . �
22.4.2.C. Analytical definition of quasiconformality. Since quasiconformal maps

are differentiable a.e., it is natural to ask if quasiconformality of a map could be de-
fined analytically, in terms of its derivatives. Theorem below gives two alternative
analytical definitions of quasiconformality. Even though we will not need this re-
sult, it provides a useful prospective on the nature of quasiconformal mappings. We
remind the reader that K(A) is the maximal dilatation of the linear transformation
A.

Theorem 22.28. Suppose that f : Ω → Ω′ ⊂ Rn is a homeomorphism. Then
the following are equivalent:

1. f is a quasiconformal mapping.
2. Dx(f) is in W 1,n

loc (Ω) and

(22.8) K(f) := ess supx∈ΩK(Dx(f)) <∞.
3. The mapping f is ALC and satisfies (22.8).

Lastly, analytically and geometrically defined dilatations of f are related by:

Hx(f) = H(Dxf)

for a.e. x ∈ Ω.

We refer the reader to [Väi71] for the proof of this theorem. In view of Theorem
22.28, we arrive to

Definition 22.29. A quasiconformal homeomorphism f is calledK-quasiconformal
if K(f) 6 K. The number K(f) is called the quasiconformality constant of f .

The reason for defining K-quasiconformality in terms of maximal dilatation
K(Dx(f)) instead of Hx(f) is that K-quasiconformality is equivalent to yet an-
other, more geometric, definition, in terms of the extremal length (the modulus) of
families of curves. The latter definition, for historic reasons, is the main definition
of quasiconformality, see [Väi71].

According to Exercise 22.3, the two key measures of quasiconformality, H(f)
and K(f) are log-comparable, therefore, using one or the other is only a matter of
convenience. What is most important is that K(f) = 1 if and only if H(f) = 1. If
n = 2, then, of course, Kx(f) = Hx(f) and K(f) = H(f).
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Remark 22.30. We can now explain the discrepancy in the definition of di-
latations of quasiconformal maps: The condition that Hx(f) is bounded is needed
in order to ensure that f : Ω → Rn belongs to W 1,n

loc (Ω); on the other hand, the
actual bound on dilatation is computed only almost everywhere in Ω. This makes
sense since derivatives of f exist only almost everywhere.

22.4.2.D. Liouville theorem. Recall that the classical Liouville’s theorem which
states that smooth conformal maps between domains in Sn, n > 3, are restrictions
of Moebius transformations. Gehring’s theorem below shows how one can relax the
smoothness assumption in Liouville’s theorem:

Theorem 22.31 (F. Gehring). Every 1-quasiconformal homeomorphism of an
open connected domain in Sn (n > 3) is the restriction of a Moebius transformation.

Proofs of this theorem can be found in [IM01], [Res89] and [Väi71].

Liouville’s theorem fails, of course, in dimension 2. We will see, however,
in Section 23.5.1 that an orientation-preserving quasiconformal homeomorphism
f : Ω → Ω′ of two domains in S2 = C ∪ {∞}, is 1-quasiconformal if and only
if it is conformal. Composing with complex conjugation, we conclude that every
1-quasiconformal map is either holomorphic or antiholomorphic. In particular:

Theorem 22.32. f : S2 → S2 is 1-quasiconformal if and only if f is a Moebius
transformation.

22.4.2.E. Quasiconformal and quasisymmetric maps. So far, we have the im-
plications

quasisymmetric⇒ weakly quasisymmetric⇒ quasiconformal

for maps between domains in Rn. It turns out that these arrows can be reversed:

Theorem 22.33 (See e.g. [Hei01].). Every quasiconformal homeomorphism
defined on the entire Rn is quasiconformal if and only if it is quasisymmetric.

22.4.2.F. Convergence property. The convergence property of quasiconformal
mappings is an analogue of the Arzela–Ascoli theorem for uniformly continuous
families of maps between metric spaces. In fact, once Theorems 22.36 and 22.38
are established, one can derive the convergence property from the Coarse Arzela–
Ascoli theorem (Proposition 8.34) applied to quasiisometries of the hyperbolic space
Hn+1. (The three-point normalization for quasiconformal mappings corresponds to
a 1-point normalization of quasiisometries.)

Let z1, z2, z3 ∈ Sn be three distinct points. A sequence of quasiconformal maps
fi : Sn → Sn is said to be normalized at {z1, z2, z3} if the limits

lim
i→∞

fi(zk), k = 1, 2, 3,

exist and are pairwise distinct.

Theorem 22.34 (See [Väi71]). Let Ω ⊂ Sn, n > 2, be a connected open subset
and fi : Ω → fi(Ω) ⊂ Sn be a sequence of K-quasiconformal homeomorphisms
normalized at three points in Ω. Then (fi) contains a subsequence which converges
to a K-quasiconformal map.
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The same theorem holds for n = 1, except one replaces quasiconformal with
quasimoebius.

We note that the convergence property is usually stated with our normalization
condition replaced by the assumption that the three values wik = fi(zk), k = 1, 2, 3,
of fi’s are fixed. Recall, however, that Moebius transformations act transitively on
three-point subsets of Sn (see Exercise 4.49). Therefore, there exists a sequence
γi ∈Mob(Sn) satisfying

γi(wk) = zk, k = 1, 2, 3.

Since the three limits
lim
i→∞

wik = w′k, k = 1, 2, 3,

are all distinct, the sequence (γi) subconverges to a Moebius transformation (Lemma
4.50). Composing the quasiconformal mappings fi with the conformal mappings
γi, of course, does not change the quasiconformality constants. Therefore, the
normalization used in Theorem 22.34 is equivalent to the standard normalization.

22.4.2.G. Strong convergence property. The following strengthening of the con-
vergence property is the key analytical ingredient needed for the proof of Tukia’s
theorem 23.17 in the next chapter. Fix an open subset Ω ⊂ Sn; we will use the
notation mes for the Lebesgue measure on Sn restricted to Ω. For a subset E ⊂ Ω
we let Ec denote the complement Ω \ E.

Theorem 22.35 (Tukia’s Strong Convergence Property, [Tuk86]; see also
[IM01] for a stronger version). Consider a sequence fi : Ω→ Sn of K-quasiconformal
maps defined on an open subset Ω ⊂ Sn. Suppose that:

1. The sequence (fi) converges to a quasiconformal map f uniformly on com-
pacts in Ω.

2. There exists a sequence of subsets Ei ⊂ Ω, satisfying

lim sup
i→∞

H(fi|Eci ) = H,

while
lim
i→∞

mes(Ei) = 0.

Then H(f) 6 H. In particular, if H = 1, then f is conformal.

This is a non-trivial theorem since its hypothesis is merely C0 (uniform conver-
gence of mappings), while the conclusion is about infinitesimal quantities (dilata-
tions of quasiconformal mappings).

22.5. Quasisymmetric maps and hyperbolic geometry

The last goal of this chapter is to relate quasisymmetric mappings and quasi-
isometries of hyperbolic spaces. We will identify the hyperbolic space Hn+1, n > 1,
with the upper half-space

Un+1 = {(x1, . . . , xn+1) : xn+1 > 0}.
We will be also using the notation

en+1 = (0, . . . , 0, 1) ∈ Hn+1,

and δ for the hyperbolicity constant of Hn+1.
Let f : Hn+1 → Hn+1 be an (L,A)-quasiisometry and let

f∞ : Sn = Rn ∪ {∞} → Sn
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be its homeomorphic extension to the boundary sphere of the hyperbolic space
given by Theorem 11.108. To simplify the notation, we retain the name f for f∞.
After compositing f with an isometry of Hn+1, we can assume that f(∞) =∞.

Theorem 22.36. There exists C = C(L,A), such that the restriction f : Rn →
Rn is η-quasisymmetric, with

η(t) = e2C+AtL.

Proof. Pick a point x ∈ Rn and consider an annulus A ⊂ Rn,

A = {v ∈ Rn : R1 6 |v − x| 6 R2},
where 0 < R1 6 R2 < ∞. We will refer to the ratio t = R2

R1
as the eccentricity of

A. In other words, the eccentricity of A equals the ratio
|y − x|
|z − x|

for points y, z which belong to the outer and inner boundaries of A respectively.
Consider the smallest annulus A′ centered at x′ = f(x), which contains the topo-
logical annulus f(A). Let t′ denote the eccentricity of A′. Then, by the definition
of A′ and t′,

|f(y)− f(x)|
|f(z)− f(x)| 6 t

′,

for all points y and z as above. In order to verify that f is η-quasisymmetric, we
need to show that t′ 6 η(t).

After precomposing and postcomposing f with translations of Rn, we can as-
sume that x = x′ = f(x) = 0. Let α ⊂ Hn+1 denote the vertical geodesic,
connecting 0 to ∞, i.e. α is the xn+1-axis in Hn+1. Let πα : Hn+1 → α denote the
orthogonal projection to α: For every p ∈ Hn+1, πα(p) = q ∈ α, where q ∈ α is
the unique point such that the geodesic pq is orthogonal to α. The map πα is the
nearest-point projection to α. This projection extends continuously to a map

πα : Hn+1 ∪ (Rn \ {0})→ α.

Then, πα(A) is the interval

σ = [R1en+1, R2en+1] ⊂ α,
whose hyperbolic length equals ` = log(R2/R1), see Exercise 4.14.

By Lemma 11.105, the (L,A)-quasigeodesic f(α) lies within distance D(L,A, δ)
from the α ⊂ Hn+1, since we are assuming that f(0) = 0, f(∞) = ∞. According
to Proposition 11.107, quasiisometries “almost commute” with nearest-point pro-
jections and, thus, we obtain

d(fπα(x), παf(x)) 6 C = C(L,A, δ), ∀x ∈ Hn+1 ∪ (Rn \ {0}).

Lemma 22.37.
diam(πα(f(A))) 6 2C + L`+A.

Proof. The ideal boundary of the spherical half-shell

Ã := π−1
α (σ) ∩Hn+1

is the annulus A. Therefore, in view of continuity of

f : Hn+1 ∪ ∂∞Hn+1 → Hn+1 ∪ ∂∞Hn+1
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Figure 22.1. Proving quasisymmetry of f∞.

at ideal boundary points, it suffices to verify the inequality in the lemma with f(A)

replaced by f(Ã).
For any two points p, q ∈ Ã we have

d(fπα(p), παf(p)) 6 C, d(fπα(q), παf(q)) 6 C.
Since d(πα(p), πα(q)) 6 `,

d(fπα(p), fπα(q)) 6 L`+A,

and, by the triangle inequality, we obtain

d(παf(p), παf(q)) 6 2C + L`+A.

The lemma follows. �
Now we can finish the proof of the theorem. Lemma 22.37 implies that

f(A) ⊂ π−1
α (σ′),

where σ′ ⊂ α has length 6 `′ = 2C + L`+A. The eccentricity of the annulus

π−1
α (σ′) ∩ Sn

is at most 6 e`′ . Thus, the eccentricity of the annulus A′ is also at most

e`
′

= e2C+A · eL` = e2C+A · eL log(t) = e2C+AtL,

where t = R2/R1. �
The following converse theorem was first proven by Pekka Tukia in the case of

hyperbolic spaces and then extended by Frederic Paulin to the case of more general
Gromov–hyperbolic spaces.

Theorem 22.38 (P. Tukia [Tuk94], F. Paulin [Pau96]). Every quasisymmetric
homeomorphism Rn → Rn extends to a quasiisometric map Hn+1 → Hn+1. More
precisely: For every η-quasisymmetric homeomorphism f : Rn → Rn there exists a
an (L,A)-quasiisometric map F of the hyperbolic space Hn+1, such that

F∞ = f,

where F∞ is the boundary extension of the quasiisometry F given by Theorem
11.108. Moreover, the constants L,A depend only on η(1) and η(2).
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Proof. We let Π : Hn+1 = Rn+1
+ → Rn denote the coordinate projection.

We define the extension F as follows. For every p ∈ Hn+1, let α = αp be the
complete vertical geodesic through p. This geodesic is asymptotic to the points ∞
and x = xp = Π(p) ∈ Rn. Let y ∈ Rn be a point such that πα(y) = p. (The point
y is non-unique, of course: Every point y ∈ S(x,R) in the sphere centered at x and
of the radius R = |x−p| would work.) Let x′ := f(x), y′ := f(y) and let α′ ⊂ Hn+1

denote the vertical geodesic through x′ and let p′ := πα′(y
′). Lastly, set F (p) := p′.

We will prove that F is an (L,A)-coarse Lipschitz map. The coarse inverse
to F will be the map F̄ defined via extension of the map f−1 following the same
procedure. We will leave it as an exercise to the reader to verify that F̄ is indeed
a coarse inverse to F and to estimate d(F̄ ◦ F, Id).

Figure 22.2. Triangle ∆(p1, p2, p3).

Suppose that d(p1, p2) 6 1/4. We are looking for a uniform upper bound on
the distance

d(p′1, p
′
2) 6 A,

with A depending only on η(1) and η(2): Existence of such upper bound will imply
that F is (4A,A)-coarse Lipschitz (see Lemma 8.8).

Consider the triangle ∆(p1, p2, p3) as in Figure 22.2, where the points p1, p3

belong to the same vertical geodesic while p2, p3 belong to the same horosphere Σ
centered at the point ∞ ∈ Sn (after swapping p1, p2 if necessary we may assume
that the point p1 does not belong to the horoball bounded by Σ). Then

d(p1, p2) 6 1

4
⇒ d(p1, p3) 6 1

4
⇒ d(p2, p3) 6 1

2
.

The uniform upper bounds

d(F (p1), F (p2)) 6 C1, d(F (p3), F (p2)) 6 C3

would imply
d(F (p1), F (p2)) 6 A := C1 + C2,

as required. Therefore, our problem reduces to the two special cases:
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Case 1. p1, p2 belong to the common vertical geodesic α; in particular, x1 =
x2 = x. We will assume, for concreteness, that |x− y1| 6 |x− y2|. Hence,

d(p1, p2) = log

( |y2 − x|
|y1 − x|

)
and the assumption d(p1, p2) 6 1/2 implies that( |y2 − x|

|y1 − x|

)
6
√
e < 2.

Since the map f is η-quasisymmetric,
|y′2 − x′|
|y′1 − x′|

6 η
( |y2 − x|
|y1 − x|

)
6 η(2).

In particular,
d(p′1, p

′
2) 6 C1 := log(η(2)).

This estimate also shows that different choices of the point y ∈ Rn in the definition
of F lead to maps which are within distance 6 C1 from each other.

Case 2. Suppose that the points p1, p2 have the same last coordinate, i.e.
they belong to the same horosphere centered at the point ∞ ∈ Sn. As before, for
i = 1, 2, we set xi := Π(pi), let αi denote the vertical hyperbolic geodesic through
pi and pick arbitrarily yi ∈ Rn with παi(yi) = pi. Then

Ri := |yi − xi| = |pi − xi|
and R = R1 = R2 (as p1, p2 have the same last coordinate). Set R3 := |x1 − y2|.

The reader will verify, using the formula (4.15), that

d(p1, p2) 6 1/2⇒ t := |x1 − x2| < R⇒ R3 6 2R.

In particular, if n > 2, we could have choosen, if we wish, y1 = y2.
The points p′i = F (xi), i = 1, 2, belong to the vertical geodesics α′i, such that

πα′i(y
′
i) = p′i,

y′i = f(yi), i = 1, 2. We define the points x′i := Π(p′i) ∈ Rn, and set

R′i := |y′i − x′i| = |p′i − x′i|, i = 1, 2.

Lastly, set
t′ := |x′1 − x′2|, R′3 := |x′1 − y′2|.

After switching the roles of p1 and p2, we can assume that R′1 6 R′2. Then

(22.9) d(p′1, p
′
2) 6 t′

R′1
+ log

(
R′2
R′1

)
,

as we can first travel from p′1 to the line α′2 horizontally, along a path of the
hyperbolic length

t′

R′1
=
|x′2 − x′1|

R′1
,

and then vertically, along α′2, along a path of the length log(R′2/R
′
1). We now apply

the η-quasisymmetry condition (equation (22.2)) to the triple of points x1, y1, x2,
(with x1 playing the role of the center) and get:

(22.10)
t′

R′1
6 η

(
t

R

)
6 η(1).
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Setting R3 := |x1−y2|, R′3 := |x′1−y′2| and applying the η-quasisymmetry condition
to the triple of points x1, y1, y2 (with x1 again playing the role of the center), we
obtain

(22.11)
R′3
R′1
6 η

(
R3

R1

)
6 η

(
2R

R

)
= η(2).

The inequalities R′2 6 t′ +R′3, (22.10) and (22.11) imply
R′2
R′1
6 t′ +R′3

R′1
6 η(1) + η(2).

Combining this inequality with (22.9), we conclude that

d(p′1, p
′
2) 6 C2 := η(1) + log(η(1) + η(2)).

Thus, in general, for p1, p2 ∈ Hn+1, d(p1, p2) 6 1/4, we have:

d(F (p1), F (p2)) 6 C1 + C2 = A.

It follows that F is an (A,A)-coarse Lipschitz map, where A = C1 + C2.
The last thing to observe is that since F , by the construction, sends vertical

geodesics to vertical geodesics, its extension F∞ : Sn → Sn, defined by Theorem
11.108, equals f . �

Exercise 22.39. Consider a linear quasiconformal mapping f : x 7→ Ax,x ∈
Rn, A ∈ GL(n,R). Define the linear mapping

f̃ : (x, t) 7→ (Ax, t), x ∈ Rn, t > 0.

Show that f̃ is a quasiisometry of Hn+1.

714



CHAPTER 23

Groups quasi-isometric to Hn

The main result of this chapter is the following theorem, due to Pekka Tukia,
see [Tuk86] and [Tuk94], as well as the paper by Jim Cannon and Daryl Cooper
[CC92]:

Theorem 23.1 (P. Tukia). If G is a finitely generated group QI to Hn+1 (with
n > 2), then G acts geometrically on Hn+1. In particular, G is virtually isomorphic
to a uniform lattice in the Lie group Isom(Hn+1).

Remark 23.2. The same result also holds for n = 1, but the proof in this case
is completely different, see Section 23.7.

Recall that if a group G is QI to Hn+1, then it quasiacts on Hn+1, see Lemma
8.63. Furthermore (by Theorem 11.135), every such quasiaction ϕ determines a
topological action

ϕ∞ : Gy Sn

on the boundary sphere of Hn+1. Since the quasiaction of G is by uniform quasi-
isometries, the action of Gy Sn is by uniformly quasiconformal homeomorphisms,
see Theorem 22.36. Such group actions are called uniformly quasiconformal. Ac-
cording to Lemma 8.63, the quasiaction G y Hn+1 is geometric and, by Lemma
11.118, every point ξ ∈ Sn is a conical limit point of G y Sn. Lastly, by Theorem
11.135, the fact that the quasiaction Gy Hn+1 is geometric translates to:

The action Gy Trip(Sn) is properly discontinuous and cocompact. In partic-
ular:

1. The kernel of the homomorphism ϕ∞ : G → Homeo(Sn) is a finite normal
subgroup of G.

2. The image Ḡ = ϕ∞(G) is a discrete subgroup of the group of homeomor-
phisms Homeo(Sn), where Homeo(Sn) is equipped with the topology of uniform
convergence.

We refer the reader to the Notation 11.88 for the definition of the space Trip(Sn).

Our goal, and this is the main result of Dennis Sullivan (for n = 2) and Pekka
Tukia (for all n ≥ 2), is to show that, under the above hypothesis, there exists a
quasiconformal homeomorphism f : Sn → Sn which conjugates Ḡ to a group of
Moebius transformations, whose action on Hn+1 is geometric. Once the existence
of such f is established, Theorem 23.1 would follow. We see that in order to prove
Theorem 23.1, one is naturally lead to study uniformly quasiconformal group actions
on Sn. Our treatment of quasiconformal groups mostly follows the arguments in
[Tuk86] and in [IM01]. A different, but related, proof is given by Peter Haissinsky
[Haï09].

715



23.1. Uniformly quasiconformal groups

Let G < Homeo(Sn) be a group of consisting of quasiconformal homeomor-
phisms. The group G is called uniformly quasiconformal, if there exists K < ∞
such that K(g) 6 K for all g ∈ G. Recall that K(g) is the quasiconformality con-
stant of the homeomorphism g : Sn → Sn, see Equation (22.8). Trivial examples of
uniformly quasiconformal groups are given by subgroups Γ < Mob(Sn) of Moebius
transformations and their quasiconformal conjugates

Γf = fΓf−1,

where f is k-quasiconformal. Then for every g ∈ Γf ,

K(g) = K(fγf−1) 6 k2 = K.

We say that a uniformly quasiconformal subgroup G < Homeo(Sn) is exotic if
it is not quasiconformally conjugate to a group of Moebius transformations. The
following theorem is a fundamental fact of quasiconformal analysis in dimension
n = 2, observed first by D. Sullivan in [Sul81]:

Theorem 23.3. There are no exotic uniformly quasiconformal subgroups in
Homeo(S2).

This theorem fails rather badly for n > 3. The first examples of exotic uni-
formly quasiconformal subgroups G < Homeo(Sn), n > 3, were constructed by
P. Tukia [Tuk81]. Tukia’s subgroups G are non-discrete, isomorphic to certain
connected solvable Lie groups, which do not admit embeddings into Isom(Hm) for
any m. Algebraically, Tukia’s examples are semidirect products Rk o R2, where
(a, b) ∈ R2 acts on Rk via a diagonal matrix D(a, b) that has (generically) two
distinct eigenvalues 6= ±1. Further examples ofdiscrete exotic uniformly quasicon-
formal subgroups ofHomeo(S3) were constructed in [FS88], [Mar86] (these groups
have torsion) and in [Kap92] (these are certain surface groups acting on S3). An
example of a discrete uniformly quasiconformal subgroup of Homeo(S3) which is
not isomorphic to subgroup of Isom(H4) was constructed in [Isa90].

Problem 23.4. Suppose that G < Homeo(Sn) is a discrete uniformly quasi-
conformal subgroup. Is it true that G is isomorphic to a subgroup of Isom(Hm) for
some m?

The answer to this questions is probably negative. One can, nevertheless, ask
which algebraic properties of discrete groups of Moebius transformations are shared
by discrete uniformly quasiconformal subgroups, e.g.:

Problem 23.5. Suppose that G < Homeo(Sn) is an infinite discrete uniformly
quasiconformal subgroup, n > 3.

1. Is it true that G does not have the Property (T)?
2. Is it true that G has the Haagerup property?
3. Is it true that the action G y Sn extends to a uniformly quasiconformal

action Gy Hn+1?

Note that, in view of Theorems 23.7 and 8.66, there exists a Gromov–hyperbolic
spaceX quasiisometric toHn+1, such thatG acts isometrically onX and the actions
of G on ∂∞X and Sn are topologically conjugate.

Another problem, open since Tukia’s examples of exotic connected solvable
uniformly quasiconformal subgroups of Homeo(Sn) is:
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Problem 23.6. Suppose that N < Homeo(Sn) is a uniformly quasiconformal
connected nilpotent subgroup. Is it true that N is abelian?

23.2. Hyperbolic extension of uniformly quasiconformal groups

As we saw, every quasiaction Gy Hn+1 extends to a uniformly quasiconformal
action Gy Sn. Our first goal is to prove the converse:

Theorem 23.7 (P. Tukia, [Tuk94]). Every uniformly quasiconformal action
ρ : Gy Sn extends to a quasiaction ϕ : Gy Hn+1 in the sense that

ϕ(g)∞ = ρ(g), ∀g ∈ G,
where h∞ : Sn → Sn is the extension of a quasiisometry h : Hn+1 → Hn+1 given by
Theorem 22.36.

Proof. For every g ∈ G we let ϕ(g) : Hn+1 → Hn+1 denote the quasiisometric
extension of ρ(g) constructed in Theorem 22.38. In view of the same extension the-
orem, since every ρ(g) is K-quasiconformal, every ϕ(g) is an (L,A)-quasiisometry,
where L and A depend only on K. We need to show that the extension ϕ defines
a quasiaction, i.e. there exists C = C(L,A) such that:

(1) For all g1, g2 ∈ G
dist(ϕ(g1) ◦ ϕ(g2), ϕ(g1g2)) 6 C,

(2)
dist(ϕ(1G), Id) 6 C.

It follows immediately from the construction of the quasiisometric extension in the
proof of Theorem 22.38 that

ϕ(1G) = Id .

In order to verify (1), we note that for all g1, g2 ∈ G, the composition

f ′ = ϕ(g1) ◦ ϕ(g2)

is an (L2, LA+A)-quasiisometry, while

f ′′ = ϕ(g1g2)

is an (L,A)-quasiisometry. Furthermore,

f ′∞ = ρ(g1) ◦ ρ(g2) = ρ(g1g2) = f ′′∞.

By homogeneity of Hn+1, every point of the hyperbolic space is a centroid of an
ideal triangle. Therefore, Lemma 11.112 implies that

dist(f ′, f ′′) 6 C(L,A) = D(L,A, 0, δ),

where δ is the hyperbolicity constant of Hn+1. �
This theorem shows that the study of uniformly quasiconformal groups is equiv-

alent to the study of quasiactions on Hn+1. In particular, we can define conical
limit points for uniformly quasiconformal subgroups G < Homeo(Sn) as conical
limit points of the extended quasiactions.

Our goal, thus, is to prove the following theorem which was first established
by D. Sullivan [Sul81] for n = 2 (without restrictions on conical limit points) and
then by P. Tukia in full generality:
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Theorem 23.8 (P. Tukia, [Tuk86]). Suppose that G < Homeo(Sn) is a count-
able uniformly quasiconformal subgroup. Assume also that n > 2 and that almost
every point of Sn is a conical limit point of G. Then G is quasiconformally conjugate
to a subgroup of the Moebius group Mob(Sn).

Before proving this theorem, we will need a few technical tools.

23.3. Least volume ellipsoids

Observe that a closed ellipsoid centered at 0 in Rn can be described as

E = EA = {x ∈ Rn : ϕA(x) = xTAx 6 1},
where A is some positive-definite symmetric n× n matrix. The volume of such an
ellipsoid is given by the formula

V ol(EA) = ωn (det(A))
−1/2

,

where ωn is the volume of the unit ball in Rn. A subset X ⊂ Rn is called centrally-
symmetric if X = −X.

Theorem 23.9 (F. John, [Joh48]). For every compact centrally-symmetric
subset X ⊂ Rn with non-empty interior, there exists a unique ellipsoid E(X) of
least volume containing X. The ellipsoid E(X) is called the John–Loewner ellipsoid
of X.

Proof. The existence of E(X) is clear by compactness. We need to prove
uniqueness. Consider the function f on the space Pn of positive definite symmetric
n× n matrices, given by

f(A) = −1

2
log (det(A)) .

Lemma 23.10. The function f : Pn → R is strictly convex, in the sense that
for every family of matrices Ct ∈ Pn,

Ct = tA+ (1− t)B ∈ Pn, 0 6 t 6 1,

the function g(t) = f(Ct) is strictly convex.

Proof. The matrices A and B in Pn can be simultaneously diagonalized by a
matrix M ∈ GL(n,R):

MAMT = DA, MBMT = DB ,

where DA, DB are diagonal matrices. The matrices

Dt = tDA + (1− t)DB = M(tA+ (1− t)B)MT

are, of course, also diagonal and

f(Dt) = f(MCtM
T ) = − log det(M)− 1

2
log det(Ct) = − log det(M) + f(Ct).

Therefore, it suffices to prove strict convexity of f on the space Diag+
n of positive-

definite diagonal n × n matrices. For each diagonal matrix D = Diag(x1, ..., xn)
with the diagonal entries x1, . . . , xn,

f(D) = −1

2

n∑
i=1

log(xi).
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Lastly, the function f : Diag+
n → R is strictly convex since log is strictly concave.

�

In particular, whenever V ⊂ Pn is a convex subset and f |
V
is proper, f attains

a unique minimum on V . Since log is a strictly increasing function, the same
uniqueness assertion holds for the function det−1/2 on Pn. Let V = VX denote the
set of matrices C ∈ Pn such that X ⊂ EC . Since ϕA(x) is linear as a function of
A for any fixed x ∈ X, it follows that V convex. Thus, the least volume ellipsoid
containing X is unique. �

23.4. Invariant measurable conformal structure

Throughout this section, we assume that n is at least 2 (the discussion becomes
meaningless otherwise). Recall (see Section 3.3) that a measurable Riemannian
metric on Sn = Rn ∪ {∞} is a measurable map g from Sn to the space Pn of
positive definite symmetric n×n matrices. (Since we are working in the measurable
category, we can and will ignore the point ∞.)

A measurable conformal structure on Sn is a measurable Riemannian metric
defined up to multiplication by a positive measurable function. In order to avoid the
ambiguity with the choice of the conformal factor, one can normalize the measurable
metric g : Rn → Pn so that det(g(x)) = 1 for all x ∈ Sn. We will refer to such g as
a normalized measurable Riemannian metric.

Every quasiconformal mapping f : Sn → Sn acts on measurable Riemannian
metrics via the pull-back by the usual formula:

f∗(g) = h, h(x) = (Dxf)T g(f(x)) (Dxf).

Here we are using the fact that f is differentiable almost everywhere in Sn and
its derivative is a measurable matrix-valued function on Rn, see Theorem 22.23.
Measurability of the function x 7→ Dxf explains why considering measurable Rie-
mannian metrics is the right thing to do in the context of quasiconformal mappings.

Remark 23.11. The reader might have noticed that in the book we proved
the ACL property only for quasisymmetric rather than quasiconformal mappings.
For the purposes of quasiisometric rigidity this does not matter, since extensions of
quasiisometries are quasimoebius mappings and, hence, we can use the analytical
properties of quasisymmetric mappings proven in Chapter 22. Furthermore, every
quasiconformal mapping of Rn is also quasisymmetric, Section 22.4.2.E.

If we consider normalized Riemannian metrics, then the appropriate action is
given by the formula:

f•(g) = h, h(x) = (Jx)−2n(Dxf)T g(f(x))(Dxf)

in order for h to be normalized as well. Here Jx is the Jacobian determinant of f
at x. We will think of normalized measurable Riemannian metrics as measurable
conformal structures on Sn.

A measurable conformal structure µ on Sn is called bounded if it is represented
by a bounded normalized measurable Riemannian metric, i.e. a bounded map

Sn → Pn ∩ {det = 1}.
Below, we interpret boundedness of µ in terms of eigenvalues.

719



Given a measurable Riemannian metric µ(x) = Ax, we define its linear dilata-
tion H(µ) as the essential supremum of the ratios

H(x) :=

√
λn(x)√
λ1(x)

,

where λ1(x) 6 . . . 6 λn(x) are the eigenvalues of Ax. Geometrically speaking, if
Ex ⊂ TxRn is the unit ball with respect to Ax, then H(x) is the eccentricity of the
ellipsoid Ex, i.e. the ratio of the largest to the smallest axis of Ex. In particular,
H(x) and H(µ) are conformal invariants of µ.

Exercise 23.12. 1. A measurable conformal structure µ is bounded if and
only if H(µ) <∞.

2. A subset M in the space normalized measurable conformal structures is
bounded if and only if

sup
µ∈M

H(µ) <∞.

We say that a measurable conformal structure µ(x) = Ax on Rn is invariant
under a quasiconformal subgroup G < Homeo(Sn) if

g•µ = µ,∀g ∈ G.
In detail:

∀g ∈ G, (Jg,x)
− 1

2n (Dxg)
T ·Agx ·Dxg = Ax

a.e. in Rn.
The following was first proven by Sullivan in [Sul81] for n = 2 and, then, by

Tukia [Tuk86] for arbitrary n:

Proposition 23.13. Every countable uniformly quasiconformal subgroup G <
Homeo(Sn) admits an invariant measurable conformal structure λ on Sn.

Proof. Let µ0 be the Euclidean metric on Rn, it is given by the constant
matrix function x 7→ I. Consider the orbit G · µ0 in the space of normalized mea-
surable Riemannian metrics. The idea is to take the “average” of all the measurable
conformal structures in this orbit.

Since G is countable, there exists a subset of full measure in Sn on which we
have matrix-valued functions

Ag,x = g•µ0 = (Jg,x)
− 1

2n (Dxg)
T ·Dxg, g ∈ G.

With this definition, H(Ag,x) = Hg(x), is the linear dilatation of g at x, see Def-
inition 22.11. Therefore, the assumption that G is uniformly quasiconformal is
equivalent to the assumption that the family of measurable conformal structures
G · µ0 is uniformly bounded:

H := sup
g∈G

H(g•µ0) <∞.

Geometrically, one can think of this as follows. For a.e. x we let Eg,x denote the
unit ball in TxRn with respect to g•(µ0). From the Euclidean viewpoint, Eg,x is
just an ellipsoid of the volume ωn (since g•(µ0) is normalized). This ellipsoid (up
to scaling) is the image of the unit ball under the inverse of the derivative Dxg.
Then uniform boundedness of the conformal structures g•(µ0) simply means the
that the eccentricities of the ellipsoids Eg,x are bounded by the number H, which
is independent of g and x. Since the volume of each Eg,x is fixed, it follows that the
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diameters of these ellipsoids are uniformly bounded above and below: There exists
0 < R <∞ such that

B(0, R−1) ⊂ Eg,x ⊂ B(0, R),∀g ∈ G
for a.e. x ∈ Rn.

Let Ux denote the union of the ellipsoids⋃
g∈G

Eg,x.

Since each ellipsoid Eg,x is centrally-symmetric, so is Ux. By the construction, the
family of sets {Ux, x ∈ Rn} is invariant under the group G:

(Jg,x)−1/nDxg(Ux) = Ug(x), ∀g ∈ G.
For each x (where Ux is defined, which is a subset of full measure), we define an
ellipsoid Ex, the John-Loewner ellipsoid of the set Ux. Since the group G preserves
the family of sets Ux and since, after normalization, the action of Dxg on the
tangent space is volume-preserving, it follows (by uniqueness of the John-Loewner
ellipsoid, Theorem 23.9) that G also preserves the family of ellipsoids Ex.

Clearly,
B(0, R−1) ⊂ Ex ⊂ B(0, R)

a.e. in Rn, and, hence, the eccentricities of the ellipsoids Ex are uniformly bounded
above and below. Let µ(x) denote the (a.e. defined) function Rn → Pn which sends
x to the matrix Ax such that Ex is the unit ball with respect to the quadratic form
defined by Ax. Then, H(Ax) 6 R2 a.e..

Lemma 23.14. The function µ : x→ Ax is measurable.

Proof. Since G is countable, we can represent G as an increasing union of
finite subsets Gi ⊂ G. For each i we define the sets

Ux,i =
⋃
g∈Gi

Eg,x

and the corresponding John-Loewner ellipsoids Ex,i. We leave it to the reader to
check that since each ellipsoid Eg,x is measurable as a function of y, then Ex,i is
also measurable. Note also that

Ex =
⋃
i∈N

Ex,i.

Let µi : Rn → Pn denote the measurable functions defined by the ellipsoids Ex,i.
We will think of these functions as functions Rn × Rn → R+,

(x, v) 7→ vTµi(x)v ∈ R+.

Then the fact that Ei ⊂ Ei+1 means that

µi(x, v) > µi+1(x, v).

Furthermore,
µ = lim

i
µi.

Now, the lemma follows from the Lebesgue monotone convergence theorem (Beppo
Levi’s theorem), see e.g. [SS05]. �

This also concludes the proof of the proposition. �
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The above proposition also holds for uncountable uniformly quasiconformal
groups, see [Tuk86], but we will not need this fact.

23.5. Quasiconformality in dimension 2

In this section we reformulate quasiconformality of a map in the 2-dimensional
case in terms of the Beltrami equation and explain the relation between measurable
conformal structures on domains in C = R2 and Beltrami differentials. We refer to
[Ahl06] and [Leh87] for further details.

23.5.1. Beltrami equation. For computational purposes, we will use the
complex differentials dz = dx + idy and dz̄ = dx − idy. These differentials define
coordinates on the complexification of the real tangent space TzΩ of open subsets
Ω ⊂ R2. Accordingly,

∂

∂z
=

1

2

(
∂

∂x
− i ∂

∂y

)
,

∂

∂z̄
=

1

2

(
∂

∂x
+ i

∂

∂y

)
.

To simplify the notation, we let ∂f denote ∂f
∂z = fz and let ∂̄f denote ∂f

∂z̄ = fz̄, the
holomorphic and antiholomorphic derivatives respectively.

Consider a function f(z) which is differentiable at a point z ∈ C. Writing
f = u+ iv, we obtain a formula for the (real) Jacobian determinant of f :

Jf = uxvy − uyvx = |∂f |2 − |∂̄f |2.
We will assume from now on that f is orientation-preserving at z, i.e. |∂f(z)| >
|∂̄f(z)|.

For α ∈ [0, 2π], the directional derivative of f at z in the direction eiα equals

∂αf = ∂f + e−2iα∂̄f.

We now can compute lengths of the major and minor semi-axes of the ellipse, which
is the image of the unit tangent circle under Dzf :

max
α
|∂αf | = |∂f |+ |∂̄f |,

min
α
|∂αf | = |∂f | − |∂̄f |.

Thus,

Hz(f) = max
α,β

|∂αf |
|∂βf |

=
|∂f |+ |∂̄f |
|∂f | − |∂̄f |

is the linear dilatation of f at z. Setting µ(z) = ∂̄f
∂f , we obtain

Hz(f) =
1 + |µ(z)|
1− |µ(z)| .

Suppose now that f : Ω → C and f ∈ W 1,2
loc (Ω); in particular, f is differentiable

a.e. in Ω, its derivatives are locally square-integrable in Ω and Jz(f) > 0 in Ω, i.e.
f is orientation-preserving. Then, we have a measurable function

(23.1) µ = µ(z) =
fz̄
fz
,
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called the Beltrami differential of f ; the equation (23.1) is called the Beltrami
equation. Let k = kf = ‖µ‖ be the L∞-norm of µ in Ω. Then,

K(f) = sup
z∈Ω

Hz(f) =
1 + k

1− k
is the coefficient of quasiconformality of f .

We conclude that the following are equivalent for a function f :
1. f is K-quasiconformal, where K = 1+k

1−k .
2. f satisfies the Beltrami equation and k = ‖µ‖ < 1.

In particular, an (orientation-preserving) quasiconformal map is 1-quasiconformal
if and only if kf = 0, i.e. µ = 0, equivalently, ∂̄f = 0 (almost everywhere). A the-
orem of Weyl (see e.g. [Ahl06]) then states that such maps are holomorphic.

23.5.2. Measurable Riemannian metrics. Let f : Ω → Ω′ ⊂ C be an
orientation-preserving quasiconformal homeomorphism, w = f(z), with the Bel-
trami differential µ. For w = u + iv it is useful to compute the pull-back of the
Euclidean metric du2 + dv2 = |dw|2 by the map f :

|dw|2 = |∂fdz + ∂̄fdz̄|2 =

|∂f |2 · |dz +
∂̄f

∂f
dz̄|2 = |∂f |2 · |dz + µ(z)dz̄|2.

Therefore, up to the conformal multiple |∂f |2, the pull-back metric f∗(|dw|2) equals
the measurable Riemannian metric

ds2
µ := |dz + µ(z)dz̄|2.

Our next goal is to show that an arbitrary measurable Riemannian metric ds2

on a domain (an open connected subset) Ω ⊂ C is conformal to a metric of the
form ds2

µ for some µ. Consider a measurable Riemannian metric

ds2 = Edx2 + 2Fdxdy +Gdy2.

We will do the computation in the tangent space at each point z ∈ Ω. Then, by a
change of variables z = eiθw, we convert a general form ds2 to the one with F (z) =
0; the same change of variables converts |dz + µ(z)dz̄|2 to |dw + µ(z)e−2iθdw̄|2.
Therefore, below we assume that F = 0. The condition that ds2

µ is a multiple of
ds2 translates to

1 + µ = t
√
E, 1− µ = t

√
G,

for some t = t(z) ∈ (0,∞). Solving this system of equations, we obtain that µ(z)
is real,

µ =

√
E −

√
G√

E +
√
G
.

Clearly, |µ| < 1. Furthermore, limz→z0 |µ(z)| = 1 if and only if

lim
z→z0

E(z)

G(z)
∈ {0,∞}.

Thus, the condition that the measurable conformal structure [ds2] defined by ds2
µ

is bounded is equivalent to the inequality

‖µ‖∞ < 1.
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To summarize these computations: The correspondence µ 7→ ds2
µ, establishes

an equivalence of Beltrami differentials µ with norm < 1 and bounded measur-
able conformal structures. Furthermore, if f is a quasiconformal map solving the
Beltrami equation (23.1), then the measurable Riemannian metric f∗(|dz|2) is con-
formal to the metric ds2

µ.
The following fundamental theorem goes one step further; it will be used for

the proof of nonexistence of exotic uniformly quasiconformal groups acting on S2.

Theorem 23.15 (Measurable Riemann Mapping Theorem). For every mea-
surable function µ(z) on a domain Ω ⊂ S2 satisfying ‖µ‖∞ < 1, there exists a
quasiconformal homeomorphism f : Ω → Ω′ ⊂ S2 with the Beltrami differential µ.
Equivalently, every bounded measurable conformal structure [ds2] on Ω is equivalent
to the standard conformal structure on a domain Ω′ ⊂ S2 via a quasiconformal map
f : Ω′ → Ω.

Historical Remark 23.16. In the case of smooth Riemannian metric ds2, a
local version of this theorem was proven by Gauss, it is called Gauss’ theorem on
isothermal coordinates. In full generality it was established by Morrey [Mor38].
Modern proofs can be found, for instance, in [Ahl06] and [Leh87].

23.6. Proof of Tukia’s theorem on uniformly quasiconformal groups

We are now ready to prove Tukia’s theorem. Recall that the notion of approx-
imate continuity was defined in Section 22.4.1.B.

Theorem 23.17 (P. Tukia, [Tuk86]). Let G < Homeo(Sn) be a uniformly qua-
siconformal group and n > 2. Assume also that µ is a G-invariant bounded mea-
surable conformal structure on Sn, which is approximately continuous at a conical
limit point ξ of G. Then there exists a quasiconformal homeomorphism f : Sn → Sn
which sends µ to the standard conformal structure on Sn and conjugates G to a
group of Moebius transformations.

Proof. As before, we will identify Sn with R̂n = Rn ∪ ∞. We first explain
Sullivan’s proof of this theorem in the case n = 2 since it is easier and does not use
the conical limit points assumption.

In view of the Measurable Riemann Mapping Theorem for S2, the bounded
measurable conformal structure µ on S2 is equivalent to the standard conformal
structure µ0 on S2, i.e. there exists a quasiconformal map f : S2 → S2 which sends
µ to µ0:

f•µ0 = µ.

Since the quasiconformal group G preserves the conformal structure µ on S2,
it follows that the conjugate group Gf = fGf−1 preserves the conformal structure
µ0. Therefore, each h ∈ Gf is a 1-quasiconformal homeomorphism of S2, hence, a
Moebius transformation, see Section 22.4. Thus, Gf acts as a group of Moebius
automorphisms of the round sphere. This proves theorem for n = 2.

We now consider the general case. Without loss of generality, we may assume
that the conical limit point ξ in the statement of the theorem is the origin in Rn
and (by conjugating G via an affine transformation if necessary) that µ(0) = µ0(0)
is the standard conformal structure on Rn. We will identify Hn+1 with the upper
half-space Rn+1

+ . Define the point

e = en+1 = (0, ..., 0, 1) ∈ Hn+1.
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Let ϕ : G y Hn+1 be the quasiaction, extending the action G y Sn, see Theorem
22.38. (In the context of the proof of Theorem 23.1, which is our main goal, we can
use the original quasiaction, of course.) Let (L,A) be the quasiisometry constants
for this quasiaction. Every element g ∈ G is a K-quasiconformal homeomorphism
of Sn for some K <∞.

By the definition of a conical limit point, there exists a sequence gi ∈ G and a
number c ∈ R, such that

lim
i→∞

ϕ(gi)(e) = 0

and

(23.2) d(ϕ(gi)(e), tie) 6 c,
where d is the hyperbolic metric on Hn+1 and (ti) is a sequence of positive numbers
converging to zero.

Let γi denote the hyperbolic isometry given by

x 7→ tix, x ∈ Rn+1.

The composition
fi := g−1

i ◦ γi
is aK-quasiconformal homeomorphism of Sn. This homeomorphism has the (L,A)-
quasiisometric extension

ϕ(g−1
i ) ◦ γi

to the hyperbolic space Hn+1. Using the inequality (23.2), we obtain the estimate

d(ϕ(g−1
i )γi(e), e) 6 Lc+A.

We claim that the sequence (fi) contains a subsequence which converges to
a K-quasiconformal mapping. One way to prove it is to appeal to the Coarse
Arzela–Ascoli theorem (Proposition 8.34). We will use the Convergence Property
of quasiconformal mappings instead.

Let T be an ideal hyperbolic triangle with the centroid e and the set of ideal
vertices Z = {ζ1, ζ2, ζ3}. By the Extended Morse Lemma (Lemma 11.105), the
quasi-geodesic triangles φ(g−1

i )γi(T ) are uniformly close to ideal geodesic trian-
gles Ti in Hn+1, such that the distances from centroids of Ti’s to the point e are
uniformly bounded (cf. the proof of Proposition 11.107). After passing to a sub-
sequence (which we suppress) vertex sets Zi of ideal triangles Ti converge to a
three-point set Z ′ ⊂ Sn. In particular, the K-quasiconformal maps fi restricted to
the set Z, subconverge to a bijection

Z → Z ′ ⊂ Sn.

Therefore, by Theorem 22.34, the sequence (fi) subconverges to a quasiconformal
mapping f : Sn → Sn.

We now record the transformations of measurable conformal structures:

µi := f•i (µ) = (γi)
•(gi)

−1•(µ) = (γi)
•µ,

since g•(µ) = µ. Putting it all together:

µi(x) = µ(γix) = µ(tix).

In other words, the measurable conformal structure µi is obtained by “zooming into”
the point 0. Since, by the hypothesis of Theorem 23.17, ξ = 0 is an approximate
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continuity point for µ, the sequence of functions (µi) converges (in measure) to the
constant function µ0 = µ(0). This leads to the diagram:

µ
fi−→ µi

↓
µ

f−→ µ0

If we knew that the derivatives Dfi subconverge (in measure) to the derivative Df ,
then we would conclude that

f•µ = µ0.

Then f would conjugate the group G (preserving µ) to a group Gf preserving µ0

and, hence, acting conformally on Sn.
However, derivatives of quasiconformal maps (in general), converge only in the

“biting" sense (see [IM01]), which does not suffice for our purposes. Thus, we have
to use a less direct argument below.

We claim that every element of Gf is 1-quasiconformal. Since it suffices to
verify 1-quasiconformality locally, we restrict to a certain round ball B = B(0, R)
in Rn. Since µ is approximately continuous at 0, for every ε ∈ (0, 1

2 ),

‖µi(x)− µ(0)‖ < ε,

away from a subset Wi ⊂ B of measure < εi, where limi→∞ εi = 0. Thus, for
x ∈ B \Wi,

1− ε < λ1(x) 6 ... 6 λn(x) < 1 + ε,

where λk(x)’s are the eigenvalues of the matrix Ai,x of the normalized metric µi(x).
It follows that

Hx(µi) <

√
1 + ε√
1− ε 6

√
1 + 4ε 6 1 + 2ε,

away from the subset Wi. For every g ∈ G, each map hi := figf
−1
i is conformal

with respect to the structure µi and, hence, (1 + 2ε)-quasiconformal away from the
set Wi. Since measures of the subsets Wi converge to zero, we conclude, by the
Strong Convergence Property (Theorem 22.35), that each h := limhi is (1 + 2ε)-
quasiconformal. As this holds for arbitrary ε > 0 and arbitrary R > 0, we conclude
that each h is 1-quasiconformal (with respect to the standard conformal structure
on Sn). By Liouville’s Theorem for quasiconformal mappings (Theorem 22.31), it
follows that h is Moebius.

This proves that the group Gf = fGf−1 consists of Moebius transformations
and concludes the proof of Theorem 23.17. �

Remark 23.18. The key idea of the above proof is the zooming argument :
The fraction appearing in the definition of the derivative of a function f of several
real variables is nothing but a pre- and post-composition of f with some Moebius
transformations. This argument will be used again in the proofs of Mostow and
Schwartz Rigidity Theorems (sections 24.3) and 24.4).

Proof of Theorem 23.8. According to Proposition 23.13, there exists a G-
invariant measurable conformal structure µ on the sphere Sn. By Lemma 22.15,
almost every point of Sn is a point of approximate continuity of µ. Therefore,
Theorem 23.17 applies and the action of G is conjugate to a Moebius action. �
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Historical Remark 23.19. Theorem 23.17 was first stated by Gromov in
[Gro81b] in the same volume where Sullivan proved it for n = 2, [Sul81]. Gromov’s
sketch of the proof includes the zooming argument; this seems to be the first time
when this argument appeared in the literature. However, Gromov did not have
Theorem 22.35, which is the key analytical ingredient in the proof.

Proof of QI rigidity of groups acting geometrically on Hn+1. We now
can conclude the proof of Theorem 23.1. Let G be a finitely generated group quasi-
isometric to Hn+1, n > 2. Then there exists a quasiaction ϕ : G y Hn+1 and
this quasiaction extends to a uniformly quasiconformal action ϕ∞ : G y Sn. By
Lemma 11.118, every point of Sn is a conical limit point for this action. Since the
quasiaction G y Hn+1 is geometric, the action G y Sn is a uniform convergence
action, see Theorem 11.135. Note that the action Gy Sn is not necessarily faithful,
but, by the same theorem, it has to have finite kernel. We will ignore the kernel and
identity G with its image in the group of homeomorphisms of Sn. By Proposition
23.13, there exists a G-invariant bounded measurable conformal structure µ on Sn.
By Lemma 22.15, almost every point of Sn is a point of approximate continuity of
µ. Lastly, by Theorem 23.8, the action Gy Sn is quasiconformally conjugate to a
Moebius action Gf y Sn.

Being a uniform convergence group is a purely topological concept invariant
under homeomorphic conjugation. Thus, the group Gf also acts on Sn as a uniform
convergence group. Recall that the Moebius group Mob(Sn) is isomorphic to the
isometry group Isom(Hn+1) via the extension map from hyperbolic space to the
boundary sphere, see Corollary 4.21. Therefore, by applying Theorem 11.132, we
conclude that the isometric action Gf y Hn+1 is again geometric. It follows that
the groupG admits a geometric action onHn+1, which finishes the proof of Theorem
23.1. �

23.7. QI rigidity for surface groups

Note that the proof of Tukia’s theorem given above fails in the case n = 1, i.e.
for groups G quasi-isometric to the hyperbolic plane. However, Theorem 11.135
still implies that G acts on S1 as a uniform convergence group. It was proven as a
result of the combined efforts of Tukia, Gabai, Casson and Jungreis in 1988—1994
(see [Tuk88, Gab92, CJ94]) that every uniform convergence group acting on S1

is isomorphic to a Fuchsian group, i.e. a discrete cocompact subgroup of Isom(H2).
Below we outline an alternative argument, which relies, however, on Thurston’s
Geometrization Conjecture for 3-dimensional manifolds/Perelman’s Theorem (see
[KL08] and [BBB+10] for the detailed proofs). For the required background (re-
lated to the statement of Thurston’s Geometrization Conjecture/Perelman’s The-
orem) we refer the reader to [Sco83], [Kap01] and [Thu97].

Theorem 23.20. If a group G is QI to the hyperbolic plane then G admits a
geometric action on H2.

Proof. Let M̃ ⊂ Trip(S1) denote the set of positively oriented ordered triples
of distinct points on S1, i.e. points ξ1, ξ2, ξ3 in S1 which appear in the counter-
clockwise order on the circle. Thus, M̃ is a connected 3-dimensional manifold, an
open subset of S1 × S1 × S1. The group G acts as a uniform convergence group on
S1; i.e. it acts properly discontinuously and cocompactly on Trip(S1); in particular,
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the restricted action G y M̃ is also properly discontinuous and cocompact. (See
Theorem 11.135.)

Lemma 23.21. If g ∈ G fixes a point in M̃ then it fixes the entire M̃ .

Proof. Assume that g ∈ G fixes three distinct points ξ1, ξ2, ξ3 in S1. In
particular, g preserves each component of S1 \ {ξ1, ξ2, ξ3}. These components are
arcs αi, i = 1, 2, 3. Since g fixes points ξi, it also preserves orientation on each αi.
Proper discontinuity of the action G y M̃ implies that the element g has finite
order. We claim that g fixes each arc αi pointwise. We identify each αi with R;
then g : R→ R is an orientation-preserving homeomorphism of finite order. Pick a
point x ∈ R not fixed by g and suppose that y = g(x) > x. Then, since g preserves
orientation, g(y) > y; similarly, gi(x) > gi−1(x) for every i ∈ Z. Thus, g cannot
have finite order. Contradiction. The same argument applies if y < x. �

Let, therefore, Ḡ denote the quotient of G by the (finite) kernel of the action
Gy S1. According to Lemma 23.21, the group Ḡ acts freely on M̃ .

Lemma 23.22. M̃ is homeomorphic to H2 × S1.

Proof. Given a triple ξ = (ξ1, ξ2, ξ3) ∈ M̃ of distinct points in S1; we let Tξ
denote the a unique ideal hyperbolic triangle with ideal vertices ξi, i = 1, 2, 3. Let
pξ denote the center of this triangle, i.e. the center of the inscribed circle.

Clearly, the map ξ → pξ is continuous as a map M̃ → H2. Furthermore, let ρi
denote the geodesic rays emanating from pξ and asymptotic to ξi, i = 1, 2, 3. These
rays meet at the angles equal to 2π/3 at the points pξ. Thus, the ray ρ1 uniquely
determines the rays ρ2, ρ3 (since the triple ξ is positively oriented). Let vξ be the
derivative of ρ1 at pξ. Thus, we obtain a continuous map

c : M̃ → UH2, c : ξ = (ξ1, ξ2, ξ3) 7→ vξ ∈ TpH2,

where UH2 is the unit tangent bundle of H2. The map c also has a continuous
inverse: Given (p, v) ∈ UH2, v ∈ TpH2, we let ρ1 be the geodesic ray emanating
from p with the derivative v. From this ray ρ1 we construct rays ρ2, ρ3 (meeting
ρ1 at angles 2π/3) and, therefore, the points ξi, i = 1, 2, 3 ∈ S1. Since H2 is
contractible, the unit tangent bundle UH2 is trivial and, hence, M̃ is homeomorphic
to UH2 ∼= H2 × S1. �

In particular, πi(M̃) = 0, i > 2, and π1(M̃) ∼= Z. We now consider the quotient
M = M̃/Ḡ. Since the action Ḡy M̃ is free, properly discontinuous and cocompact,
M is a compact 3-dimensional manifold. Furthermore, C = π1(M̃) < π1(M) is a
normal infinite cyclic subgroup and

Ḡ ' π1(M)/C.

Hence, the normal subgroup C has infinite index in π1(M). Since πi(M̃) = 0, i > 2,
the manifold M also has trivial homotopy groups πi(M), i > 2, i.e. the manifold
M is aspherical.

We next review, briefly, the classification of closed 3-dimensional manifolds
given by Perelman’s Geometrization Theorem (Thurston’s Conjecture). The de-
scription of closed connected oriented 3-dimensional manifolds starts with the con-
nected sum decomposition of a closed 3-manifold into prime 3-manifolds:

M = M1# . . .#Mk,
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where each manifoldMi does not admit a non-trivial connected sum decomposition.
If M 6= M1, then each 2-sphere, along which M splits as a connected sum, defines
a non-trivial element of π2(M). Thus, in our case, M = M1.

We now consider the case of (closed, connected and oriented) prime 3-manifolds.
Every prime manifold M is either geometric or is obtained by gluing geometric
manifolds along boundary tori and Klein bottles, which are incompressible surfaces.

1. If this decomposition is not void, then the manifold M is Haken and classi-
fication of Haken manifolds was known before Perelman, primarily, due to work of
Waldhausen, Jaco, Shalen, Johannson and Thurston.

2. Otherwise, if this secondary decomposition ofM is void, thenM is geometric
and we explain below what this means.

There are eight types of closed 3-dimensional geometric manifolds, they are
homeomorphic to quotientsX/Γ of certain simply-connected homogeneous 3-dimen-
sional Riemannian manifolds X. The groups Γ are discrete subgroups of Isom(X),
acting on X freely and cocompactly.

The list of homogeneous manifolds X is:

H3,E3,S3,H2 × R,S2 × R, S̃L(2,R), Nil3, Sol3.

Note that the first five of these homogeneous manifolds are symmetric spaces (three
of which have nonpositive curvature); the remaining three are Lie groups equipped
with left-invariant Riemannian metrics.

In case when π2(M) = π3(M) = 0, as in our situation, the manifold X cannot
be S3 and S2 × R. This leaves only the spaces X isometric to:

In the case X ∼= H3, the quotient manifold M = X/Γ is hyperbolic, and,
hence, its fundamental group π1(M) is Gromov–hyperbolic. In particular, π1(M)
cannot contain a normal infinite cyclic subgroup, see Section 11.14. This excludes
hyperbolic manifolds (X ∼= H3). Similarly, every cocompact lattice Γ acting on
Sol3 is isomorphic to the semidirect product

Γ ∼= Z2 oA Z,

where the matrix A ∈ GL(2,Z) has both eigenvalues different from ±1. This shows
that Γ cannot contain a normal infinite cyclic subgroup. Thus, Sol-manifolds are
also excluded.

Closed manifoldsM homeomorphic to quotients of the remaining homogeneous
spaces (H2 × R, S̃L(2,R),E3, Nil3) have an important common feature, they are
Seifert manifolds. Fundamental groups of all aspherical closed Seifert manifolds M
admit short exact sequences:

(23.3) 1→ Z→ π1(M)
ψ→ F → 1,

where F ’s are groups acting faithfully and geometrically either on the Euclidean
plane or on the hyperbolic plane. The former occurs in the case of the geometries
X = E3 and X = Nil. In both cases, the group π1(M) is amenable; thus, all
its quotients are amenable as well. However, a group G quasi-isometric to the
hyperbolic plane cannot be amenable. This leaves only the cases X ∼= H2 × R
and X ∼= S̃L(2,R). The infinite cyclic normal subgroup C C π1(M) described
above, projects to a normal subgroup of the group F . Since the latter cannot
have any non-trivial normal cyclic subgroups (Corollary 12.21), the group C has
to be contained in the kernel of the homomorphism ψ in the sequence (23.3). We
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conclude, therefore, that
Ḡ/Φ ' F,

where Φ ' Ker(ψ)/C is a finite cyclic group. Thus, the group Ḡ (and, hence G)
admits a geometric action on the hyperbolic plane, as required.

Remark 23.23. With a bit more work, one shows that C = Ker(ψ), and, hence,
F ' Ḡ. Furthermore, one verifies that X ∼= S̃L(2,R).

We are now done with the case when the manifold M itself is geometric. It
remains to rule out the case when M is obtained by gluing geometric 3-manifolds
along their boundary tori and Klein bottles. Such a manifoldM is necessarily Haken
and, hence, Seifert (since π1(M) contains an infinite cyclic normal subgroup): A
proof of this theorem can be found for instance in Hempel’s book [Hem78]. An
alternative to this reference is to argue that existence of a non-trivial infinite cyclic
normal subgroup of π1(M) implies that the manifold M is obtained by gluing only
Seifert manifolds (as hyperbolic ones are excluded by the same argument we used
to rule out the entire M from being hyperbolic). Then, similarly to the proof in
Hempel’s book, one argues that the gluing has to preserve (up to isotopy) Seifert
fibrations of the geometric pieces and, hence, the manifold M itself is Seifert. �

Corollary 23.24. The class of fundamental groups of closed surfaces is QI
rigid.

Proof. Suppose that S is a closed connected surface. Since we are interested
in VI invariance, we can assume that S is oriented. If S = S2, then its fundamental
group is obviously QI rigid. For surfaces of genus > 2, QI rigidity follows from
Theorem 23.20. Lastly, suppose that S = T 2, is the torus. Then any group G
which is QI to π1(S) is virtually abelian of rank 2, see Theorem 16.26. �
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CHAPTER 24

Quasiisometries of non-uniform lattices in Hn

Suppose that G is either a Lie group or a finitely generated group and Γ 6 G
is a finitely generated subgroup. For each element of the commensurator g ∈
CommG(Γ), the Hausdorff distance between Γ and gΓg−1 is finite. Therefore, g
defines a quasiisometry q = qg : Γ → Γ, which sends γ ∈ Γ to an element γ′ ∈ Γ
nearest to gγg−1.

The main goal of this chapter is to prove a converse to this elementary obser-
vation, as well as QI rigidity, for non-uniform lattices in PO(n, 1), n > 3. Along
the way, we give a proof of the Mostow Rigidity Theorem.

Theorem 24.1 (R. Schwartz [Sch96b]). Let Γ < G = PO(n, 1) be a non-
uniform lattice, n > 3. Then:

(a) For each quasiisometry f : Γ → Γ there exists g ∈ CommG(Γ), defining
a quasiisometry qg, which is a within finite distance from f . The distance be-
tween these two quasiisometries depends only on Γ (and its word-metric) and on
the quasiisometry constants of f .

(b) Suppose that Γ,Γ′ < G are non-uniform lattices quasiisometric to each
other. Then there exists an isometry g ∈ Isom(Hn) such that the groups Γ′ and
gΓg−1 are commensurable1.

(c) Suppose that Γ′ is a finitely generated group which is quasiisometric to a
non-uniform lattice Γ as above. Then the groups Γ,Γ′ are virtually isomorphic.

Note that the above theorem fails in the case of the hyperbolic plane (except
for the last part). Indeed, every free group Fr of rank > 2 can be realized as a
non-uniform lattice Γ acting on H2. In view of the thick-thin decomposition (see
Section 12.6.3) of the hyperbolic surface M = H2/Γ, Γ contains only finitely many
Γ-conjugacy classes of maximal parabolic subgroups: Every such class corresponds
to a component of Mthin = M \Mc. Suppose now that r > 3. Then there are
atoroidal automorphisms φ of Fr, such that for every non-trivial cyclic subgroup
C < Fr and every m, φm(C) is not conjugate to C, see e.g. [BFH97]. Therefore,
such φ cannot send parabolic subgroups of Γ to parabolic subgroups of Γ. Hence,
the quasiisometry of Fr given by φ cannot extend to a quasiisometry H2 → H2. It
follows that Part (a) fails for n = 2. Similarly, one can show that Part (b) also
fails, since commensurability preserves arithmeticity and there are both arithmetic
and non-arithmetic lattices in Isom(H2). All these lattices are virtually free, hence,
virtually isomorphic.

Our proof of Theorem 24.1 mostly follows [Sch96b].

1See Definition5.17.
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24.1. Coarse topology of truncated hyperbolic spaces

Suppose that Γ < Isom(Hn) is a non-uniform lattice. In Section 12.6.3 we de-
fined the truncated hyperbolic space Ω ⊂ Hn associated with Γ. The space Ω is a cer-
tain manifold with boundary; its boundary components are peripheral horospheres
Σj . We equip the truncated hyperbolic space Ω with the path-metric d = dΩ,
induced by the restriction of the Riemannian metric of Hn to Ω:

d(x, y) = inf
p

length(p)

where the infimum is taken over all the paths p in Ω connecting x to y. The metric d
is invariant under Γ and, since the quotient Ω/Γ is compact, (Ω, d) is quasiisometric
to the group Γ. We will use the notation dist for the hyperbolic distance function
in Hn.

Lemma 24.2. The identity map ι : (Ω, d) → (Ω,dist) is 1-Lipschitz and uni-
formly proper.

Proof. If p is a path in Ω, then p has the same length with respect to the met-
rics d and dist. This immediately implies that ι is 1-Lipschitz. Uniform properness
follows from the fact that the group Γ acts geometrically on both (Ω, d), (Ω,dist)
and that the map ι is Γ-equivariant, see Lemma 8.43. �

Lemma 24.3. The restriction of d to each peripheral horosphere Σ ⊂ ∂Ω equals
the Riemannian distance function defined by the restriction of the hyperbolic Rie-
mannian metric to Σ. In particular, (Σ, dΣ) is isometric to the Euclidean space
En−1.

Proof. Without loss of generality, we may assume that (in the upper half-
space model of Hn), Σ = {(x1, . . . , xn) : xn = 1}. Hence,

Ω ⊂ {(x1, . . . , xn) : 0 < xn 6 1}.
The hyperbolic Riemannian metric restricted to Σ equals the flat metric on Σ.
Therefore, it is enough to show that for every path p in Ω, connecting points
x, y ∈ Σ, there exists a path q in Σ (still, connecting x to y), such that length(q) 6
length(p). Consider the vertical projection

π : Ω→ Σ, π(x1, . . . , xn−1, xn) = (x1, . . . , xn−1, 1).

According to Exercise 4.62, ‖dπ‖ 6 1 (with respect to the hyperbolic metric).
Therefore, setting q := π ◦ p, we obtain

length(q) 6 length(p). �

Lemma 24.4. For every horoball B ⊂ Hn, the R-neighborhood NR(B) of B in
Hn is also an open horoball B′ ⊂ Hn.

Proof. We again work in the upper half-space model where

B = {(x1, . . . , xn) : xn > 1}.
We let Σ denote the boundary of B and let π : Hn \ B → Σ denote the vertical
projection as in the proof of the previous lemma. We leave it to the reader to check
that

dist(x,Σ) = dist(x, π(x)).
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It follows, in view of Exercise 4.14, that NR(B) is the horoball

{(x1, . . . , xn) : xn > e−R}. �

We refer the reader to Section 9.6 for the notion of coarse separation, deep/shallow
components and inradii of shallow components, used below. The following lemma
is the key for distinguishing the case of the hyperbolic plane from the higher-
dimensional hyperbolic spaces (of dimension > 3):

Lemma 24.5. Let Ω is a truncated hyperbolic space of dimension > 3. Then
each peripheral horosphere Σ ⊂ Ω does not coarsely separate Ω.

Proof. Let B ⊂ Hn denote the horoball bounded by Σ. For each R, the R-
neighborhood NR(B) of B in Hn is again a horoball B′R. We claim that B′R does not
separate Ω. Indeed, the horoball B′ does not separate Hn. Therefore, for each pair
of points x, y ∈ Ω \ B′R, there exists a piecewise-geodesic path p connecting them
within Hn \ B′R. If the path p is entirely contained in Ω, we are done. Otherwise,
we subdivide p into finitely many subpaths, each of which is either contained in Ω
or connects a pair of points in the boundary of one of the complementary horoballs
Bj ⊂ Hn \ Ω.

According to Lemma 4.60, the intersection of B′R with Σj = ∂Bj is isometric
to a metric ball in the Euclidean space (Σj , d).

Note that a round ball cannot separate Rn−1, provided that n− 1 > 2. Thus,
we can replace pj = p∩Bj with a new path p′j which connects the end-points of pj
within the complement Σj \B′R. By making these replacements for each j, we get
a new path q connecting x to y within Ω \B′R. Therefore, B′R does not separate Ω.

We are now ready to show that Σ cannot coarsely separate (Ω, d). We will use
the notation NR,d for the R-neighborhood with respect to the metric d. Suppose
that for some R, Y := Ω \ NR,d(B) contains at least two deep components C1, C2.
Let xi ∈ Ci, i = 1, 2. By the definition of a deep component of Y , there are
continuous proper paths αi : R+ → Ci, αi(0) = xi, i = 1, 2. Thus,

lim
t→∞

d(αi(t),Σ) =∞.

By Lemma 24.2, there exists T such that yi := αi(T ) /∈ B′ = NR,d(B), i = 1, 2.
Therefore, as we proved in Lemma 24.5, we can connect y1 to y2 by a path in
Ω \B′ ⊂ Y . We conclude that C1 = C2, which is a contradiction. �

Exercise 24.6. Show that Lemma 24.5 fails for n = 2. Hint: Use the fact
that each Cayley graph of a free nonabelian group of finite rank has infinitely many
ends.

In order to appreciate the difficulty of the proof of Proposition 24.8 below, we
encourage the reader to do first the following exercise:

Exercise 24.7. Suppose that α is an isometry of Hn, n > 2, such that

distHaus(Ω, α(Ω)) 6 C.
Show that for each peripheral horosphere Σ ⊂ ∂Ω, there exists a peripheral horo-
sphere Σ′ ⊂ ∂Ω satisfying

distHaus(Σ
′, α(Σ)) 6 R,

where R depends only on C and not on Σ.
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Now, suppose that Ω,Ω′ are truncated hyperbolic spaces for lattices Γ,Γ′ <
Isom(Hn), and f : Ω → Ω′ is an (L,A)–quasiisometry. Let Σ be a peripheral
horosphere of Ω. Recall that we are assuming that n > 3.

Proposition 24.8. There exists a peripheral horosphere Σ′ ⊂ ∂Ω′ which is
within finite Hausdorff distance from f(Σ).

Proof. We start with the idea of the proof. Suppose that h : M → M ′ is
a homeomorphism of compact connected n-dimensional manifolds with boundary,
satisfying Hn−1(M) = 0, Hn−1(M ′) = 0. Then h(∂M) = ∂M ′. Of course, one
can prove it in many ways (and without using our homological assumption), but
the following, admittedly, somewhat silly, proof is a model of the proof of the
proposition. We first note that no boundary component of M separates M , while a
connected hypersurface which is not contained in the interior of M ′ has to separate
M ′ (due to our homological assumptions). The proof below is a coarse version of
this argument, where we use coarse separation arguments. The case 1 in this proof
corresponds to the possibility that the entire boundary of M ′ is contained in one
component of M ′ \ f(∂M), while the case 2 corresponds to the possibility that
f(∂M) separates two boundary components of M ′.

We now proceed with the actual proof. Since Ω′/Γ′ is compact, there exists
D <∞, such that for every x ∈ Ω′,

(24.1) dist(x, ∂Ω′) 6 D.
The horosphere Σ, being isometric to Rn−1 (with respect to the metric d), has
bounded geometry and is uniformly contractible. Therefore, according to Theorem
9.73, f(Σ) coarsely separates Hn. However f(Σ) cannot coarsely separate Ω′, since
f is a quasiisometry and Σ does not coarsely separate Ω (Lemma 24.5).

Exercise 24.9. Suppose that Y ⊂ X coarsely separates subsets X1, X2 ⊂ X.
Then, under any quasiisometry f : X → X ′, the set f(Y ) coarsely separates f(X1)
from f(X2).

Let r < ∞ be such that Nr(f(Σ)) separates Hn into (two) deep components
X1, X2. We define a new truncated hyperbolic space

Ω′′ := Nr(Ω′).
We will use the notation B′′j := B′j \ Ω′′ for the complementary horoballs of Ω′′.

Case 1. Suppose first that for each B′j , the smaller horoball B′′j is contained
in the complementary region X1. In view of (24.1), for every x ∈ Ω′, we obtain:

dist(x,X1) 6 r +D,

since the hyperbolic distance from x to some point of Ω′′ is at most D + r. Fur-
thermore, every x ∈ Hn \Ω′ is within a distance 6 r from Ω′′. Therefore, for every
x ∈ Hn,

dist(x,X1) 6 2r +D.

In particular, if we take any point x ∈ X2, there exists a path p of length 6 2r+D
connecting it to X1. This path has to cross the neighborhood Nr(f(Σ)) separating
X1 from X2. Therefore, the entire set X2 is shallow: It is contained within distance
6 2r +D from Nr(f(Σ)). This contradicts the property that the set X2 is deep.

Similarly (renaming X1 and X2), we rule out the possibility that all horoballs
B′′j are contained in X2.
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Case 2. There are two complementary horoballs B′1, B′2 of Ω′ such that

B′′1 ⊂ X1, B′′2 ⊂ X2.

Set Σ′i := ∂B′i, i = 1, 2. If both intersections

T ′i := Σ′i ∩Xi, i = 1, 2,

contain points which are arbitrarily far from f(Σ), then f(Σ) coarsely separates Ω′,
which is again a contradiction. Therefore, say, for i = 1, there exists r′ < ∞ such
that Σ′ := Σ′1 satisfies

(24.2) Σ′ ⊂ Nr′(f(Σ)).

Our goal is to show that f(Σ) ⊂ NR(Σ′) for some R <∞.
The inclusion (24.2) implies that the nearest-point projection Σ′ → f(Σ) defines

a quasiisometric embedding h : Σ′ → Σ, see Exercise 8.12. However, Lemma 10.84
proves that a quasiisometric embedding between two Euclidean spaces of the same
dimension is a quasiisometry. Thus, there exists R′ <∞ such that f(Σ) ⊂ NR′(Σ′).
Hence, f(Σ) is Hausdorff-close to Σ′.

�

Exercise 24.10. Show that the horosphere Σ′ in Proposition 24.8 is unique.

We note that there are alternative proofs of Proposition 24.8, which use as-
ymptotic cones instead of coarse topology; see for instance, [KL97] or [BDM09]
(Theorem 25.40 in the next chapter).

We now improve Proposition 24.8 and establish uniform control on the distance
from f(Σ) to the boundary horosphere Σ′ ⊂ Ω′ in this proposition.

Lemma 24.11. In Proposition 24.8, for all peripheral horospheres Σ ⊂ ∂Ω,

distHaus(f(Σ),Σ′)) 6 c(L,A),

where c(L,A) is independent of Σ.

Proof. The proof is by inspection of the arguments in the proof of Proposition
24.8. First of all, the constant r depends only on the quasiisometry constants of
the mapping f and the uniform geometry/uniform contractibility bounds for Rn−1

and Hn. The inradii of the shallow components of

Ω′ \ Nr(f(Σ))

again depend only on the above data. Therefore, there exists a uniform constant
r′ such that one of the horospheres Σ′1 or Σ′2 in the proof of Proposition 24.8 is
contained in Nr′(f(Σ)). Finally, an upper bound on R′ such that

NR′(Image(h)) = Σ′

(coming from Lemma 10.84) again depends only on the quasiisometry constants of
the projection h : Σ′ → Σ. �

Remark 24.12. Proposition 24.8 and Lemma 24.11 combine into the Quasi-
flat Lemma from [Sch96b], §3.2. This lemma can be seen as a version of the
Morse Lemma 11.40 for truncated hyperbolic spaces. The spaces Ω,Ω′ are, in fact,
relatively hyperbolic in the strong sense. See Section 11.26 for further details.
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24.2. Hyperbolic extension

Let Ω,Ω′ ⊂ Hn be truncated hyperbolic spaces (n > 3) of lattices Γ,Γ′ <
Isom(Hn) and let C,C ′ denote the sets whose elements are peripheral horospheres
of Ω,Ω′ respectively. The main result of this section is

Theorem 24.13 (Horoball QI extension theorem). Each quasiisometry f : Ω→
Ω′ admits a quasiisometric extension f̃ : Hn → Hn. Moreover, the extension f̃
satisfies the following equivariance property:

Suppose that f : X → X ′ is quasiequivariant with respect to an isomorphism

ρ : Γ→ Γ′.

Then the extension f̃ is also ρ–quasiequivariant.

Proof. By Lemma 24.11, for every peripheral horosphere Σ ⊂ Ω there exists
a peripheral horosphere Σ′ of Ω′ such that distHaus(f(Σ),Σ′) 6 c < ∞, where
c depends only on the quasiisometry constants of f . By the uniqueness of the
horosphere Σ′, we obtain a map

(24.3) θ : C → C ′, θ : Σ 7→ Σ′,

which is ρ–equivariant, provided that f was ρ–quasiequivariant. We will use the
notation B′ for the horoball bounded by Σ′.

We first alter f on ∂Ω by postcomposing f |
Σ
with the nearest-point projection

to Σ′ for every Σ ∈ C. The new map is again a quasiisometry, since its distance
from f is finite. The modification clearly preserves the ρ–quasiequivariance. We
retain the notation f for the new quasiisometry, which now satisfies

f(Σ) ⊂ Σ′,∀Σ ∈ C.
We construct an extension f̃ : B → B′ of f |

Σ
for each complementary horoball

B ⊂ Hn \ Ω as follows.
For points x ∈ Σ, x′ ∈ Σ′ and t ∈ R+ we define xt ∈ B, x′t ∈ B′, so that the

maps
t 7→ xt, t 7→ x′t, t ∈ R+

are geodesic rays of the origin x, respectively x′, asymptotic to the centers of the
horoballs B, respectively, B′. Of course, every point y ∈ B has the form y = xt for
unique x ∈ Σ, t > 0. Then we define the extension f̃ : B → B′ by the formula:

xt 7→ x′t, x′ = f(x), x ∈ Σ.

By construction, this extension is quasiequivariant if f is.
We will now verify that this extension is coarsely Lipschitz. Since being coarse

Lipschitz is a local property, it suffices to show that for each horoball B, the map
f̃ : B → B′ is coarse Lipschitz. By composing f̃ with isometries of Hn, the problem
reduces to the case when B = B′ is given by the inequality xn > 1 (in the upper
half-space model of Hn). It suffices to consider points z, w ∈ B within unit distance
from each other.

We need to show that

dist(f̃(z), f̃(w)) 6 Const.
If z, w ∈ B have the form z = xt, w = xs for some x ∈ Σ, s and t, then, by the
construction,

dist(f̃(z), f̃(w)) = dist(z, w) = |t− s|.
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Therefore, by the triangle inequality, the problem reduces to getting a uniform
upper bound on the distances dist(f̃(z), f̃(w)) for points z and w belonging to the
same horosphere Σt ⊂ B:

z = xt, w = yt, x ∈ Σ, y ∈ Σ.

We will use the notation
distΣt(z, w)

for the distance between z and w computed with respect to the Riemannian dis-
tance function on Σt, where the Riemannian metric on Σt is the restriction of the
hyperbolic Riemannian metric. In other words,

distΣt(z, w) = e−t|z − w|.
It follows from Exercise 4.55 that

distΣt(z, w) 6 ε :=
√

2(e− 1),

since we are assuming that dist(z, w) 6 1. Accordingly,

distΣ(x, y) 6 εet.

Since f : (Ω, dΩ)→ (Ω′, dΩ′) is (L,A)–coarse Lipschitz,

distΣ(f(x), f(y)) 6 etLε+A.

It follows that

d(f̃(z), f̃(w)) 6 distΣt(f̃(z), f̃(w)) 6 Lε+Ae−t 6 Lε+A.

This proves that the extension f̃ is coarse Lipschitz in the horoball B and, hence, in
the entire Hn. The same argument applies to the extension f̃ ′ of the coarse inverse
f ′ to the mapping f . We leave it to the reader to verify that the inequality

dΩ(f ′ ◦ f, Id) 6 A

implies
dist(f̃ ′ ◦ f̃ , Id) 6 A.

Thus, f̃ is a quasiisometry. �

Since f̃ is a quasiisometry of Hn, it admits a quasiconformal extension h :
∂∞Hn → ∂∞Hn (see Theorems 11.108 and 22.36). By Corollary 11.111, the home-
omorphism h is ρ-equivariant, provided that f is quasiequivariant.

Let Λ,Λ′ denote the sets of the centers of the peripheral horospheres of Ω,Ω′

respectively. Since f(Σ) = Σ′ for every peripheral horosphere of Ω, continuity of
the extension also implies that h(Λ) = Λ′.

24.3. Mostow Rigidity Theorem

The Mostow Rigidity Theorem that we will prove in this section was a precursor
and inspiration for the Schwartz Rigidity Theorem. We prove this theorem first,
since its proof is technically simpler and also illustrates some of the ideas behind
Schwartz’ proof. Our arguments are inspired by the ones of P. Tukia [Tuk85] and
N. Ivanov [Iva96].
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Theorem 24.14 (Mostow Rigidity Theorem). Suppose that n > 3, that Γ,Γ′ <
Isom(Hn) are lattices and ρ : Γ → Γ′ is an isomorphism. Then ρ is induced by an
isometry, i.e. there exists an isometry α ∈ Isom(Hn) such that

α ◦ γ = ρ(γ) ◦ α
for all γ ∈ Γ.

Proof. Step 1. We first observe that Γ is uniform if and only if Γ′ is uniform.
Indeed, if Γ is uniform, it is Gromov–hyperbolic and, hence, cannot contain a
noncyclic free abelian group. On the other hand, if Γ′ is non-uniform then Corollary
12.28 implies that Γ′ contains free abelian subgroups of rank n− 1 > 1.

Lemma 24.15. There exists a ρ–equivariant quasiisometry f̃ : Hn → Hn.
Proof. As in the proof of Theorem 24.1, we choose truncated hyperbolic

spaces Ω ⊂ Hn,Ω′ ⊂ Hn for the lattices Γ and Γ′ respectively. (If Γ is a uni-
form lattice, we take, of course, Ω = Ω′ = Hn.) Lemma 8.45 implies that there
exists a ρ–quasiequivariant quasiisometry

f : Ω→ Ω′.

Therefore, according to Theorem 24.13, f extends to a ρ–equivariant quasiisometry
f̃ : Hn → Hn. �

Remark 24.16. The most difficult part of the proof of Theorem 24.13 was
to show that f sends peripheral horospheres uniformly close to peripheral horo-
spheres. In the equivariant setting the proof is much easier: The homomorphism
ρ sends maximal abelian subgroups of Γ to maximal abelian subgroups of Γ′. The
stabilizers of peripheral horospheres are virtually Zn−1. Therefore, ρ sends sta-
bilizers of peripheral horospheres to stabilizers of peripheral horospheres. From
this, it is immediate that peripheral horospheres map uniformly close to peripheral
horospheres.

Step 2. Let h denote the ρ–equivariant quasiconformal homeomorphism

h : Sn−1 → Sn−1

extending the quasiequivariant quasiisometry f̃ . Our goal is to show that h is
Moebius. We argue as in the proof of Theorem 24.31. We will identify Sn−1 with
the extended Euclidean space Rn−1 ∪ {∞}. Accordingly, we will identify Hn with
the upper half-space. The key to the proof is the fact that h is differentiable almost
everywhere on Rn−1 and that its Jacobian determinant is non-zero for almost every
z ∈ Rn−1. (In fact, we need only uncountably many points of differentiability,
where the Jacobian determinant is non-zero.)

In Theorem 12.29 we proved that every point of Sn−1 is either a conical limit
point of Γ or is a parabolic fixed point. Since Γ has only countably many parabolic
elements and each has only one fixed point, almost every point of Sn−1 is a conical
limit point of Γ. Hence, we find a conical limit point z ∈ Sn−1 \ {∞}, which is a
point of differentiability of h, where Jz(h) 6= 0. After applying a Moebius change
of coordinates, we can assume that z = h(z) = 0 ∈ Rn−1 and that h(∞) =∞.

The following proof is yet another version of the zooming argument. Let L ⊂ Hn
be the vertical geodesic emanating from 0; pick a base-point y0 ∈ L. Since z is a
conical limit point, there is a sequence of elements γi ∈ Γ such that

lim
i→∞

γi(y0) = z
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and
dist(γi(y0), L) 6 Const,

for each i. Let yi denote the nearest-point projection of γi(y0) to L. Take the
sequence of hyperbolic translations Ti : y 7→ tiy with the axis L, such that Ti(y0) =
yi. Then the sequence ki := γ−1

i Ti lies in a compact C ⊂ G = Isom(Hn).
Now, the proof turns from mappings of the hyperbolic n-space to mappings of

Rn−1. We form a sequence of quasiconformal homeomorphisms

hi(x) := t−1
i h(tix) = T−1

i ◦ h ◦ Ti(x),x ∈ Rn−1,

lim
i→∞

ti = 0.

Since the mapping h is assumed to have invertible derivative at the origin, there is
a linear transformation A ∈ GL(n− 1,R) such that

lim
i→∞

hi(x) = Ax

for all x ∈ Rn−1. Since h(∞) =∞, it follows that

lim
i→∞

hi = A

pointwise on Sn−1.
By construction, hi conjugates the group Γi := T−1

i ΓTi ⊂Mob(Sn−1) into the
group of Moebius transformations Mob(Sn−1). We have

Γi = T−1
i ΓTi = (k−1

i γi)Γ(k−1
i γi)

−1 = k−1
i Γki.

After passing to a subsequence, we can assume that

lim
i→∞

ki = k ∈ Isom(Hn) .

Therefore the sequence of subsets Γi ⊂ G = Mob(Sn−1) converges to Γ∞ := k−1Γk;
here the convergence is understood in the Chabauty topology on the set of closed
subsets of G, see Section 2.4. For each sequence βi ∈ Γi which converges to some
β ∈ G we have

lim
i→∞

hiβih
−1
i = AβA−1.

Since the subgroup G is closed in Homeo(Sn−1) (with respect to the topology of
pointswise convergence, see Corollary 4.5), it follows that the limit AβA−1 of the
sequence of Moebius transformations (hiβih

−1
i ), is again a Moebius transformation.

This shows that AβA−1 ∈ G, for each β ∈ Γ∞. Thus,

AΓ∞A
−1 ⊂ G.

The subgroup Γ∞ < G is conjugate to the lattice Γ and, hence, it cannot have a
finite orbit in Sn−1, see Corollary 12.20. In particular, the Γ∞-orbit of∞ is infinite,
which implies that Γ∞ contains an element γ such that γ(∞) /∈ {∞, 0}.

Lemma 24.17. Suppose that γ ∈ G = Mob(Sn−1) is such that γ(∞) 6= ∞, 0,
and that A ∈ GL(n− 1,R) is an element which conjugates γ to AγA−1 ∈ G. Then
A is a Euclidean similarity, i.e. it belongs to R+ ×O(n− 1).

Proof. Suppose that A is not a similarity. Let P be a hyperplane in Rn−1

which contains the origin 0 but does not contain Aγ−1(∞). Then γ ◦A−1(P ) does
not contain∞ and, hence, is a round sphere S in Rn−1. Since A is not a similarity,
the image A(S) is an ellipsoid, which is not a round sphere. Hence, the composition
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AγA−1 does not send planes to round spheres and, therefore, it is not Moebius.
This is a contradiction. �

We conclude that the derivative of h at 0 is a similarity A ∈ R+×O(n−1). Thus,
h is conformal at a.e. point of Rn. One option now is to use Liouville’s theorem
for quasiconformal maps (Theorem 22.31). Instead, we give a direct argument.

Step 3. We will be using the notation of the Step 2. Consider the quotient

Q = G\Homeo(Sn−1)

consisting of the cosets [ϕ] = {g ◦ ϕ : g ∈ G}. We equip this quotient with the
quotient topology, where we endow Homeo(Sn−1) with the topology of pointwise
convergence. Since G is a closed subgroup in Homeo(Sn−1), it follows that every
point in Q is closed. (Actually, Q is Hausdorff, but we will not need this.) The
group Homeo(Sn−1) acts on Q by the formula

[ϕ] 7→ [ϕ ◦ g], g ∈ Homeo(Sn−1).

It is clear from the definition of the quotient topology on Q, that this action is
continuous, i.e. the map

Q×Homeo(Sn−1)→ Q

is continuous.
Since h is a ρ–equivariant homeomorphism, we have

[h] ◦ γ = [h], ∀γ ∈ Γ.

Recall that we have two sequences: γi ∈ Γ, ki ∈ G, such that

lim
i→∞

ki = k ∈ G.

We also have a sequence of dilations Ti = γi ◦ ki (fixing the origin in Rn−1).
Furthermore,

lim
i→∞

hi = A ∈ R+ ×O(n− 1) ⊂ G,

where
hi = T−1

i ◦ h ◦ Ti.
Therefore

[hi] = [hγiki] = [h] ◦ ki,

[1] = [A] = lim
i→∞

[hi] = lim
i→∞

([hi] ◦ ki) = [h] ◦ lim
i→∞

ki = [h] ◦ k.

(Recall that every point in Q is closed.) Thus, [h] = [1] ◦ k−1 = [1], which implies
that h is in G, i.e. h is a Moebius transformation, which we now denote by α.
Regarding α as an isometry of Hn and taking into account that the map α : Sn−1 →
Sn−1 is ρ-equivariant, we conclude that the isometry

α : Hn → Hn

is also ρ–equivariant. The Mostow Rigidity Theorem follows. �
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24.4. Zooming in

We now return to the proof of the Schwartz Rigidity Theorem. In Section
24.2, given a quasiisometry f : Ω→ Ω′, we constructed its quasiisometric extension
f̃ : Hn → Hn; the latter, in turn, has a quasiconformal extension h : ∂∞Hn →
∂∞Hn. Our main goal is to show that h is Moebius. By the Liouville’s theorem
for quasiconformal mappings (Theorem 22.31), h is Moebius provided that it is
1-quasiconformal, i.e. for a.e. point ξ ∈ Sn−1, the derivative Dξh of h at ξ is a
Euclidean similarity.

We will continue to work with the upper half-space model of the hyperbolic
space Hn.

Proposition 24.18. Suppose that h is not Moebius. Then, there exist lattices
Γ∞,Γ′∞ conjugate to Γ,Γ′ respectively, with truncated hyperbolic spaces Ω∞,Ω′∞
and a quasiisometry F̃ : Hn → Hn, such that:

1. F̃ (Ω∞) = Ω′∞.
2. The extension A of F̃ to ∂∞Hn = Rn−1 ∪ {∞} fixes the points 0,∞.
3. The mapping A is a linear map, but not a similarity.

Proof. Our arguments follow the ones in the proof of the Mostow Rigidity
Theorem. Since h is differentiable a.e. and is not Moebius, there is a point ξ ∈ Sn−1

such that Dξh exists, is invertible, but is not a similarity. Since the subset Λ ⊂ Sn−1

consisting of fixed points of parabolic element of Γ is countable, we can assume that
ξ /∈ Λ, i.e. is not the center of a complementary horoball of Ω. By pre- and post-
composing with isometries of Hn we can assume that ξ = 0 = h(ξ). We will use
the notation

A = Dξh ∈ GL(n− 1,R)

for the derivative of h at 0.
Let L ⊂ Hn denote the vertical geodesic asymptotic to 0. Since 0 is not the

center of a complementary horoball of Ω, there exists a sequence

yi ∈ L ∩ Ω, lim
i→∞

yi = 0.

We now break the symmetry between the lattices Γ,Γ′ and, instead of taking points
in Ω′ ∩ L, we take the images y′i = f(yi) ∈ Ω′.

For each i there exists a hyperbolic isometry

Ti(y) = tiy, y ∈ Hn, ti > 0,

which maps y1 to yi. The compositions

f̃i := T−1
i ◦ f̃ ◦ Ti

are uniform quasiisometries of Hn. The quasiconformal extensions of these quasi-
isometries to Rn−1 are given by

hi(x) =
h(tix)

ti
, x ∈ Rn−1.

By the definition of the derivative of h at the origin,

(24.4) lim
i→∞

hi = A,

where the convergence above is uniform on compact subsets of Rn−1. We now claim
that the sequence of quasiisometries f̃i coarsely subconverges to a quasiisometry of
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Hn. As in the proof of Theorem 23.17, there are two ways to argue. One argu-
ment is that the claim follows from the convergence property of the quasiconformal
mappings hi (in conjunction with the extension Theorem 22.38). Alternatively, the
claim follows from the coarse Arzela-Ascoli theorem (Theorem 8.34), since the limit
(24.4) forces the quasiisometries f̃i to send a base-point p ∈ Hn to points qi ∈ Hn
satisfying

sup
i

dist(p, qi) <∞.

In either case, the sequence of quasiisometries (f̃i) has a subsequence which
coarsely converges to a quasiisometry of Hn. Thus, without loss of generality we
suppose that the sequence (f̃i) itself converges. In view of the limit (24.4), we can
take the linear extension Ã of the linear mapping A (defined in Exercise 22.39) as
the (coarse) limit quasiisometry.

At this point, there is no reason for Ã to send Ω to a subset of Hn within a
finite Hausdorff distance from Ω′ (after all, we were composing with the mappings
T±1
i which do not preserve Ω and Ω′). The reader who went through the proofs of

Tukia’s and Mostow’s theorems probably already knows what to do: We need to
compose the hyperbolic isometries T±1

i of Hn with suitable elements of the groups
Γ and Γ′. Recall that the quotients Ω/Γ and Ω′/Γ′ are compact. Therefore, there
exist R <∞ and sequences γi ∈ Γ, γ′i ∈ Γ′ such that for all i,

dist(γi(y1), yi) 6 R, dist(γ′i(y1), y′i) 6 R.
(This is where we are using the fact that yi ∈ Ω and y′i ∈ Ω′.) Hence, both sequences

ki := T−1
i ◦ γi, k′i := T−1

i ◦ γ′i
belong to a compact subset in Isom(Hn). After passing to a subsequence (which we
again suppress from our notation), we obtain

lim
i→∞

ki = k ∈ Isom(Hn), lim
i→∞

k′i = k′ ∈ Isom(Hn) .

For i ∈ N we define truncated hyperbolic spaces

Ωi := T−1
i Ω = ki ◦ γ−1

i Ω = kiΩ,

and
Ω′i := T−1

i Ω′ = k′iΩ
′,

for the lattices Γi = k−1
i Γki and Γ′i = k′i

−1
Γ′k′i respectively. By the definition of

these truncated hyperbolic spaces, the quasiisometry f̃i sends Ωi to Ω′i. Since (ki)
converges to k and (k′i) converges to k′, we have limits (in the Chabauty topology
on the set of closed subsets of Isom(Hn), Section 2.4)

lim
i→∞

Γi = Γ∞, lim
i→∞

Γ′i = Γ′∞.

Since the groups Γ∞,Γ′∞ are conjugate to the lattices Γ,Γ′ respectively, they are
lattices themselves. We leave it to the reader to verify that the sets

Ω∞ := k(Ω), Ω′∞ := k′(Ω′)

are truncated hyperbolic spaces for the lattices Γ∞ and Γ′∞ respectively and that

lim
i→∞

Ωi = Ω∞, lim
i→∞

Ω′i = Ω′∞,
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again, in the Chabauty topology. Since the sequence (f̃i) coarsely converges to Ã,
it follows that the affine map Ã defines a quasiisometry Ω∞ → Ω′∞ in the sense
that the sets Ã(Ω∞) and Ω′∞ are Hausdorff-close to each other. Since the lattice Γ
is conjugate to Γ∞ and Γ′ is conjugate to Γ′∞, the proposition follows. �

We are aiming for a contradiction, therefore, from now on, we rename Γ∞ to
Γ and Γ′∞ to Γ′, etc. The situation when we have a linear mapping (that is not a
similarity!) sending Λ to Λ′ seems, at the first glance, impossible. Here, however,
is an example:

Example 24.19. Let Γ := PSL(2,Z[i]),Γ′ := PSL(2,Z[
√
−2]) be Bianchi

subgroups of PSL(2,C). Then

Λ = Q(i) ∪ {∞}, Λ′ = Q(
√
−2) ∪ {∞}.

Take the real linear mapping A : C→ C sending 1 to 1 and i to
√
−2. Then A

is invertible, it is not a similarity, but A(Λ) = Λ′.

Thus, in order to get a contradiction, we have to exploit the fact that the
linear map A we constructed is the quasiconformal extension of a quasiisometry F̃ ,
F̃ (Ω) ⊂ Ω′. We will show (Theorem 24.30) the following:

For every peripheral horosphere Σ ⊂ ∂Ω whose center is not ∞, there exists a
sequence of peripheral horospheres Σk ⊂ ∂Ω such that:

dist(Σ,Σk) 6 Const, lim
k→∞

dist(Σ′,Σ′k) =∞.

(We remind the reader that dist(·, ·) denotes the minimal distance between the
horospheres and θ(Σ) = Σ′, θ(Σk) = Σ′k, k ∈ N, see (24.3).)

Of course, this means that F̃ cannot be coarse Lipschitz. We will prove the
above statement by conjugating F̃ by an inversion which interchanges a horosphere
with the center at ∞ and the horospheres Σ,Σ′ above. This will amount to replac-
ing the linear map A (from Proposition 24.18) with an inverted linear mapping.
Inverted linear mappings are defined and analyzed in the next section.

24.5. Inverted linear mappings

Let A : Rn−1 → Rn−1 be an (invertible) linear mapping. Recall that the
inversion J in the unit sphere Sn−2 is given by the formula

J(x) =
x

|x|2 , x ∈ Rn−1.

Definition 24.20. An inverted linear map is the conjugate of an invertible
linear map A by the inversion J , i.e. the composition

h := J ◦A ◦ J, h(x) =
|x|2
|Ax|2A(x).

We will introduce the notation

φ = φh =
|x|2
|Ax|2

and will refer to this function as the nonlinear factor of the inverted linear map h.
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Lemma 24.21. The function φ(x) = |x|2
|Ax|2 is asymptotically constant, in the

sense that
|∇φ(x)| = O(|x|−1), ‖Hess (φ(x)) ‖ = O(|x|−2)

as |x| → ∞. Here Hess(φ(x)) stands for the Hessian of the function φ(x).

Proof. The function φ is a rational function of zero degree, hence, its gradient
is a rational function of the degree −1, while every component of its Hessian is a
rational function of degree −2. �

Exercise 24.22. The following are equivalent:
1. The function φ is constant.
2. The mapping h is linear.
3. The linear transformation A is a similarity.

Exercise 24.23. The mapping h is differentiable at 0 if and only if A is a
similarity.

Since each inverted linear mapping h is, clearly, differentiable everywhere on
Rn−1 \{0}, it follows that h determines the origin 0 in the Euclidean space. Hence,
h also determines its nonlinear factor φh (up to a scalar multiple). The next exercise
also shows that h determines the origin in Rn:

Exercise 24.24. Suppose that h is an inverted non-linear map with non-
constant factor φh. Show that for each Euclidean hyperplane P ⊂ En−1 not passing
through the origin, h(P ) is not a Euclidean hyperplane. In contrast, show that h
sends each linear subspace in Rn−1 to a linear subspace in Rn−1.

Corollary 24.25. Fix a positive real number R, and let (vk) be a sequence
diverging to infinity in Rn−1. Then the sequence of maps

hk(x) := h(x + vk)− h(vk)

subconverges (uniformly on the R-ball B = B(0, R) ⊂ Rn−1) to an affine map, as
k →∞.

Proof. We have:

h(x + vk)− h(vk) = φ(x + vk)A(x + vk)− φ(vk)A(vk) =

φ(x + vk)A(x) + (φ(x + vk)− φ(vk))A(vk).

Since φ(y) is asymptotically constant, limk→∞ φ(x + vk)A(x) = c · A(x) for some
constant c (uniformly on B(0, R)). Since

|φ(x + vk)− φ(vk)| = O(|vk|−1)

(as k →∞), the sequence of vectors

(φ(x + vk)− φ(xk))A(vk)

is uniformly bounded for x ∈ B(0, R). Furthermore, for every pair of indices
1 6 i, j 6 n− 1,

∂2

∂xi∂xj
(φ(x + vk)− φ(vk))A(vk) =

∂2

∂xi∂xj
φ(x + vk) ·A(vk) =

O(|vk|−2)A(vk) = O(|vk|−1).

Therefore, the Hessians of hk|B uniformly converge to zero as k →∞. �
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We would like to strengthen the assertion that φ is not constant, unless A is
a similarity, which we assume not to be the case. Let Φ be a group of Euclidean
isometries acting cocompactly on En−1. Fix a point v ∈ En−1. We say that a
function ψ defined on a subset E of Rn−1 is linear if extends from E to a linear
function on Rn−1.

Lemma 24.26. Suppose that the linear transformation A is not a similarity.
Then there exists a number R and a sequence of points vk ∈ Φv diverging to
infinity, such that the restrictions of h to B(vk, R) ∩ Φv are nonlinear for all k.

Proof. Let R be such that⋃
g∈Φ

B(gv, R) = En−1

and that the intersection B(v, R) ∩ Φ · v contains a subset

VR := {v1, . . . ,vn−1}
such that the vectors

ui = vi − v, i = 1, . . . , n− 1,

span Rn−1.
Suppose that a sequence (vk) as required by the lemma does not exist. This

means that there exists r <∞ such that for every vk ∈ Φv\B(v, r), the restriction
of φ to every subset B(vk, 4R) ∩ Φv, has a linear extension φk to Rn−1.

Whenever vk,vl ∈ Φv satisfy |vk − vl| 6 R, the intersection

B(vk, 4R) ∩B(vl, 4R)

contains the subset
vk + VR.

Hence, in view of the ‘spanning assumption’ on the subset VR, the linear extensions
φk, φl have to be the same.

Define the subset Y = {vk : |vk − v| > 4R+ r}. The collection U of the balls

B(vk, R), vk ∈ Y,
defines an open cover of the complement Rn−1\B(v, 4R+r). The latter is connected
since Rn−1 has dimension > 1. It follows that the nerve of U is also connected.
It follows that the linear functions φk have to be the same for all vk ∈ Y . Since
the function φ is bounded on Rn−1 \ B(v, r), we conclude that the function φk is
constant and, hence, the function φ is constant on the subset Φv \B(v, 4R+ r).

According to the Bieberbach Theorem (see e.g. [Rat06, Theorem 7.5.2]), the
group Φ contains a free abelian subgroup of rank n− 1 acting on En−1 by transla-
tions. Up to an affine conjugation, this subgroup is Zn−1 ⊂ Rn−1. The projection
of Zn−1 to RPn−2 is dense in the latter. Therefore, the set{

y

|y| : y ∈ Y
}

is also dense in the unit sphere. Since φ(u/|u|) = φ(u) for all non-zero vectors
u ∈ Rn−1, it follows that the function φ : Rn−1 → R is constant. This is a
contradiction. �
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Exercise 24.27. Reprove the results of this section for inverted affine maps
J ◦ F ◦ J , where

F : x 7→ Ax + b.

24.6. Scattering

We now return to the discussion of quasiisometries. We continue with the
notation of Section 24.4. In particular, we have a linear transformation (that is
not a similarity) A ∈ GL(n − 1,R), A(Λ) = Λ′, where Λ,Λ′ ⊂ En−1 are the
sets of centers of peripheral horospheres of the truncated hyperbolic spaces Ω,Ω′.
Moreover, after composing A with hyperbolic isometries, we can assume that the
origin in Rn belongs to Λ∩Λ′. (Recall that earlier, in Section 24.4 we were carefully
choosing the point of differentiability, the origin, not to be in Λ.) Lastly, A extends
to a quasiisometry f̃ of Hn, which restricts to a quasiisometry Ω→ Ω′.

Let J : En−1 ∪ {∞} → En−1 ∪ {∞} be the inversion in the unit sphere Sn−2.
Then ∞ = J(0) belongs to both J(Λ) and J(Λ′). The conjugate quasiisometry

J ◦ f̃ ◦ J : Hn → Hn

sends J(Ω) to J(Ω′) and J ◦A ◦ J is the boundary extension of this quasiisometry.
Since∞ now belongs to J(Λ)∩J(Λ′), we have two horoballs B∞, B′∞ (with centers
at ∞) in the complements of J(Ω), J(Ω′). The latter are the truncated hyperbolic
spaces of the lattices JΓJ, JΓ′J respectively.

In order to simplify the notation, we now set

Γ := JΓJ, Γ′ := JΓ′J, Ω := J(Ω), Ω′ := J(Ω′), Λ := J(Λ), Λ′ := J(Λ′),

use h for the inverted linear map J ◦ A ◦ J and h̃ for its quasiisometric extension
to Hn that sends Ω to Ω′. Further, let Γ∞, Γ′∞ denote the stabilizers of ∞ in Γ,Γ′

respectively. Then the groups Γ∞, Γ′∞ act cocompactly on the boundaries of the
horoballs B∞, B′∞, since the quotients Ω/Γ,Ω′/Γ′ are both compact. Therefore,
the groups Γ∞, Γ′∞ also act cocompactly on the Euclidean space En−1.

Remark 24.28. We realize that all this is very inconsistent with the notation
from Section 24.4, but we no longer need the notation used there.

Lastly, given a point x ∈ En−1, we define the subset h∗(x) := h(Γ∞x) ⊂ En−1.

Lemma 24.29 (Scattering lemma). Suppose that the nonlinear factor φ = φh
of h is nonconstant. Then for each x ∈ En−1, the set h∗(x) is not contained in the
union of finitely many Γ′∞–orbits.

Proof. Suppose that h∗(x) is contained in the union of finitely many Γ′∞–
orbits. Each Γ′∞–orbit is a discrete subset of En−1; the same is true for a finite
union of such orbits. Therefore, for every Euclidean ball B(x, R) ⊂ En−1, the
intersection

(Γ′∞ · h∗(x)) ∩B(x, R)

is finite. We will show that this cannot be the case.
We apply Lemma 24.26 to the discrete group Φ := Γ∞ and the point x = v.

The lemma gives us a positive number R and an infinite sequence xk, xk = γk(x),
γk ∈ Φ, satisfying

lim
k→∞

|xk| =∞.
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Since the group Γ′∞ also acts cocompactly on En−1, there exists a sequence γ′k ∈ Γ′∞,
such that the set

{γ′kh(xk) : k ∈ N}
is relatively compact in En−1.

According to Lemma 24.26, the restriction

h|
B(xk,R)∩Φx

is nonlinear for each k. Therefore, the maps

hk := γ′k ◦ h ◦ γk
cannot be affine on B(x, R)∩Φx. On the other hand, Corollary 24.25 implies that
the sequence of maps

hk|B(x,R)

subconverges to an affine mapping h∞. Since each hk is not affine on B(x, R)∩Φx,
this subconvergence cannot be eventually constant. In other words, there exists
y ∈ B(x, R) ∩ Φx such that the set {hk(y) : k ∈ N} is infinite. We conclude that
the union ⋃

k∈N
hk (Φx ∩B(x, R)) ⊂ (Γ′∞ · h∗(x)) ∩B(x, R)

is an infinite set. This is a contradiction. The lemma follows. �
Theorem 24.30. Suppose that h is an inverted linear map that admits a quasi-

isometric extension h̃ : Hn → Hn sending Ω to Ω′. Then φh is constant, i.e. h is
a similarity map.

Proof. Let x be the center of a complementary horoball B of Ω, B 6= B∞.
Suppose that φh is nonconstant.

According to the Scattering Lemma, h∗(x) is not contained in a finite union
of Γ′∞–orbits. Let γk ∈ Γ∞ be a sequence such that the Γ′∞–orbits of the points
hγk(x) are all distinct. Since Γ′∞ acts on En−1 cocompactly, there exists an infinite
sequence (ki) and elements

γ′ki ∈ Γ′∞,

such that the sequence
x′ki := γ′kihγki(x)

converges to a point x′ ∈ En−1. According to our assumption, all the points x′ki
are distinct. Let B′ki denote the complementary horoball to Ω′ whose center is x′ki .
All these horoballs are distinct since their centers are. As the horoballs B′ki are also
pairwise disjoint, we obtain

lim
i→∞

diamEn(B′ki) = 0.

Let Bk be the complementary horoball to Ω whose center is γkx. Then

D := dist(Bk, B∞) = dist(B1, B∞) = − log(diamEn(B1)).

At the same time,

lim
i→∞

dist(B′ki , B
′
∞) = − lim

i→∞
log(diam(B′ki)) =∞.

Recall that we are assuming that there exists an (L,A) quasiisometric extension h̃
of h such that h̃ : Ω→ Ω′. According to Lemma 24.11,

dist(B′j , B
′
∞) 6 R(L,A) + LD +A.
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This is a contradiction. �

By combining all these results, we conclude:

Theorem 24.31. Suppose that f : Ω → Ω′ is a quasiisometry of the trun-
cated hyperbolic spaces, n > 3. Then the extension of f to ∂∞Hn is a Moebius
transformation.

24.7. Schwartz Rigidity Theorem

Before proving Theorem 24.1 we will need two technical assertions concerning
isometries of Hn which “almost preserve” the truncated hyperbolic spaces.

Let Ω be the truncated hyperbolic space of a non-uniform lattice Γ < G =
Isom(Hn). We will say that a subset A ⊂ G almost preserves Ω if there exists
C <∞ such that

distHaus(Ω, αΩ) 6 C, ∀α ∈ A.
Note that each α ∈ A determines an (L,A)-quasiisometry Ω → Ω, defined by
composing α with the nearest-point projection πΩ : α(Ω) → Ω, see Exercise 8.12,
Part 1.

Lemma 24.32. Suppose that βk ∈ G is a sequence almost preserving Ω and
limk βk = β ∈ G. Then the sequence (βk) consists of finitely many elements of G.

Proof. Assume to the contrary that the sequence (βk) consists of distinct
elements. The lattice Γ cannot preserve a proper round sphere in ∂∞Hn. Therefore,
there exists a finite subset Λo ⊂ Λ not contained in a proper round sphere in Sn−1.
It follows that (after eventually passing to a subsequence), there exists a peripheral
horosphere Σ centered at a point ξ ∈ Λo, such that all the elements of the sequence
ξk := βk(ξ) are distinct. Since limk→∞ βk = β, the horospheres βk(Σ) converge
to the horosphere β(Σ). For each k we have a unique horosphere Σ̂k ⊂ ∂Ω whose
Hausdorff distance from βk(Σ) is uniformly bounded. It follows that the horospheres
Σ̂k have to have non-empty intersections for all large k. This forces the equality

Σ̂k = Σ̂k+1,∀k > ko.
Hence, the centers ξk of these horospheres are also equal, which is a contradiction.

�

Proposition 24.33. Let Γ,Γ′ be non-uniform lattices in G = Isom(Hn) such
that Γ′ almost preserves Ω, the truncated hyperbolic space of Γ. Then the groups
Γ,Γ′ are commensurable.

Proof. Suppose that the assertion fails. Then the projection of Γ′ to Γ \G is
infinite. Therefore, there exists an infinite sequence (ψk) of elements of Γ′ whose
projections to Γ \G are all distinct. Since ∂Ω/Γ is compact, there are only finitely
many Γ-orbits of peripheral horospheres of Ω. The set Λ/Γ, consisting of the Γ-
orbits of their centers, is also finite. Therefore, after passing to a subsequence in
(ψk), we can assume that for some horosphere Σ ⊂ ∂Ω, for every k, the centers of all
the horospheres ψk(Σ) lie in the same Γ-orbit. In other words, there are elements
γk ∈ Γ such that every αk := γkψk fixes the center ξ of Σ.

Since all γk’s preserve Ω and all ψk’s almost preserve Ω, the infinite set

A = {αk : k ∈ N} ⊂ G
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also almost preserves Ω. The projections of all the ψk’s to Γ\G are pairwise distinct,
thus, A projects injectively into Γ \G.

Without loss of generality, we may assume that ξ =∞ in the upper half-space
model of Hn and Σ is given by the equation {xn = 1}. Then the elements of A are
Euclidean similarities (they all fix the point ξ). Since the stabilizer Γ∞ of ∞ in Γ
acts cocompactly on the Euclidean space En−1, there exists a constant C ′ and a
sequence τk ∈ Γ∞ such that the compositions α′k := τkαk satisfy,

|βk(0)| 6 C ′.
Set A′ := {α′k : k ∈ N}. As before, the subset A′ ⊂ G is infinite, almost preserves
Ω and projects injectively to Γ \ G. Since every α′ ∈ A′ determines a uniform
quasiisometry Ω→ Ω, there exists C <∞ such that for every α′ ∈ A′,

distHaus(Σ, α
′Σ) 6 C.

(This is a special case of Proposition 24.8. Cf. Exercise 24.7.) In other words, the
value of the coordinate xn on α′Σ satisfies the inequality

e−C 6 xn 6 eC .
Thus, the subset A′ is contained in the compact set of similarities

{β : x 7→ tUx + v : e−C 6 t 6 eC , U ∈ O(n− 1), |v| 6 C ′}.
Therefore, the set A′ is infinite and has compact closure in G. This contradicts
Lemma 24.32. �

Proof of Theorem 24.1. Suppose that Γ < G = Isom(Hn), n > 3, is a non-
uniform lattice.

(a) For each (L,A)–quasiisometry f : Γ → Γ, there exists α ∈ CommG(Γ),
satisfying

dist(f, α) <∞.

Proof. The quasiisometry f extends to a quasiisometry of the hyperbolic
space f̃ : Hn → Hn (Theorem 24.13). This quasiisometry extends to a quasicon-
formal mapping h : ∂∞Hn → ∂∞Hn. The quasiconformal mapping h has to be
Moebius according to Theorem 24.31. Therefore, f̃ is within finite distance from
an isometry α of Hn (which is the unique isometric extension of h to Hn), see
Lemma 11.112.

Exercise 24.34. Verify that dist(f̃ , α) depends only on Γ and on the quasi-
isometry constants L,A.

It remains to show that α belongs to CommG(Γ). We note that f (and, hence,
α) almost preserves Ω, the truncated hyperbolic space of Γ. Since Γ preserves Ω,
the entire group

Γ′ := αΓα−1

almost preserves Ω. By Proposition 24.33, the groups Γ,Γ′ are commensurable.
Thus, α belongs to the commensurator CommG(Γ). �

(b) Suppose that Γ,Γ′ < G = Isom(Hn) are non-uniform lattices quasiisometric
to each other. Then there exists α ∈ Isom(Hn) such that the groups Γ and αΓ′α−1

are commensurable.
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Proof. The proof is analogous to (a): The quasiisometry f : Ω′ → Ω of the
truncated hyperbolic spaces of the lattices Γ′,Γ is within finite distance from an
isometry α. The group Γ′′ := αΓ′α−1 again almost preserves Ω. By Proposition
24.33, the groups Γ,Γ′′ are commensurable. �

(c) Suppose that Γ′ is a finitely generated group quasiisometric to a non-uniform
lattice Γ < Isom(Hn). Then the groups Γ,Γ′ are virtually isomorphic; more pre-
cisely, there exists a finite normal subgroup K C Γ′ such that the groups Γ,Γ′/K
contain isomorphic subgroups of finite index.

Proof. Let f : Γ → Γ′ be a quasiisometry and let f ′ : Γ′ → Γ be its coarse
inverse. Then, by Lemma 8.63, we have a quasiaction Γ′ y Ω via

γ′ 7→ ρ(γ′) := f ′ ◦ γ′ ◦ f ∈ QI(Ω).

According to Part (a), each quasiisometry g = ρ(γ′) is within a (uniformly) bounded
distance from a quasiisometry of Ω induced by an element g∗ of CommG(Γ). We
obtain a map

ψ : γ′ 7→ ρ(γ′) = g 7→ g∗ ∈ CommG(Γ).

We claim that this map is a homomorphism with finite kernel. For each quasiisom-
etry h : Hn → Hn we let h∞ denote its extension to ∂∞Hn. Then, since ρ is a
quasiaction, ψ induces a homomorphism

ψ∞ : γ′ 7→ g∞ = g∗∞, ψ∞ : Γ′ → CommG(Γ),

see Theorem 11.135. Since the quasiaction ρ : Γ′ y Ω′ is geometric (see Lemma
8.63), by Lemma 11.117 the kernel K of the quasiaction Γ′ y Ω′ is quasifinite. The
subgroup K C Γ′ is also the kernel of the homomorphism ψ∞; by Lemma 11.112,
this subgroup K is finite.

The rest of the proof is the same as for (a) and (b): The group Γ′′ := ψ(Γ′)
almost preserves Ω, hence, it is commensurable to Γ. �
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CHAPTER 25

A survey of quasiisometric rigidity

In this chapter we review results and open problems on quasiisometric rigidity
of groups and metric spaces. We refer the reader to Section 8.6 for the basic
terminology that we will be using. Our survey covers three types of problems
within the theme of quasiisometric rigidity:

(1) The description of the group of quasiisometries QI(X) of specific
metric spaces X and QI(G) for specific finitely generated groups
G. For instance, in some cases, QI(X) coincides with the subgroup of
isometries of X, or with the subgroup of virtual automorphisms of G, or
with the commensurator of G, either abstract or considered in a larger
group.

(2) The identification of the classes of groups G that are QI rigid.
This problem was formulated for the first time (with slightly different
terminology) by M. Gromov in [Gro83]. It is sometimes related to the
first problem. Indeed, if a group G′ is quasiisometric to G, then there
exists a homomorphism G′ → QI(G), which, in many cases, has finite
kernel (see Lemma 8.64). If QI(G) is either very close to G, or very close
to an ambient group in which all groups in the class G lie, then one is
halfway through a proof of QI rigidity of the class G.

(3) The quasiisometric classification within a given class of groups.
This can be achieved either by a complete description of the equivalence
classes or by using QI invariants. An extreme case is when the QI class
of a group G contains only finite-index subgroups of G, their quotients by
finite normal subgroups and finite extensions of these quotients, i.e. the
group G is QI rigid.

We refer the reader to [Bes04], [Sap07], [GBS12] and [MK14] for other open
problems in group theory.

25.1. Rigidity of symmetric spaces, lattices and hyperbolic groups

25.1.1. Uniform lattices. The oldest QI rigidity theorem in the context of
symmetric spaces was proven by P. Pansu:

Theorem 25.1 (P. Pansu, [Pan89]). Let X be a quaternionic hyperbolic space
HHn (n > 2) or the octonionic hyperbolic plane OH2. Then X is strongly QI rigid.

Even though real and complex hyperbolic spaces are not strongly QI rigid, the
classes of uniform lattices in their isometry groups are QI rigid. We saw that the
class of uniform lattices in the group PO(n, 1) is QI rigid (see Chapter 23), with
rigidity results primarily due to P. Tukia, D. Gabai, A. Casson and D. Jungreis.

751



An analogous QI rigidity theorem was proven by R. Chow [Cho96] for complex-
hyperbolic spaces CHn, n > 2, by methods similar to the proof of Tukia’s Theorem.
We summarize these results as follows:

Theorem 25.2. Let X be a symmetric space of negative curvature. Then the
class of uniform lattices in X is QI rigid.

For higher rank symmetric spaces, strong QI rigidity follows from a series of
results of B. Kleiner and B. Leeb, which were later also obtained by A. Eskin and
B. Farb in [EF97b] by a different method.

Theorem 25.3 (B. Kleiner, B. Leeb, [KL98b]). Let X be a symmetric space
of of non-compact type, without rank one de Rham factors. Assume that if two
irreducible factors of X are homothetic to each other then they are isometric. Then
X is strongly QI rigid.

As an application of this rigidity theorem, Kleiner and Leeb, as well as Eskin
and Farb, obtained:

Theorem 25.4 (B. Kleiner, B. Leeb, [KL98b]). Let X be a symmetric space
of non-compact type, without rank one de Rham factors. Then the class of uniform
lattices in Isom(X) is QI rigid.

Furthermore, Kleiner and Leeb proved that even if the de Rham decomposition
of X

X =

n∏
i=1

Xi

does have rank one de Rham factors, the associated quasiaction of Γ on X is within
finite distance from another quasiaction, which preserves the de Rham factors Xi

(except, it might permute them). Here Γ is a group QI to X.

Kleiner and Leeb also established that strong QI rigidity holds for Euclidean
buildings:

Theorem 25.5 (B. Kleiner, B. Leeb, [KL98b]). Let X be a Euclidean building
such that each de Rham factor of X is a Euclidean building of rank > 2. Assume
that if two irreducible factors of X are homothetic to each other then they are
isometric. Then X is strongly QI rigid.

The overall QI rigidity result for uniform lattices reads as follows:

Theorem 25.6. Suppose that X is a symmetric space of non-compact type.
Then the class of uniform lattices in Isom(X) is rigid.

25.1.2. Non-uniform lattices. Turning to non-uniform lattices, one should
first note that Theorem 24.1 of R. Schwartz (see Chapter 24) in its most general
form holds even when the space Hn, n > 3, is replaced by an arbitrary negatively
curved symmetric space of dimension > 2. This theorem answers the three types of
problems described in the beginning of this chapter, and can be stated as follows.

Theorem 25.7 (R. Schwartz [Sch96a]). Suppose that X is a negatively curved
symmetric space of dimension > 2; we let G denote the isometry group of X. Then:

(1) Each non-uniform lattice Γ < G is strongly QI rigid: The natural homo-
morphism CommG(Γ)→ QI(Γ) is an isomorphism.
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(2) The class of non-uniform lattices in G is QI rigid.
(3) If Γ and Γ′ are quasiisometric non-uniform lattices of isometry groups of

negatively curved symmetric spaces X and respectively X ′, then X ∼= X ′

(up to rescaling the metric) and the lattices Γ and Γ′ are commensurable
in G.

A non-uniform lattice of H2 contains a finite-index subgroup which is free non-
abelian. In this case we may therefore apply QI rigidity of virtually free groups
(Theorem 20.45) and conclude:

Theorem 25.8. Each non-uniform lattice in Isom(H2) is QI rigid.

In the special case when X is the 3-dimensional hyperbolic space, the group
of orientation-preserving isometries of X, Isom+(X), is isomorphic to PSL(2,C).
Schwartz’s result has the following arithmetic version. Let F1 and F2 be imaginary
quadratic extensions of Q and let O1 and O2 be their respective rings of integers.
Then the arithmetic lattices PSL(2,O1) and PSL(2,O2) (Bianchi groups) are com-
mensurable (quasiisometric) if and only if the fields F1 and F2 are isomorphic.

When instead of imaginary quadratic extensions, one takes totally real qua-
dratic extensions, the corresponding groups PSL(2,Oi) become non-uniform Q-
rank one lattices in Isom(H2 × H2), a rank two semisimple Lie group. In general,
when Fi’s are algebraic extensions of Q, the groups PSL(2,Oi) are isomorphic to
non-uniform Q-rank one lattices in Isom(X), where the symmetric space X is iso-
metric to a product of several copies of H2 and H3 . The QI rigidity theorem in this
context was first proven by B. Farb and R. Schwartz [FS96] in the case of fields Fi
of degree 2 and by R. Schwartz [Sch96a] in full generality:

Theorem 25.9. (1) Let F be an algebraic extension of Q, let O be the ring
of integers of F, let Γ = PSL(2,O) and let X be the product of hyperbolic
spaces on which Γ acts as a lattice. Then the group Γ is strongly QI rigid.

(2) Let F1,F2 be two algebraic extensions of Q, and let Oi be their correspond-
ing rings if integers. Then the lattices PSL(2,O1) and PSL(2,O2) are
quasiisometric if and only if the fields F1 and F2 are isomorphic.

It is known that every irreducible lattice Γ in a semisimple group of R-rank at
least 2 and at least one factor of R-rank one, is an arithmetic Q-rank one lattice
[Pra73, Lemma 1.1]. However, such lattices Γ are, in general, quite different from
the arithmetic group PSL(2,O). The case of higher Q-rank groups was settled by
A. Eskin:

Theorem 25.10 (A. Eskin [Esk98]). Let X,X1, X2 be symmetric spaces of
non-compact type with all the de Rham factors of rank at least 2. Then:

(1) Every non-uniform lattice Γ < Isom(X) is strongly QI rigid.
(2) The class of non-uniform irreducible lattices in Isom(X) is QI rigid.
(3) If Γ1 and Γ2 are quasiisometric non-uniform irreducible lattices in isome-

try groups of symmetric spaces X1 and X2, then X1 is isometric to X2 (up
to rescaling the metrics on the de Rham factors). Moreover, the lattices
Γ1 and Γ2 are commensurable in Isom(X1) ' Isom(X2).

An alternative proof of Theorem 25.10, using asymptotic cones, was later pro-
vided by C. Druţu in [Dru00]. Some aspects of this alternate approach played
an important part in the work of Fisher–Whyte and Fisher–Nguyen mentioned in
Theorem 25.77 and in the paragraph following it.
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Theorems of Schwartz and Eskin, therefore, prove QI rigidity for irreducible
non-uniform lattices in semisimple Lie groups with simple factors of rank > r and
in semisimple Lie groups with simple factors locally isomorphic to SL(2,R) and
SL(2,C). As it turns out, the arguments of Schwartz and Eskin extend to cover
irreducible lattices in semisimple Lie groups with other factors of rank one (e.g.
products of several copies of SU(2, 1)) and a mix of rank one and higher rank
factors (such as the product SU(2, 1) × SL(3,R)), as was observed by B. Farb in
[Far97], resulting in:

Theorem 25.11. The class of irreducible non-uniform lattices in each con-
nected semisimple Lie group G is QI rigid. Two such lattices are quasiisometric if
and only if they are virtually isomorphic.

The class of groups which are left out from this classification include, for in-
stance, the group

PSL(2,Z[
√
−1])× SL(3,Z).

Problem 25.12 (I. Belegradek). Prove QI rigidity of the class of non-uniform,
possibly reducible, lattices, for a general symmetric space X of non-compact type.

The QI rigidity results for non-uniform lattices in semisimple Lie groups were
extended by K. Wortman [Wor07] to S-arithmetic lattices, which are lattices in
products of some semisimple Lie groups and some p-adic Lie groups.

Comparison of QI rigidity properties of uniform and non-uniform
lattices. Assume, for simplicity, that X is an irreducible symmetric space of non-
positive curvature, not isometric to the hyperbolic plane. The results we described
above, show that two non-uniform lattices in G = Isom(X) are commensurable if
and only if they are quasiisometric. This fails in the case of uniform lattices, as all
such lattices are quasiisometric to each other and it is known that G contains infin-
itely many virtual isomorphism classes of uniform arithmetic lattices. Restricting
to non-arithmetic lattices in PO(n, 1) still leads to infinitely many VI equivalence
classes. (We refer the reader to Section 12.3 for the references.)

25.1.3. Symmetric spaces with Euclidean de Rham factors and Lie
groups with nilpotent normal subgroups. So far, we considered only non-
positively symmetric spaces X of non-compact type. The naive QI rigidity fails
for uniform lattices in isometry groups of non-positively curved symmetric spaces
which are not of non-compact type:

Theorem 25.13. Suppose that G = PO(n, 1) × R, G = PU(n, 1) × R or G =
SO(n, 2) × R. Then there are uniform lattices Λ < G = Isom(X), quasiisometric
to groups which are not VI to lattices in G. In other words, the class of uniform
lattices in G is not QI rigid.

Proof. Each of the Lie groups in the theorem has the form G = G1 × R.
According to Corollary 12.33, there exists a lattice Γ < G1 which admits a central
coextension

1→ Z→ Γ̃→ Γ→ 1

such that Γ̃ is not VI to any product group Z× Γ′ and, at the same time, Γ̃ is QI
to the product lattice

Λ = Γ× Z < G1 × R.
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Furthermore, every lattice Λ′ < G1×R is virtually isomorphic to the direct product
Γ′ × Z, where Γ′ is the projection of Λ′ to G1. �

On the other hand, the following theorem shows that the central coextension
construction is the only source of failure of QI rigidity for uniform lattices in sym-
metric spaces of nonpositive curvature.

Theorem 25.14 (B. Kleiner, B. Leeb, [KL01]). Suppose that G is a connected
Lie group, which fits into a short exact sequence

1→ N → G→ Ḡ→ 1,

where the group N is connected and nilpotent, the group Ḡ is semisimple and acts via
the trivial representation on N . Equip G with a left-invariant Riemannian metric
and the associated Riemannian distance function. Then every finitely generated
group Γ quasiisometric to G fits into a short exact sequence

1→ K → Γ→ Γ̄→ 1,

where K is quasiisometric to N and the group Γ̄ is virtually isomorphic to a uniform
lattice in Ḡ.

An example of the situation covered by this theorem is a symmetric space
X = Y × Ek, where Y is a symmetric space of non-compact type. The group
G = Isomo(Y )× Rk = Ḡ×N acts transitively and isometrically on X.

Corollary 25.15. Each finitely generated group Γ quasiisometric to X fits
into a short exact sequence

1→ K → Γ→ Γ̄→ 1,

where the group K is virtually abelian and Γ̄ acts as a cocompact lattice on Y .

These results leave out the case of general connected Lie groups G; these groups
admit the Levi-Mal’cev decomposition

1→ S → G→ Ḡ→ 1,

where S is a solvable Lie group and Ḡ s semisimple.
The following problem is known to be quite difficult. Note, however, that it

bypasses the notoriously difficult problem of QI rigidity for polycyclic groups.

Problem 25.16. Prove an analogue of Theorem 25.14 for all connected Lie
groups G, fitting into that exact sequences, where N is solvable and Ḡ is semisimple.

25.1.4. QI rigidity for hyperbolic spaces and groups. We turn now to QI
rigidity in the context of Gromov–hyperbolic spaces and groups. As we saw before,
proofs of QI rigidity theorems for lattices in rank one Lie groups are, to large extent,
based on a well-developed theory of quasiconformal mappings of ideal boundaries of
rank one symmetric spaces. Such a theory was developed by M. Bourdon and H. Pa-
jot in [BP00], and extended further by X. Xie [Xie06], for 2-dimensional hyperbolic
buildings and resulted in strong QI rigidity for these buildings. Instead of giving
precise definitions of hyperbolic buildings, we note here only that n-dimensional hy-
perbolic buildings are certain CAT(-1) spaces X, covered by isometric copies of Hn
(called “apartments”), which, in turn, are tiled by some compact convex hyperbolic
polyhedra, called fundamental domains.
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Theorem 25.17 (M. Bourdon, H. Pajot [BP00]). Suppose that X is a thick 2-
dimensional hyperbolic building, whose links are complete bipartite graphs and whose
fundamental domains are right-angled polygons. Then X is strongly QI rigid.

Some of the restrictions in this theorem were removed later on by X. Xie, using
techniques similar to the ones of Bourdon and Pajot:

Theorem 25.18 (X. Xie [Xie06]). Each thick 2-dimensional hyperbolic building
is strongly QI rigid.

Corollary 25.19. The class CX of groups acting geometrically on a thick
2-dimensional hyperbolic building X, is QI rigid.

Note that there are many examples of hyperbolic groups acting geometrically
on thick 2-dimensional hyperbolic buildings. However, such groups need not be
commensurable to each other, which leads to:

Problem 25.20. Construct examples of QI rigid hyperbolic groups whose
boundaries are homeomorphic to the Menger curve. (The ideal boundary of each
thick 2-dimensional hyperbolic building is a Menger curve.)

The restriction to 2-dimensional hyperbolic buildings also appears to be un-
natural, since higher-dimensional hyperbolic spaces tend to be more rigid than
low-dimensional ones.

Conjecture 25.21. Each thick hyperbolic building is strongly QI rigid.

The QI rigidity problem is wide-open for Kleinian groups, i.e. discrete groups
of isometries of real-hyperbolic spaces of dimensions n > 3.

Conjecture 25.22. The class of finitely generated discrete subgroups of PO(3, 1)
is QI rigid.

Recently, this conjecture was proven by P. Haissinsky in the case of the class
of Gromov–hyperbolic discrete subgroups of PO(3, 1):

Theorem 25.23 (P. Haissinsky [Haï15]). 1. The class of Gromov–hyperbolic
discrete subgroups of PO(3, 1) is QI rigid.

2. Moreover, if Γ is a finitely generated group which admits a QI embedding
into H3, then Γ is virtually isomorphic to a Gromov–hyperbolic discrete subgroup
of PO(3, 1).

One can ask for a stronger topological rigidity property in this regard, namely:

Conjecture 25.24. Let Γ be a hyperbolic group whose ideal boundary is planar,
i.e. topologically embeds in the 2-sphere. Then Γ is virtually isomorphic to a
discrete subgroup of PO(3, 1).

Note that this conjecture includes two well-known problems as special cases:
1. Cannon’s conjecture: A hyperbolic group whose ideal boundary is homeo-

morphic to S2, acts geometrically on H3.
2. Sierpinsky carpet conjecture [KK00]: A hyperbolic group whose ideal bound-

ary is homeomorphic to the Sierpinsky carpet, is virtually isomorphic to a discrete
subgroup in PO(3, 1).

We refer the reader to Haissinsky’s paper [Haï15] for the most recent results
in this direction.

Very little is known about strong QI rigidity of hyperbolic groups with higher-
dimensional boundary. Below we list what is known and some open problems.
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Theorem 25.25 (M. Kapovich, B. Kleiner, [KK00]). There are hyperbolic
groups G with 2-dimensional boundaries, which are strongly QI rigid. Furthermore,
in these examples, all homeomorphisms of ∂∞G are restrictions of elements of G.

Suppose that M is a compact n-dimensional Riemannian manifold of constant
curvature −1 and non-empty totally-geodesic boundary. We will refer to the funda-
mental groups of boundary components ofM as peripheral subgroups of G = π1(M).
The universal cover M̃ is isometric to a certain convex subset C ⊂ Hn bounded
by pairwise disjoint hyperbolic subspaces of codimension 1. The group G acts geo-
metrically on C and, hence, embeds as a discrete subgroup of PO(n, 1). The ideal
boundary of C in Sn−1 is a round Sierpinsky carpet: It is nowhere dense in Sn−1

and its complement is a union of open round balls with pairwise disjoint closures.
Such groups G are called round Sierpinsky carpet groups. The following theorem
was known to various people, its proof is sketched by J.-F. Lafont in [Laf04]:

Theorem 25.26. 1. The convex sets C above are strongly QI rigid. 2. In
particular, each round Sierpinsky carpet group is QI rigid.

It is a corollary of Thurston’s Geometrization Theorem (see [Kap01]) that
each Gromov–hyperbolic discrete subgroup of PO(3, 1) whose ideal boundary is
homeomorphic to a Sierpinsky carpet is isomorphic to a round Sierpinsky carpet
group.

Problem 25.27. Suppose that G < PO(n, 1) is a discrete subgroup, which is
Gromov–hyperbolic and ∂∞G is homeomorphic to a Sierpinsky carpet. Is it true
that G is QI rigid?

Round Sierpinsky carpet groups can be amalgamated along their peripheral
subgroups. More specifically, consider an n-dimensional complex C obtained by
gluing finitely many n-dimensional compact hyperbolic manifolds with geodesic
boundary in such a way that along each boundary component we glue at least
three n-dimensional manifolds. The fundamental groups of the complexes C are
hyperbolic, e.g. by Bestvina-Feighn Combination Theorem [BF92]. J.-F. Lafont
in [Laf04] proved that the groups π1(C) are QI rigid.

Fundamental groups of complexes of simplicial negative curvature (see [JŚ03,
JŚ06]) provide a major new class of higher dimensional hyperbolic groups.

Problem 25.28. Are any of these higher-dimensional hyperbolic groups QI
rigid?

Recall that, in view of Thurston’s Hyperbolization Theorem, for all closed
hyperbolic surfaces S and pseudo-Anosov homeomorphisms f : S → S, the mapping
tori Mf of f : S → S are hyperbolic. The fundamental group of every such M , is
a semidirect product

π1(S) oφ Z,
where φ ∈ Aut(π1(S)) is the automorphism induced by f (it is defined up to an
inner automorphism of the fundamental group). Then all of the groups π1(M) are
quasiisometric to each other, since they embed as uniform lattices in Isom(H3).
The question is what happens if we replace closed surface groups in such extensions
by finitely generated free groups F of finite rank r > 3. The natural generalization
of the notion of a pseudo-Anosov homeomorphism in this setting is the one of an
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atoroidal fully irreducible (iwip) automorphism φ of F : These are automorphisms
so that no power of φ preserves (up to conjugation) a free factor of F and so that
φ has no periodic conjugacy classes. The corresponding semidirect products

Fφ := F oφ Z
are hyperbolic groups and their boundaries are Menger curves, see [Bri00]. One can
imagine several possibilities of quasiisometric behavior of such semidirect products,
the question is which (if any) of them actually occurs:

Question 25.29 (P. Sardar). Which (if any) of the following hold:
1. All groups Fφ are quasiisometric to each other.
2. The groups Fφ are quasiisometric if and only if they are virtually isomorphic.
3. If a group G is quasiisometric to some Fφ, then G is VI to Fφ.
4. Every hyperbolic group G with Menger curve boundary is quasiisometric to

one of the groups Fφ.

Note that (3) and (4) are mutually exclusive, since there are hyperbolic groups
with Menger curve boundary which have the Property (T), while none of the free-
by-cyclic groups has this property.

Lastly, we note that numerous results about the structure of quasiisometries of
solvable Lie groups with negatively curved left-invariant Riemannian metrics were
obtained by X. Xie, [SX12, Xie12, Xie13, Xie14, Xie16].

25.1.5. Failure of QI rigidity. So far we discussed QI rigidity in various
forms. Below are examples of failure of QI rigidity.

Central coextensions. As we saw in Theorem 25.13, there are numerous
example of groups Γ which admit central extensions

1→ Z→ Γ̃→ Γ→ 1,

such that Γ̃ is QI to the product Γ× Z, but it is not VI to it. For instance:

Example 25.30. Let S be a closed hyperbolic surface and let M be the unit
tangent bundle of S. Then we have an exact sequence

1→ Z→ G = π1(M)→ Q := π1(S)→ 1.

This sequence does not split even after passage to a finite index subgroup in G,
hence, G is not virtually isomorphic to Q× Z. However, since Q is hyperbolic, the
group G is quasiisometric to Q×Z, by Theorem 11.159. Note that the group Q×Z
is CAT(0), while the group G is not (see e.g. [BH99] or [KL98a]). In particular,
the class of CAT (0) groups is not QI rigid.

Groups quasiisometric to products of trees. In [BM00], M. Burger and
S. Mozes constructed examples of simple groups G acting geometrically on products
of locally finite simplicial trees T1 × T2. In their examples, each tree Ti was has
infinitely many ends and large group of automorphisms (it is transitive on the set
of all embedded edge-paths of length n, for each n). In particular, the trees Ti have
constant valence > 3 and, hence, are quasiisometric to the free group F2. Therefore,
in these examples, the group G is quasiisometric to the product group F2 × F2.

Corollary 25.31. The product of free groups Fn × Fm, (n,m > 2) is not
QI rigid: It is quasiisometric to a group G as in the Burger-Mozes construction
mentioned above, but it is not virtually isomorphic to it.
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The group F2 × F2 is co-large and not simple; therefore:

Corollary 25.32 (M. Burger, S. Mozes). Virtual simplicity and co-largeness
are not QI invariant.

Here a group G is virtually simple if it is VI to a simple group.

These examples, of course, have the same geometric model, Definition 8.55.
According to Theorem 8.56, there are commensurable groups without a common
geometric model.

Problem 25.33. Find an example of a pair of groups G1, G2 which are QI to
each other, but they are not VI to groups with a common geometric model.

Virtual torsion-freeness. There are example of virtually isomorphic groups
G1, G2 such that G1 is virtually torsion free (even linear), while G2 is not: Mill-
son [Mil79] constructed examples of lattices G1 in a linear Lie group and central
coextensions

0→ Z2 → G2 → G1 → 1

such that the groups G2 are not virtually torsion free. Being linear, the lattice G1

is, of course, virtually torsion-free by Selberg’s Lemma. Further examples like this
were constructed by Raghunathan [Rag84].

Problem 25.34. 1. Is it true that every finitely generated group is QI to a
torsion-free group?

2. Construct examples of groups G which are QI to torsion-free groups but not
VI to torsion-free groups.

Note that a positive answer to the first question (which seems unlikely) would
be an ultimate form of Selberg’s Lemma. As for the question 2, natural candidates
would be simple groups acting geometrically on products of trees. However, it
appears that all the currently known examples of simple groups acting geometrically
on products of trees are torsion-free.

Hopfian and cohopfian properties. Both properties are not preserved by
virtual isomorphisms, see Section 7.12.

Unbounded group actions on trees. We will say that a group Γ vir-
tually splits if it is virtually isomorphic to a group which admits a non-trivial
graph of groups decomposition. Recall that, in view of the Bass-Serre theory, a
group Γ admits a non-trivial decomposition as a graph of groups if and only if
Γ acts on a simplicial tree (without inversions) without a fixed vertex. The Lie
group G = SL(2,R)×SL(2,R) contains uniform irreducible lattices Γ, for instance
Γ ∼= SL(2,Z[

√
2]). According to Theorem 12.13 of Margulis, every action of such

irreducible lattice on a simplicial tree has a fixed point. Therefore, irreducible lat-
tices in G do not virtually split. On the other hand, G also contains reducible
uniform lattices Λ, e.g., discrete subgroups isomorphic to π1(S) × π1(S), where S
is a compact hyperbolic surface. Such lattices do split non-trivially as graphs of
groups, since π1(S) does. Therefore, we obtain examples of quasiisometric groups
Γ and Λ such that Γ does not virtually split, while Λ does.

The examples of failure of quasiisometric invariance of Property (T), see Theo-
rem 19.76, also show that the property FA is not a quasiisometric invariant either.
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Question 25.35. 1. Are Properties T and Haagerup quasiisometrically invari-
ant in the class of hyperbolic groups?

2. Suppose that G1, G2 are quasiisometric hyperbolic groups and G1 virtually
splits. Is it true that G2 virtually splits as well?

The second part of the problem is open even for arithemetic lattices in PU(2, 1).
On the other hand, both parts have positive answers in some notable examples,
like lattices in Isom(HHn) (n > 2) and in isometry groups of 2-dimensional thick
hyperbolic buildings.

25.1.6. Rigidity of random groups. At this time, it is far from clear how
common is the phenomenon of QI rigidity for finitely presented groups. The reader
might have noticed that all the examples of QI rigid groups and classes of groups
are quite special: They come from groups acting discretely and isometrically on
some highly homogeneous metric spaces (symmetric spaces and buildings). On the
other hand, all the examples of groups failing QI rigidity are rather special as well.
This leads to:

Problem 25.36. Let G be an infinite random1 finitely presented group. Is G
QI rigid?

We refer the reader to Section 11.25 for the description of some models of
randomness among finitely presented groups. Here we recall only that, according
to all these models, random groups are Gromov–hyperbolic. Generic QI rigidity is
an open problem for all these models (except for the case of density larger than
1
2 , in which random groups are finite.) One reason to expect random groups to
be QI rigid is that I. Kapovich and P. Schupp proved in [KS08] that, in one of
the models, random groups are “algebraically rigid”, i.e. their isomorphisms are
induced by Nielsen transformations.

25.2. Rigidity of relatively hyperbolic groups

As we know, see Corollary 11.43, the class of hyperbolic groups is QI rigid. In
this section we discuss QI rigidity properties of relatively hyperbolic groups. In
the following discussion, by a relatively hyperbolic group we always mean a group
G which admits a relatively hyperbolic structure where each peripheral subgroup
has infinite index in G. Thus, a group G is not relatively hyperbolic (NRH) if G
contains no finite collection of infinite index subgroups with respect to which it is
relatively hyperbolic.

Theorem 25.37 (C. Druţu, [Dru09]). The class of relatively hyperbolic groups
is QI rigid. More precisely, if a group G1 is relatively hyperbolic and a group G2 is
quasiisometric to G1, then G2 is also relatively hyperbolic.

Other theorems appearing in this chapter emphasize that various subclasses of
relatively hyperbolic groups are, likewise, QI rigid: Non-uniform lattices in rank
one symmetric spaces (Theorem 25.7), fundamental groups of non-geometric Haken
manifolds (Theorem 25.69), fundamental groups of graphs of groups with finite edge
groups [PW02].

Theorem 25.37 suggests the following natural question.

1In any currently existing model of randomness.

760



Problem 25.38 (P. Papasoglou). Is there a geometric criterion allowing to
recognize whether a finitely generated group is relatively hyperbolic (without any
reference to peripheral subgroups or subsets)?

Concerning the proof of Theorem 25.37, it is not difficult to see that if f : X →
Y is a quasiisometry between two metric spaces and X is hyperbolic relative to
A then Y is hyperbolic relative to {f(A) : A ∈ A}. Thus, the main step towards
proving Theorem 25.37 is to show that if a group G is hyperbolic relative to some
collection of subsets A, then it is also hyperbolic relative to some collection of
subgroups H1, . . . ,Hn, such that each Hi is contained in a metric neighborhood of
some Ai, [Dru09]. A variation of the same argument, appears in [BDM09]:

Theorem 25.39. Let X be a metric space which is hyperbolic relative to a
collection of subsets A. Suppose that f : G → X is a quasiisometric embedding
of a finitely generated group G. Then G is hyperbolic relative to the collection of
pre-images f−1(NC(A)), A ∈ A, for some C <∞.

This result and the above argument imply that either f(G) lies in anM–tubular
neighborhood of some set A ∈ A, or G is hyperbolic relative to finitely many
(proper) subgroups Hi with each f(Hi) contained in an M–tubular neighborhood
of some set Ai ∈ A . Thus, we have the following generalization of the Quasi-Flat
Lemma of R. Schwartz [Sch96b] (see Proposition 24.8, Lemma 24.11 as well as
Remark 24.12 in Chapter 24). This generalization was proven by J. Behrstock, C.
Druţu, L. Mosher in [BDM09], Theorem 4.1:

Theorem 25.40 (NRH subgroups are always peripheral). Let X be a metric
space hyperbolic relative to a collection A of subsets. For every L > 1 and C > 0
there exists R = R(L,C,X,A) such that the following holds:

If G is a finitely generated group and G is NRH, then the image of any (L,C)–
quasiisometric embedding f : G → X is contained in the R–neighborhood of some
set A ∈ A.

In this theorem, the constant R does not depend on the group G. In [DS05b]
the same theorem was proved under the stronger hypothesis that the group G has
one asymptotic cone without global cut-points.

As in the case of the proof of Theorem 24.1, Theorem 25.40 is a step towards
a QI classification of relatively hyperbolic groups:

Theorem 25.41 (J. Behrstock, C. Druţu, L. Mosher, [BDM09], Theorem 4.8).
Let G be a finitely generated group hyperbolic relative to a finite collection of finitely
generated subgroups H, such that each H ∈ H is NRH. If G′ is a finitely generated
group quasiisometric to G, then G′ is hyperbolic relative to a finite collection of
finitely generated subgroups H′, where each subgroup in H′ is quasiisometric to one
of the subgroups in H.

When working in full generality, it is impossible to establish a relation between
peripheral subgroups of QI relatively hyperbolic groups; hence, this is not men-
tioned in Theorem 25.37. For instance, when G = G′ = A ? B ? C, the group G is
hyperbolic relative to {A,B,C}, and and it is also hyperbolic relative to {A?B,C}.

By the results in [PW02], the QI classification of relatively hyperbolic groups
reduces to the classification of one-ended relatively hyperbolic groups. Theorem
25.41 points out a fundamental necessary condition for two one-ended relatively
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hyperbolic groups (with NRH peripheral subgroups) to be quasiisometric: Their
peripheral subgroups have to define the same collection of quasiisometry classes.

Related to this, one may ask whether every relatively hyperbolic group G ad-
mits a relatively hyperbolic structure (G;P), such that all peripheral subgroups
Pi ∈ P are NRH. The answer is negative in general, a counter-example is Dun-
woody’s inaccessible group [Dun93]. Since finitely presented groups are accessible,
this raises the following natural question:

Problem 25.42 (J. Behrstock, C. Druţu, L. Mosher, [BDM09]). Is there an
example of a finitely presented relatively hyperbolic group G such that for every
relatively hyperbolic structure (G;P) at least one group Pi ∈ P is a relatively
hyperbolic group?

25.3. Rigidity of classes of amenable groups

The class of amenable groups is QI rigid, see Theorem 18.13. Recall that, by
Corollary 18.52, the set of finitely generated groups splits into amenable groups
and paradoxical groups. This implies that the class of paradoxical groups is also QI
rigid. Since the latter class is characterized by the fact that the Cheeger constant
is positive (Theorem 18.4), it follows that having a positive Cheeger constant is a
QI invariant property. As noted, the property of having positive Cheeger constant
is QI invariant not only among groups, but also among graphs and manifolds of
locally bounded geometry.

Various subclasses of amenable groups behave quite differently with respect
to QI rigidity, and relatively little is known about their QI classification and the
description of groups of quasiisometries.

The class of virtually nilpotent groups is QI rigid by Theorem 16.25. Concern-
ing the QI classification of nilpotent groups, the following is known:

Theorem 25.43 (P. Pansu [Pan89]). If G and H are finitely generated quasi-
isometric nilpotent groups, then the graded Lie groups associated with G/Tor (G)
and H/Tor (H) are isomorphic.

One of the steps in the proof of Theorem 25.43 is that all the asymptotic cones
of a finitely generated nilpotent group G with a canonically chosen word metric
are isometric to the graded Lie group associated to G/Tor (G), endowed with a
Carnot-Caratheodory metric, see Theorem 16.28.

Theorem 25.43 establishes other quasiisometry invariants in the class of nilpo-
tent groups: The nilpotency class of Ḡ = G/Tor (G) and ranks of the abelian groups
CiḠ/Ci+1Ḡ, where CiḠ is the i-th group in the lower central series of Ḡ.

Other QI invariants in the class of nilpotent group that help to distinguish
nilpotent groups with the same associated nilpotent graded Lie groups are the
virtual Betti numbers [Sha04, Theorem 1.2]. Recall that Pansu also proves the QI
rigidity of abelian groups, see Theorem 16.26.

Unlike abelian groups, nilpotent groups are not completely classified up to QI.
In particular, the following remains an open problem:

Problem 25.44. Is it true that two nilpotent simply-connected Lie groups
(endowed with left-invariant Riemannian metrics) are quasiisometric if and only if
they are isomorphic?
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The answer to this problem is positive for graded nilpotent Lie groups, accord-
ing to Theorem 25.43.

The group of quasiisometries is very large already for abelian groups, see Exam-
ples 8.15 and 8.16. However, it is a reasonable and not well-understood problem to
classify uniformly quasiisometric discrete subgroups of quasiisometries of Euclidean
spaces and of nilpotent groups. For instance:

Problem 25.45. Is there a discrete quasiaction Gy En of a finitely generated
nilpotent group G, which is not virtually abelian?

In view of Erschler’s Theorem 14.40, the class of (virtually) solvable groups is
not QI rigid. Note, however, that:

1. the groups constructed in the proof are not finitely presented;
2. both groups GA and GB in the proof are elementary amenable.
This leads to:

Problem 25.46. 1. Is the class of finitely presented solvable groups QI rigid?
2. Is the class of finitely presented metabelian groups (i. e., solvable groups of

derived length 2) QI rigid?
3. Is the class of elementary amenable groups QI rigid?

Below we review partial results and open problems in this direction.

Theorem 25.47 (B. Farb and L. Mosher [FM00]). The class of finitely pre-
sented non-polycyclic abelian-by-cyclic groups is QI rigid.

The starting point in the proof of this theorem is to consider torsion-free finite-
index subgroups and to apply a result of R. Bieri and R. Strebel [BS78]. The latter
states that for every torsion-free finitely presented abelian-by-cyclic group G, there
exists n ∈ N and a matrix M = (mij) ∈ M(n,Z) with non-zero determinant, such
that the group G has the presentation

(25.1)
〈
a1, a2, . . . , an, t | [ai, aj ], tait−1am1i

1 am2i
2 · · · amnin

〉
.

Let ΓM be the group with the presentation in (25.1) for the integer matrix M .
The group ΓM is polycyclic if and only if |det(M)| = 1, see [BS80].

In [FM00], Farb and Mosher prove that if a finitely generated group G is
quasiisometric to the group ΓM , for an integer matrix M with |det(M)| > 1, then
G, is virtually isomorphic to a group ΓN defined by an integer matrix N with
|det(N)| > 1.

Theorem 25.48 (B. Farb, L. Mosher, [FM00]). Let M1 and M2 be integer
matrices with |det(Mi)| > 1, i = 1, 2. The groups ΓM1

and ΓM2
are quasiisometric

if and only if there exist two positive integers k1 and k2 such that Mk1
1 and Mk2

2

have the same absolute Jordan form.

The absolute Jordan form of a matrix is obtained from the Jordan form over
C by replacing the diagonal entries with their absolute values and arranging the
Jordan blocks in a canonical way.

In the case of solvable Baumslag–Solitar groups, which form a subclass in the
class of groups in Theorem 25.48, more can be said:

Theorem 25.49 (B. Farb, L. Mosher, [FM98], [FM99]). Each solvable Baum-
slag–Solitar group

BS(1,m) =
〈
x, y | xyx−1 = ym

〉
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is QI rigid.

This theorem is complemented by:

Theorem 25.50 (K. Whyte, [Why01]). 1. All non-solvable Baumslag–Solitar
groups

BS(n,m) =
〈
x, y | xynx−1 = ym

〉
,

|n| 6= 1, |m| 6= 1 are QI to each other.
2. If (a, b) = (c, d) = 1 and a/b = c/d, then the groups BS(a, b) and BS(c, d)

are not commensurable.

Since non-solvable Baumslag–Solitar groups are nonamenable, these results
complete the QI classification of Baumslag–Solitar groups.

The fact that polycyclic groups were excluded from theorems of Farb and
Mosher is not an accident: These groups are much harder to handle since the
tools of coarse topology do not apply to them.

Problem 25.51. (1) Is the class of finitely generated polycyclic groups
QI rigid?

(2) What is the QI classification of finitely generated polycyclic groups?

Every virtually polycyclic group of course has a finite-index subgroup with infi-
nite abelianization. Shalom in [Sha04] proved (among other QI rigidity properties
for various classes of amenable groups) the following:

Theorem 25.52. Suppose that G is a group QI to a polycyclic group. Then G
contains a finite-index subgroup with infinite abelianization.

Even the problem of QI rigidity for finitely generated polycyclic abelian-by-
cyclic groups has remained open for some time. The papers of Eskin, Fisher and
Whyte [EFW13, EFW12] made a major progress in this direction. In particular,
they prove:

Theorem 25.53. Consider the class Poly3 of groups G which are not virtually
nilpotent and admit short exact sequences

1→ Z2 → G→ Z→ 1.

Then the class Poly3 is QI rigid.

Note that the groups in Poly3 play an important role in 3-dimensional topology.
Namely, there exists a 3-dimensional simply-connected solvable Lie group Sol3, such
that each Γ ∈ Poly3 is isomorphic to a uniform lattice in Sol3. Accordingly, Γ is
isomorphic to the fundamental group of a closed 3-dimensional manifold M =
Γ \ Sol3. The manifolds M of this form (and manifolds which are covered by
such M ’s) are called Sol3-manifolds, they appear in the classification theory of
3-dimensional manifolds.

In view of the Problem 25.51, Part (1), one may ask about the QI classification
of solvable Lie groups.

Y. Cornulier proved that each connected Lie group is quasiisometric to a closed
connected subgroup of the group of real upper triangular matrices [dC08, Lemma
6.7]. This has lead him to ask:
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Problem 25.54 (Y. Cornulier [dC11]). Suppose that G1, G2 are closed con-
nected subgroups of the group of real upper triangular matrices, endowed with
left-invariant Riemannian metrics. Is it true that G1, G2 are quasiisometric if and
only if are they isomorphic?

Groups QI to abelian-by-abelian solvable groups. Generalizing the re-
sults of [EFW13, EFW12], I. Peng in [Pen11a, Pen11b] considered quasiisome-
tries of lattices in solvable Lie groups G of the type

G = Gϕ = Rn oϕ Rm,

where ϕ : Rm → GL(n,R) is an action of Rm on Rn. The number m is called the
rank of G. The group G is clearly a Lie group and we equip G with a left-invariant
Riemannian metric. Then G admits horizontal and vertical foliations by the left
translates of Rn and Rm.

Definition 25.55. 1. Gϕ is unimodular if ϕ(Rm) ⊂ SL(n,R).
2. Gϕ is nondegenerate if for each x ∈ Rm\{0}, ϕ(x) has at least one eigenvalue

with the absolute value 6= 1.
3. Gϕ is split if there are no non-zero ϕ(Rm)-invariant subspaces V ⊂ Rn such

that the image group ϕ(Rm) < GL(V ) is a bounded subgroup.

Note that this definition is given in [Pen11b] in terms of root systems, but it
is easy to see that our definitions are equivalent to hers.

The main result of [Pen11a, Pen11b] is to establish control of quasiisometries
Gϕ → Gψ between the solvable groups, the key being that quasiisometries send
leaves of horizontal and vertical foliations uniformly close to leaves of horizontal
and vertical foliations. The precise result is too technical to be stated here (see
[Pen11b, Theorem 5.2]); below is its main corollary, which is a combination of the
work of I. Peng and T. Dymarz (Corollary 1.0.2 in [Pen11b]):

Theorem 25.56 (I. Peng, T. Dymarz). Suppose that Gϕ is non-degenerate and
unimodular, and G′ is a finitely generated group quasiisometric to Gϕ. Then the
group G′ is virtually polycyclic.

As a special case, consider a group G = Gϕ of rank 1, i.e. m = 1. T. Dymarz
in [Dym10] proved the following:

Theorem 25.57 (T. Dymarz). Every finitely generated group QI to G is vir-
tually isomorphic to a lattice in G.

25.4. Bilipschitz vs. quasiisometric

The question about the difference between quasiisometries and bilipschitz maps
between finitely generated groups is both very basic and interesting. At the first
glance, there should not be any need for passing to a subnet in order to go from
quasiisometries to bilipschitz maps of finitely generated groups. Gromov asked in
[Gro93, § 1.A0] if this is really the case, as the situation was unclear even for
separated nets in Euclidean spaces and for free groups of different (finite) ranks:

Question 25.58 (M. Gromov). 1. Suppose that X1, X2 ⊂ En are separated
nets. Is there a bilipschitz homeomorphism X1 → X2?
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2. Suppose that Fm, Fn, 2 6 m,n < ∞, are free groups of ranks m and n
respectively, equipped with the word metrics associated with their free generating
sets. Is Fm is bilipschitz to Fn?

The case of free groups was settled quickly by P. Papasoglu [Pap95a]:

Theorem 25.59. Any two nonabelian free groups of finite ranks are bilipschitz
to each other.

In view of his theorem it was reasonable to expect that any two separated nets in
En are bilipschitz to each other and that any two finitely generated quasiisometric
groups are also bilipschitz equivalent. In a surprising development, D. Burago
and B. Kleiner [BK02b] and C. McMullen [McM98], independently constructed
examples of separated nets in R2 which are not bi-Lipschitz equivalent.

Question 25.60 (D. Burago, B. Kleiner, [BK02b]). 1. When placing a point
in the barycenter of each tile of a Penrose tiling in E2, is the resulting separated
net bi-Lipschitz equivalent to Z2?

2. More generally: Embed R2 into Rn as a plane P with irrational slope and
take B, a bounded subset of Rn with non-empty interior. Consider the subset
Z ⊂ Zn of all z’s such that z + B intersects P . The orthogonal projection Z to P
composes a separated net in R2. Is such a net bilipschitz equivalent to Z2?

Part 1 of this question was answered by Y. Solomon in [Sol11], see also
[APCG13] for an improvement of his results.

This has left open the case of finitely generated groups. The case of non-
amenable groups was settled by K. Whyte:

Theorem 25.61 (K. Whyte, [Why99]; see Theorem 18.9 of this book). Sup-
pose that G1, G2 are finitely generated quasiisometric non-amenable groups. Then
G1, G2 are bilipschitz equivalent. More generally, for every quasiisometry f : Γ1 →
Γ2 between nonamenable graphs of bounded geometry, the restriction

f |
V (Γ1)

: V (Γ1)→ V (Γ2)

is at a bounded distance from a bilipschitz bijection.

We also note that the theorem about graphs is implicitly contained in the earlier
paper [DSS95] of W. A. Deuber, M. Simonovits and V. T. Sós.

The case of amenable groups was settled (in the negative) by T. Dymarz in
[Dym10]. She constructed certain lamplighter groups which are quasi-isometric
but not bilipschitz equivalent. Her examples, however, are commensurable. This
leads to:

Problem 25.62. Generate an equivalence relation CLIP on finitely generated
groups by virtual isomorphism and bilipschitz equivalence. Is CLIP equal to the
quasiisometry equivalence relation?

We note that Dymarz’ examples are merely finitely generated; finitely presented
examples were constructed by Dymarz, Peng and Taback [DPT15].

25.5. Various other QI rigidity results and problems

The following theorem was first proven by R. Grigorchuk in [Gri84a], who
proved in [Gri84a] that there are uncountably many equivalence classes of growth
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functions of groups of intermediate growth. B. Bowditch in [Bow98a] gave a
different argument, not based on the growth of groups.

Theorem 25.63 (R. Grigorchuk [Gri84a]). There are uncountably many QI
classes of finitely generated groups.

We note that most of the progress in establishing QI rigidity was achieved in
the context of lattices in Lie groups or certain solvable groups. Below we review
some QI rigidity results for groups which do not belong to these classes.

The following rigidity theorem was proven by J. Behrstock, B. Kleiner, Y. Min-
sky and L. Mosher in [BKMM12]:

Theorem 25.64. Let S be a closed surface of genus g with n punctures, so that
3g − 3 + n > 2 and (g, n) 6= (1, 2). Then the Mapping Class group Γ = Map(S)
of S is strongly QI rigid. Moreover, quasiisometries of Γ are uniformly close to
automorphisms of Γ.

Note that for a closed surface S, the group Map(S) is isomorphic to the group
of outer automorphisms Out(π), where π = π1(S), see [FM11]. Furthermore, N.
Ivanov [Iva88] proved that Out(Map(S)) is trivial if 3g− 3 + n > 2, (g, n) 6= (2, 0)
and Out(Map(S)) ∼= Z2×Z2 if (g, n) = (2, 0). Recall that for a group π, the group
of outer automorphisms Out(π) is the quotient

Out(π) = Aut(π)/Inn(π)

where Inn(π) consists of automorphisms of π given by conjugations via elements
of π.

Problem 25.65. Is the group Out(Fn) QI rigid?

Artin groups and Coxeter groups are prominent classes of groups which appear
frequently in Geometric Group Theory. Note that some of these groups are not
QI rigid, e.g., the group F2 × F2, see the above-mentioned examples of Burger
and Mozes. In particular, if G is a Coxeter or Artin group which splits as the
fundamental group of graph of groups with finite edge groups, where one of the
vertex groups Gv is virtually F2×F2, then G cannot be QI rigid. The same applies
if one takes a direct product of such G with a Coxeter/Artin group. Also, there
are many Coxeter groups which appear as uniform lattices in O(n, 1) (for relatively
small n). Such Coxeter groups are QI to non-Coxeter lattices in O(n, 1). This leads
to

Problem 25.66. (a) Suppose that G is an Artin group, which does not contain
F2 × F2. Is such a group G QI rigid?

(b) Suppose that G is a non-hyperbolic 1-ended Coxeter group, which does not
contain F2 × F2. Is G QI rigid?

Note that Theorem 25.64 implies QI rigidity of Artin Braid groups Bn: The
quotient of Bn by its center is isomorphic to the mapping class group Map(S),
where S is the 2-sphere with n + 1 punctures. QI rigidity results for other classes
of Artin groups were obtained by J. Behrstock, T. Januszkiewicz and W. Neumann
[BJN09, BJN10], M. Bestvina, B. Kleiner, M. Sageev [BKS08], and J. Huang
[Hua14], [Hua16].

M. Gromov and W. Thurston [GT87] constructed interesting examples of
closed negatively curved manifolds. The fundamental group of such a manifold
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is not isomorphic to a lattice in a Lie group (with finitely many components). We
will refer to the manifolds constructed in [GT87] as Gromov-Thurston manifolds.
Some of these manifolds are obtained as ramified covers over closed hyperbolic
n-manifolds (n > 4), ramified over totally-geodesic submanifolds.

Problem 25.67. Are the fundamental groups of Gromov-Thurston n-manifolds
QI rigid?

The reason to be hopeful that these groups Γ are QI rigid is the following. Each
Γ is associated with a uniform lattice Γ′ < O(n, 1) and a sublattice

Γ′′ = Γ′ ∩O(n− 2, 1).

The sublattice Γ′′ yields a Γ′-invariant collection of (n − 2)-dimensional hyper-
bolic subspaces Xi ⊂ Hn, where X1 is Γ′′-invariant. (For instance, a Gromov-
Thurston manifold can appear as a ramified cover over Hn/Γ′ which is ramified
over the submanifold X1/Γ

′′.) While the entire hyperbolic n-space is highly non-
rigid, R. Schwartz proved in [Sch97] that the pair (Hn,∪iXi) is QI rigid.

Problem 25.68. Let S be a closed hyperbolic surface. Let M be the 4-
dimensional manifold obtained by taking the 2-fold ramified cover over S × S,
which is ramified over the diagonal, see [BGS85, Exercise 1]. Is π1(M) QI rigid?

3-manifold groups. Another class of groups whose QI rigidity properties are
relative well (but not completely) understood are fundamental groups of compact
3-manifolds.

Theorem 25.69 (M. Kapovich, B. Leeb, [KL97]). The class of fundamental
groups G of 3-dimensional closed Haken 3-manifolds, which are not Sol3-manifolds,
is QI rigid.

This rigidity theorem was generalized to higher dimensional graph-manifolds
by R. Frigerio, J.-F. Lafont and A. Sisto [RF15].

The combination of several rigidity results for 3-manifold groups, leads to:

Theorem 25.70 (Gromov, Cannon–Cooper, Eskin–Fisher–Whyte, Kapovich–Leeb,
Pansu, Papasoglu–Whyte, Schwartz). The class of fundamental groups of closed
connected 3-manifolds is QI rigid.

Proof. Suppose that G′ is a group QI to G = π1(M), where M is a closed
connected 3-dimensional manifold. Without loss of generality, we may assume
that M is oriented. Recall that, according to Thurston’s Geometrization Conjec-
ture/Perelman’s Theorem, the manifoldM has the following structure: M splits as
a connected sum M = M1# . . .#Mk, where each manifold Mi is either geometric,
or is obtained by gluing compact 3-dimensional geometric manifolds with boundary
along boundary tori. (See Section 23.7 for more details.)

1. Suppose that M = M1 and M is non-geometric. Then G is VI to the
fundamental group of a closed 3-manifold (Theorem 25.69).

2. Suppose thatM = M1 andM is geometric. The case whenM is hyperbolic is
covered by the theorem of Cannon and Cooper (Theorem 23.1). If M has spherical
geometric structure, then π1(M) and, hence, G, is finite. If M has the S2 × R-
structure, then G is infinite cyclic or infinite dihedral, i.e. it is 2-ended. Hence,
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the group G′ is also 2-ended and, therefore, it is VI to Z, see Proposition 9.23. Of
course,

Z ' π1(S2 × S1)

is a 3-manifold group.
The cases of manifolds with Euclidean geometry and Nil3-geometry are covered

by Gromov–Pansu’s rigidity theorems as follows. Since π1(M) is virtually nilpotent
in both cases, by applying Gromov’s theorem, we can assume that G′ is also torsion-
free nilpotent.

a. If M is a Euclidean manifold, its fundamental group is VI to Z3. Therefore,
by Pansu’s theorem 13.11, G′ is VI to Z3 ∼= π1(T 3).

b. If M has Nil3-geometry, then the group G (after passing to a finite-index
subgroup) is 2-step nilpotent and C1(G)/C2(G) ∼= Z2, C2(G) ∼= Z. By Theorem
25.43, the group G′ has the same properties. Since Z-central coextensions of Z2 are
classified by H2(Z2,Z) ∼= Z, every coextension is isomorphic to a group

Gk =
〈
a, b, c|[a, b] = ck, [a, c] = 1, [b, c] = 1

〉
.

All these groups (with k 6= 1) are commensurable to each other and, hence, to the
integer Heisenberg group H3(Z), which is a cocompact lattice in Nil3 = H3(R). If
k = 0, then Gk ∼= Z3 and, thus, has the E3-geometry.

Finally, QI rigidity of the class of Sol3-manifold groups is the content of The-
orem 25.53.

3. Suppose that k > 2, i.e. π1(M) has infinitely many ends. Then the group
G splits as an graph of groups with finite edge-groups and vertex groups Gv which
have at most one end. This decomposition corresponds to the connected sum
decomposition of the manifold M :

M = M1# . . .#Mk,

where each Mi either has finite fundamental group, or 2-ended fundamental group
(which is either infinite cyclic or infinite dihedral) or 1-ended fundamental group.

According to Theorem 20.47, the group G′ also splits as a graph of groups, with
finite edge groups, where each vertex group G′w is either finite or QI to one of the
1-ended vertex groups Gv.

By combining 1, 2 and 3, we conclude that G′ splits as a finite graph of groups
with finite edge groups and vertex groups G′w which are VI to the fundamental
groups of closed 3-manifolds. Up to passing to a finite-index subgroup, each group
Gw has the form

1→ Kw → G′w → Ḡw → 1,

where Ḡw is a closed 3-manifold group. It is observed in [Kap07] that such groups
G′w are virtually torsion-free and, hence, each contains a finite-index subgroup
which is the fundamental group of a closed 3-manifold. Lastly, as in the proof of
Theorem 7.52, one assembles all these finite-index subgroups in the vertex groups
G′w, into a finite-index subgroup H < G′, which is a free product of fundamental
groups of closed 3-manifolds M ′u. The connected sum of the 3-manifolds M ′u is a
closed 3-manifold M ′ with π1(M ′) ∼= H. �

This leaves open the internal QI classification of fundamental groups of closed
3-manifolds.

Problem 25.71. Classify fundamental groups of closed non-geometric irre-
ducible 3-dimensional manifolds up to quasiisometry.

769



Partial progress towards this problem is achieved in several papers of J. Behr-
stock and W. Neumann. In the paper [BN08] they proved that the fundamen-
tal groups of all nongeometric 3-dimensional graph-manifolds are QI to each other.
They obtained further QI rigidity results for manifolds with hyperbolic components
in [BN12].

Most QI rigidity results for fundamental groups of 3-manifolds are obtained
under the assumption that the 3-manifolds in question have either empty bound-
ary or a boundary consisting of tori and Klein bottles. However, the problem is
also interesting in the case of compact 3-dimensional manifolds with more complex
boundary surfaces. In view of the recent results of P. Haissinsky [Haï15], it is
reasonable to ask:

Question 25.72. Is the class of fundamental groups of compact 3-dimensional
manifolds with non-empty boundary QI rigid?

Haissinsky’s results settle the problem in the case of 3-manifolds with Gromov–
hyperbolic fundamental groups.

Quasiisometric invariance of group decompositions.
Two sets of theorems below show that, under certain conditions, quasiisometries

respect certain graph of groups decompositions and direct product decompositions.
In order to state the first of these results, we note that each 1-ended finitely pre-
sented group G admits a special decomposition as a graph of groups with 2-ended
edge groups. This special decomposition is called the JSJ decomposition of G.
Decompositions of this type first appeared in the context of 3-dimensional mani-
folds (and their fundamental groups), in the work of Jaco, Shalen and Johannson,
hence the name JSJ. Each finitely presented group G has a unique JSJ decompo-
sition; this decomposition, furthermore, is a refinement of any splitting of G with
2-ended edge groups. We refer the reader to the works of Rips, Sela, Dunwoody,
Sageev, Fujuwara and Papasoglu, [RS97, DS99, FP06] for the detailed treatment
of group-theoretic JSJ decompositions.

Theorem 25.73 (P. Papasoglu, [Pap05]). The class of one-ended finitely pre-
sented groups which split over 2-ended groups G is QI rigid. Moreover, the quasi-
isometries of such a group G preserve the JSJ decomposition of G.

The second part of this theorem means that if X is a simply-connected tree
of spaces associated with the JSJ decomposition of G, then each quasiisometry
X → X sends each vertex space uniformly close to a vertex space, sends each
edge space uniformly close to an edge space, and induces an automorphism of the
corresponding tree.

In the case when vertex and edge groups are 2-ended, Mosher, Sageev and
Whyte obtained a bit more precise result:

Theorem 25.74 (L. Mosher, M. Sageev and K.Whyte [MSW03]). The class of
groups which are fundamental groups of finite graphs of 2-ended groups is QI rigid.
In particular, each group which is QI to a Baumslag-Solitar group is isomorphic to
the fundamental group of such a graph of groups.

In the follow-up paper [MSW11] L. Mosher, M. Sageev and K. Whyte prove
that the class of groups which are fundamental groups of coarse Poincaré Duality
groups satisfying certain conditions is QI rigid.
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The next theorem deals with the QI invariance of direct products of groups in
the context of fundamental groups of closed manifolds M of nonpositive curvature.
The de Rham decomposition of the universal cover X of such an M is a canonical
decomposition of X into a Riemannian direct product of manifolds of nonpositive
curvature

X = Em ×X1 × . . .×Xk.

None of the factors Xi is further decomposable as a Riemannian direct product.

Theorem 25.75 (M. Kapovich, B. Kleiner, B. Leeb, [KKL98]). Quasiisome-
tries X → X preserve the de Rham decomposition. More precisely:

1. Each (L,A)-quasiisometry f : X → X sends each Euclidean leaf Em × {x}
uniformly Hausdorff-close to another leaf Em × {x′}, where x, x′ belong to

X =
k∏
i=1

Xi.

In particular, f induces an (L̄, Ā)-quasiisometry f̄ : X → X.
2. Suppose that f : X → X is an (L,A) quasiisometry, where X does not have

a Euclidean de Rham factor. Then, after composing f with a permutation of the
factors Xi if necessary, the map f is uniformly close to a product map

f1 × . . .× fk,
where each fi : Xi → Xi is a quasiisometry.

On the group-theoretic side:

Corollary 25.76. Suppose that X does not have a Euclidean de Rham factor
(m = 0) and that the manifold M splits as a direct product M = M1 × . . . ×Mk,
where each Mi has the universal cover Xi. Accordingly, the group G splits as a
direct product G = G1 × . . . × Gk Then each quasiisometry G → G preserves the
direct product decomposition of G in the same sense as a quasiisometry X → X
preserves the de Rham decomposition.

Note that a group acting geometrically onX (say, G = π1(M)) need not contain
a finite-index subgroup which splits as a direct product. This happens, for instance,
in the case of irreducible lattices in semisimple Lie groups.

Rigidity for quasiisometric embeddings. Sometimes not only quasiisome-
tries between metric spaces, but even quasiisometric embeddings, exhibit surprising
rigidity properties. For instance, it was proven by D. Fisher and K. Whyte [FW14],
that for some classes of (nonisometric) symmetric spaces of equal rank X,Y , every
quasiisometric embedding X → Y is within finite distance from a totally geodesic
embedding. For instance, they prove:

Theorem 25.77. Suppose that X,Y are non-positively curved irreducible sym-
metric spaces of equal rank with non-exceptional root systems. Then, unless the
root system of X is of type An and Y is of type Bn, Cn or BCn, every quasiisometric
embedding X → Y is within finite distance from a totally geodesic embedding.

D. Fisher and T. Nguyen proved in [FN15] that for certain classes of higher
rank non-uniform lattices, every quasiisometric embedding is within finite distance
from a group homomorphism.
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Recall that a group G is co-hopfian if every injective homomorphism G→ G is
surjective.

Definition 25.78 (I. Kapovich). A metric space X is coarsely co-hopfian if
every quasiisometric embedding X → X is a quasiisometry.

For instance, one can show that Poincaré Duality groups are coarsely co-
hopfian. The same holds for some classes of relative Poincaré Duality groups,
see [KL12]. Recently, the coarse co-hopfian property was verified by S. Merenkov
[Mer10] for some classes of Gromov–hyperbolic spaces (whose ideal boundaries
are homeomorphic to Sierpinsky carpets). One can ask what are other “interest-
ing” examples of coarsely co-hopfian spaces and groups. Here is a concrete open
problem:

Problem 25.79. Let X be a thick hyperbolic building. Is it true that X is
coarsely co-hopfian?

We conclude with a table of algebraic and geometric properties/invariants/classes
of finitely generated groups in relation to their QI invariance. Most of the definitions
in this table were introduced earlier in the book. The missing ones are:

1. A group G is noetherian if every subgroup of G is finitely generated (some-
times, such groups are called slender). Notable examples of noetherian groups
are polycyclic groups and Tarski monsters (finitely generated groups where every
proper subgroup is cyclic, see [Ol′91a]).

2. A group G is coherent if every finitely generated subgroup of G is finitely
presented (sometimes, such groups are called artinian). Notable examples of such
groups are the fundamental groups of compact 3-dimensional manifolds and poly-
cyclic groups.

3. A group G is hyperbolike if it is a direct limit of a sequence of epimorphisms
of hyperbolic groups:

G1 � G2 � G3 � . . .

Many examples of such groups are lacunary hyperbolic, i.e. finitely generated groups
for which one asymptotic cone is a tree, see [OOS09]. Hyperbolike groups appear
frequently in constructions of group-theoreticmonsters, which are finitely generated
groups satisfying some exotic properties (see e.g. [Ol′91a]).

4. A finitely generated group G is said to satisfy Yu’s Property A if G admits a
uniformly proper embedding in a Hilbert space, see [Yu00] (there are many other
definitions).

5. Shalom’s Property HFD: A group G is said to satisfy the Property HFD if
for every unitary representation π : G → U(H) of G with H1(G,Hπ) 6= 0, there
exists a G-invariant finite-dimensional non-zero subspace H′ ⊂ H. Shalom proved
in [Sha04] that Property HFD is a QI invariant among amenable groups.

6. It would take too much space here to define Poincaré duality groups and
duality groups; we refer the reader instead to Brown’s book [Bro82b]. The same
applies to semihyperbolic and automatic groups; the reader is referred to [JA95],
[BH99] and [ECH+92]. Both properties capture some features of nonpositive
curvature.
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QI invariant Not QI invariant Unknown
hyperbolic, Corollary 11.43 CAT(-1)

semihyperbolic CAT(0), Example 25.30 automatic
relatively hyperbolic, Theorem 25.37 hyperbolike
virtually nilpotent, Theorem 16.25 virtually solvable, Theorem 14.40 virtually polycyclic

solvable word solvable conjugacy solvable isomorphism
problem problem see [CM77] problem

simple
virtually free, Theorem 20.45 colarge small

finite residually finite torsion
virtually torsion-free bounded generation

property
amenable, Theorem 18.13 virtually metabelian, Theorem 14.40 elementary amenable

hopfian noetherian
co-hopfian coherent

Yu’s Property A Properties T & Haagerup,
Theorem 19.76 and [Car14]

Property HFD

for amenable groups
amalgam/HNN amalgam/HNN contains proper infinite

with finite edge groups subgroups of infinite index
virtually splits virtually splits

with virtually cyclic edge groups
Type Fn, Theorem 9.56
virtually a closed surface
group, Corollary 23.24

VI to a closed VI to a compact 3-manifold
3-manifold group, Theorem 25.70 group

cohomological dimension n Poincaré duality group
over Q, Theorem 9.64 over Q

duality group over Q
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CHAPTER 26

Appendix by Bogdan Nica: Three theorems on
linear groups

Bogdan Nica
Mathematisches Institut, Georg-August Universität Göttingen, Germany.

Email: bogdan.nica@gmail.com

26.1. Introduction

Recall that a group is linear if it is (isomorphic to) a subgroup of GLn(K),
where K is a field. If we want to specify a field, we say that a group is linear over
K. The following theorems are fundamental, at least from the perspective of the
combinatorial group theory.

Theorem 26.1 (A. I. Mal’cev, 1940). Every finitely generated linear group is
residually finite.

Theorem 26.2 (A. Selberg, 1960). Every finitely generated linear group over
a field of zero characteristic is virtually torsion-free.

A group is residually finite if its elements are distinguished by the finite quo-
tients of the group, i.e. if each non-trivial element of the group remains non-trivial
in a finite quotient. A group is virtually torsion-free if some finite-index subgroup
is torsion-free. As a matter of further terminology, Selberg’s theorem is usually re-
ferred to as Selberg’s lemma, and Mal’cev is alternatively transliterated as Malcev
or Maltsev.

Residual finiteness and virtual torsion-freeness are related to a third property
— roughly speaking, a “p-adic” refinement of residual finiteness. A theorem due
to V. Platonov (1968) gives such refined residual properties for finitely generated
linear groups. Both Mal’cev’s theorem and Selberg’s lemma are consequences of
this more powerful, but lesser known, theorem of Platonov.

Once we have Platonov’s theorem and its proof, we are not too far from our
third theorem of interest. In order to formulate it, let us first observe that every
non-trivial torsion element in a group G gives rise to a non-trivial idempotent in
the complex group algebra CG. Namely, if g ∈ G has order n > 1, then

e = 1
n (1 + g + . . .+ gn−1) ∈ CG

satisfies e2 = e, and e 6= 0, 1. The Idempotent Conjecture is the bold statement
that the converse also holds:

Conjecture 26.3 (Idempotent Conjecture). If G is a torsion-free group, then
the group algebra CG has no non-trivial idempotents.

While not yet settled in general, this conjecture is known for many classes of
groups. A particularly important partial result is proven by H. Bass in [Bas76]:
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Theorem 26.4. Torsion-free linear groups satisfy the Idempotent Conjecture.

26.2. Virtual and residual properties of groups

Virtual torsion-freeness and residual finiteness are instances of the following
terminology. Let P be a group-theoretic property. A group is virtually P if it
has a finite-index subgroup enjoying P. A group is residually P if each non-trivial
element of the group remains non-trivial in some quotient group enjoying P. The
virtually P groups and the residually P groups contain the P groups. It may
certainly happen that a property is virtually stable (e.g., finiteness) or residually
stable (e.g., torsion-freeness).

Besides virtual torsion-freeness and residual finiteness, we are interested in the
hybrid notion of virtual residual p-finiteness where p is a prime. This is obtained
by residualizing the property of being a finite p-group, followed by the virtual
extension. The notion of virtual residual p-finiteness has, in fact, a leading role in
this account for it relates both to residual finiteness and to virtual torsion-freeness.

Observe the following:
(Going down) If P is inherited by subgroups, then both virtually P and residu-
ally P are inherited by subgroups. In particular, virtual torsion-freeness, residual
finiteness, and virtual residual p-finiteness are inherited by subgroups.
(Going up) Virtually P passes also to finite-index supergroups. In particular,
both virtual torsion-freeness and virtual residual p-finiteness pass to finite-index
supergroups. Residual finiteness passes to finite-index supergroups.

Residual p-finiteness trivially implies residual finiteness. Going up, we obtain:

Lemma 26.5. Virtual residual p-finiteness for some prime p implies residual
finiteness.

On the other hand, residual p-finiteness imposes torsion restrictions. Namely,
in a residually p-finite group, the order of a torsion element must be a p-th power.
Hence, if a group is residually p-finite and residually q-finite for two different primes
p and q, then it is torsion-free. Virtualizing this statement, we obtain:

Lemma 26.6. Virtual residual p-finiteness and virtual residual q-finiteness for
two primes p 6= q imply virtual torsion-freeness.

26.3. Platonov’s theorem

In light of Lemmas 26.5 and 26.6, we see that Mal’cev’s theorem and Selberg’s
lemma are consequences of the following:

Theorem 26.7 (Platonov, 1968). Let G be a finitely generated linear group
over a field K. If char K = 0, then G is virtually residually p-finite for all but
finitely many primes p. If char K = p, then G is virtually residually p-finite.

Actually, the zero characteristic part of Platonov’s theorem had been proved
slightly earlier by Kargapolov (1967) and, independently, Merzlyakov (1967).

Example 26.8. (Cf. Example 7.112) SLn(Z), where n > 2, is a finitely gener-
ated linear group over Q. Reduction modulo a positive integer N defines a group
homomorphism SLn(Z)→ SLn(Z/N), whose kernel

Γ(N) := Ker
(
SLn(Z)→ SLn(Z/N)

)
=
{
X ∈ SLn(Z) : X ≡ 1n modN

}
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is the principal congruence subgroup of level N . The principal congruence subgroups
are finite-index, normal subgroups of SLn(Z). They are organized according to the
divisibility of their levels: Γ(M) ⊇ Γ(N) if and only if M |N , that is, “to contain is
to divide”. Hence the prime stratum {Γ(p) : p prime}, and each descending chain
{Γ(pk) : k > 1} corresponding to fixed prime p, stand out.

Elements of SLn(Z) can be distinguished both along the prime stratum,⋂
p

Γ(p) = {1n},

as well as along each descending p-chain,⋂
k

Γ(pk) = {1n}.

We thus have two ways of seeing that SLn(Z) is residually finite.
There is no prime p for which SLn(Z) is residually p-finite, simply because the

matrix (
0 −1
1 1

)
has order 6. However, SLn(Z) is virtually residually p-finite for each prime p. The
reason is that Γ(p) is residually p-finite, and this is easily seen by noting that each
successive quotient Γ(pk)/Γ(pk+1) in the descending chain {Γ(pk) : k > 1} is a
p-group: for X ∈ Γ(pk) we have

Xp = 1n +

p∑
i=1

(
p

i

)
(X − 1n)i ∈ Γ(pk+1).

Example 26.9. SLn(Fp[t]), where n > 2, is linear over Fp(t) and finitely
generated for n > 3 (though not for n = 2). A similar argument to the one
of the previous example, this time involving the principal congruence subgroups
corresponding to the descending chain of ideals (tk) for k > 1, shows that SLn(Fp[t])
is virtually residually p-finite. On the other hand, SLn(Fp[t]) contains a copy of the
infinite torsion group (Fp[t],+), and this prevents SLn(Fp[t]) from being virtually
torsion-free. Consequently, SLn(Fp[t]) cannot be virtually residually q-finite for
any prime q 6= p.

Platonov’s theorem implies the following “p-adic” refinement of Mal’cev’s the-
orem.

Corollary 26.10. A finitely generated linear group is virtually residually p-
finite for some prime p.

This corollary, combined with Example 26.9, leads us to a simple example of a
finitely generated group which is non-linear but residually finite:

SLn(Fp[t])× SLn(Fq[t]),

where p and q are different primes, and n > 3.

26.4. Proof of Platonov’s theorem

Let G be a finitely generated linear group over a field K, say G 6 GLn(K). In
K, consider the subring A generated by the multiplicative identity 1 and the matrix
entries of a finite, symmetric set of generators for G. Thus A is a finitely generated
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domain, and G is a subgroup of GLn(A). Platonov’s theorem is then a consequence
of the following:

Theorem 26.11. Let A be a finitely generated domain. If char A = 0, then
GLn(A) is virtually residually p-finite for all but finitely many primes p. If charA =
p, then GLn(A) is virtually residually p-finite.

Here, and for the remainder of the section, rings are commutative and uni-
tal. The proof of Theorem 26.11 is a straightforward variation on the example of
SLn(Z), as soon as we know the following facts:

Lemma 26.12. Let A be a finitely generated domain. Then the following hold:
i. A is noetherian.
ii. ∩k Ik = 0 for any ideal I 6= A.
iii. If A is a field, then A is finite.
iv. The intersection of all maximal ideals of A is 0.
v. If charA = 0, then only finitely many primes p = p · 1 are invertible in A.

Let us postpone the proof of Lemma 26.12 for the moment, and focus instead
on deriving Theorem 26.11. The principal congruence subgroup of GLn(A) corre-
sponding to an ideal I of A is defined by

Γ(I) = Ker
(
GLn(A)→ GLn(A/I)

)
.

If π is a maximal ideal then A/π is a finite field, by Lemma 26.12 iii, so Γ(π) has
finite index in GLn(A). Also, ⋂

π

Γ(π) = {1n}

as π runs over the maximal ideals of A, by Lemma 26.12 iv. This shows that
GLn(A) is residually finite, thereby proving Mal’cev’s theorem.

For each k > 1, the quotient πk/πk+1 is naturally an A/π-module. It inherits
finite generation from the finite generation of the A-module πk, the latter due to
A being noetherian. As A/π is finite, πk/πk+1 is finite as well. It follows that the
ring A/πk is finite, and so Γ(πk) has finite index in GLn(A). Furthermore,⋂

k

Γ(πk) = {1n}

by Lemma 26.12 ii, which shows once again that GLn(A) is residually finite. Now
let p denote the characteristic of A/π, so p = p · 1 ∈ π. Then Γ(πk)/Γ(πk+1) is a
p-group: for X ∈ Γ(πk) we have

Xp = 1n +

p∑
i=1

(
p

i

)
(X − 1n)i ∈ Γ(πk+1).

To conclude, GLn(A) is virtually residually p-finite for each prime p not invertible
in A. By Lemma 26.12 v, this happens for all but finitely many primes p in the zero
characteristic case. In characteristic p, there is only such prime, namely p itself.
Theorem 26.11 is proved. �

We now return to the proof of the lemma.

Proof of Lemma 26.12. The first two points are standard: i) follows from
the Hilbert Basis Theorem, and ii) is the Krull Intersection Theorem for domains;
see e.g. [Abh06], p. 223.
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iii) We claim the following: If F ⊆ F (u) is a field extension with F (u) finitely
generated as a ring, then F ⊆ F (u) is a finite extension and F is finitely generated
as a ring.

We use the claim as follows. Let F be the prime field of A and let a1, . . . , ak
be generators of A as a ring. Thus A = F (a1, . . . , ak). Going down the chain

A = F (a1, . . . , ak) ⊇ F (a1, . . . , ak−1) ⊇ . . . ⊇ F,
we obtain that F ⊆ A is a finite extension, and that F is finitely generated as a
ring. Then F is a finite field, as Q is not finitely generated as a ring, and so A is
finite.

Now let us prove the claim. Assume that u is transcendental over F , i.e. F (u)
is the field of rational functions in u. Let P1/Q1, . . . , Pk/Qk generate F (u) as a
ring, where Pi, Qi ∈ F [u]. The multiplicative inverse of 1 +u ·∏Qi is a polynomial
expression in the Pi/Qi’s, which can be written as R/

∏
Qsii . Therefore,∏

Qsii = (1 + u ·
∏

Qi)R

in F [u]. But this is impossible, since
∏
Qsii is relatively prime to 1 + u ·∏Qi.

Thus u is algebraic over F . Let

Xd + α1X
d−1 + · · ·+ αd

be the minimal polynomial of u over F . Let also a1, . . . , ak be ring generators of
F (u) = F [u]. We may write each ai as∑

06m6d−1

βi,m um

with βi,m ∈ F . We claim that the αj ’s and the βi,m’s are ring generators of F .
Let c ∈ F . Then c is a polynomial in a1, . . . , ak over F , hence a polynomial in u
over the subring of F generated by the βi,m’s, hence a polynomial in u of degree
less than d over the subring of F generated by the αj ’s and the βi,m’s. By the
linear independence of {1, u, . . . , ud−1}, the latter polynomial is actually of degree
0. Hence c ends up in the subring of F generated by the αj ’s and the βi,m’s.

iv) Let a 6= 0 in A. To find a maximal ideal of A not containing a, we rely on
the basic avoidance: maximal ideals do not contain invertible elements. Consider
the localization A′ = A[1/a]. Let π′ be a maximal ideal in A′, so a /∈ π′. The
restriction π = π′ ∩ A is an ideal in A, and a /∈ π. We show that π is maximal.
The embedding A ↪→ A′ induces an embedding A/π ↪→ A′/π′. As A′/π′ is a field
which is finitely generated as a ring, in follows from iii) that A′/π′ is finite field.
Therefore the subring A/π is a finite domain, hence a field as well.

v) We shall use Noether’s Normalization Theorem: If R is a finitely generated
algebra over a field F ⊆ R, then there are elements x1, . . . , xk ∈ R algebraically
independent over F such that R is integral over F [x1, . . . , xk]; see e.g. [Abh06], p.
248.

In our case, Z is a subring of A, and A is an integral domain which is finitely
generated as a Z-algebra. Extending to rational scalars, we have thatAQ = Q⊗ZA is
a finitely generated Q-algebra. By the Normalization Theorem, there exist elements
x1, . . . , xk in AQ which are algebraically independent over Q, and such that AQ is
integral over Q[x1, . . . , xk]. Up to replacing each xi by an integral multiple of itself,
we may assume that x1, . . . , xk are in A. There is some positive m ∈ Z such that
each ring generator of A is integral over Z[1/m][x1, . . . , xk]. Thus A[1/m] is integral
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over the subring Z[1/m][x1, . . . , xk]. If a prime p is invertible in A, then it is also
invertible in A[1/m] while at the same time p ∈ Z[1/m][x1, . . . , xk].

Now we use the following general fact. Let R be a ring which is integral over a
subring S. If s ∈ S is invertible in R, then s is already invertible in S. The proof
is easy. Let r ∈ R with rs = 1. We have

rd + s1r
d−1 + · · ·+ sd−1r + sd = 0

for some si ∈ S, since r is integral over S. Multiplying through by sd−1 yields
r ∈ S.

Returning to our proof, we infer that p is invertible in Z[1/m][x1, . . . , xk]. By
the algebraic independence of x1, . . . , xk, it follows that p is actually invertible in
Z[1/m]. But only finitely many primes have this property, namely the prime factors
of m. �

26.5. The Idempotent Conjecture for linear groups

Our approach to Bass’s theorem relies on the following criterion of E. Formanek
[For73], whose proof is postponed till the next section.

Theorem 26.13 (E. Formanek, 1973). Let G be a torsion-free group with the
property that, for infinitely many primes p, G has no p-self-similar elements. Then
the Idempotent Conjecture holds for G.

Given a group G, we say that a non-trivial element g ∈ G is self-similar if g
is conjugate in G to a proper power gN , where N > 2. Clearly, torsion elements
are self-similar. It turns out that the converse holds for linear groups in positive
characteristic.

Lemma 26.14. In a linear group over a field of positive characteristic, every
self-similar element is torsion.

Proof. Let char K = p, and consider the relation gN = x−1gx in GLn(K),
where N > 2. Without loss of generality, K is algebraically closed and g is in
Jordan normal form. Each Jordan block is of the form λ · 1k + ∆k, where ∆k is the
k × k-matrix with 1’s on the super-diagonal and 0’s everywhere else. Since

(λ · 1k + ∆k)p
s

= λp
s · 1k + ∆ps

k

and ∆ps

k = 0 for large enough s, it follows that gp
s

is diagonal for large enough s.
Thus, up to replacing g by gp

s

, we may assume that g is diagonal. So let g have
λ1, . . . , λn ∈ K along the diagonal, and write out the relation gx = xgN in matrix
form: (xij λi) = (xij λ

N
j ). Compare the i-th row on the two sides. At least one

of xi1, xi2, . . . , xin is non-zero, hence λi = λNσ(i) for some σ(i) ∈ {1, . . . , n}. Since
σs = σs+t for some positive integers s and t, it follows that

λi = λN
s+t

σs+t(i) =
(
λN

s

σs(i)

)Nt
= λN

t

i

for each i. We conclude that gN
t−1 = 1 in GLn(K). �

In characteristic zero, a linear group may contain self-similar elements of infinite
order. A simple example in, say, GL2(R) is provided by the matrix(

1 1
0 1

)
,
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which is conjugate into its N -th power by(
1 0
0 N

)
.

Exercise 26.15. Show that the entire subgroup generated by these two ma-
trices is torsion-free.

The analogue of Lemma 26.14 in characteristic zero involves the following re-
fined notion of self-similarity. Given a group G and a prime p, let us say that a
non-trivial element g ∈ G is p-self-similar if g is conjugate in G to a proper p-th
power gp

k

, where k > 1.

Lemma 26.16. In a finitely generated linear group over a field of characteristic
zero, the following holds for all but finitely many primes p: Every p-self-similar
element is torsion.

Proof. The characteristic zero case of Platonov’s theorem reduces the claim
to showing that, in a virtually residually p-finite group, every p-self-similar element
is torsion. This easily follows from the observation that a residually p-finite group
has no p-self-similar elements. �

The upshot of Lemmas 26.14 and 26.16 is that a finitely generated, torsion-free
linear group comfortably meets the requirement of Formanek’s criterion, and so it
satisfies the Idempotent Conjecture. The theorem of Bass follows.

26.6. Proof of Formanek’s criterion

The proof of Theorem 26.13 uses tracial methods. Let us first recall that a
trace on a K-algebra A is a K-linear map τ : A → K with the property that
τ(ab) = τ(ba) for all a, b ∈ A. In short, traces are linear functionals which vanish on
commutators. The ersatz commutativity afforded by a trace is extremely valuable
in a noncommutative world.

On a group algebra KG, the standard trace tr : KG→ K is the linear functional
which records the coefficient of the identity element:

tr
(∑

ag g
)

= a1.

In general, traces on KG are in bijective correspondence with maps G→ K which
are constant on conjugacy classes. The characteristic map 1C : G→ K of a conju-
gacy class C ⊆ G defines the trace

τC
(∑

ag g
)

=
∑
g∈C

ag,

thus, tr = τ{1} with this notation. The traces τC , where C runs over the conjugacy
classes of G, provide a natural basis for the K-linear space formed by the traces of
KG. Another distinguished trace is the augmentation map ε : KG→ K, given by

ε
(∑

ag g
)

=
∑

ag.

This is the trace on KG defined by the constant map 1 : G→ K. The augmentation
map is in fact a unital K-algebra homomorphism, hence ε is a trace which is {0, 1}-
valued on idempotents.
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Understanding the range of the standard trace on idempotents is much more
difficult. The following theorem addresses this problem in the case of complex group
algebras.

Theorem 26.17 (I. Kaplansky, 1969). Let e be an idempotent in CG. Then
tr(e) ∈ [0, 1]. Furthermore, tr(e) = 0 if and only if e = 0, and tr(e) = 1 if and only
if e = 1.

Now let us return to the proof of Formanek’s criterion. It consists of two steps.
(Positive characteristic claim) Fix a prime p. If G has no p-self-similar elements
and K is a field of characteristic p, then the standard trace is {0, 1}-valued on the
idempotents of KG.

It is a familiar fact that the identity (a+b)p = ap+bp holds in any commutative
K-algebra. Its noncommutative generalization, somewhat lesser known, says that,
in a K-algebra, (a+ b)p−ap− bp is a sum of commutators. Indeed, we may assume
that we are in the free K-algebra on a and b. We expand (a+ b)p into monomials of
degree p in a and b, and we let the cyclic group of order p act on these monomials
by cyclic permutations. We see orbits of size p, except for ap and bp, which are
fixed by the action. Now we observe that the sum of monomials corresponding to
each orbit of size p is a sum of commutators. This follows from the identity

x1x2 . . . xp−1xp + x2x3 . . . xpx1 + · · ·+ xpx1 . . . xp−2xp−1

= p · x1x2 . . . xp−1xp − [x1, x2 . . . xp]− [x1x2, x3 . . . xp]− · · · − [x1 . . . xp−1, xp].

Next, let us iterate: We show by induction that (a + b)p
k − apk − bpk is a sum of

commutators for every positive integer k. For the induction step we write

(a+ b)p
k+1

=
(
ap

k

+ bp
k

+
∑

[ui, vi]
)p

= ap
k+1

+ bp
k+1

+
∑

[ui, vi]
p +

∑
[u′j , v

′
j ]

and

[u, v]p = (uv)p − (vu)p +
∑

[yl, zl] =
[
(uv)p−1u, v

]
+
∑

[yl, zl].

In particular, a trace τ on a K-algebra has the property that

τ
(
(a+ b)p

k)
= τ

(
ap

k)
+ τ
(
bp
k)

for every positive integer k. For a basic trace τC , where C 6= {1}, and an idempotent
e ∈ KG, we obtain

τC(e) = τC(ep
k

) = τC

((∑
eg g

)pk)
=
∑

τC
(
(eg g)p

k)
=
∑

ep
k

g 1C
(
gp
k)

for each positive integer k. The hypothesis that G has no p-self-similar elements
implies that, for each g in the support of e, there is at most one k so that gp

k ∈ C.
Thus, taking k large enough, we see that τC(e) = 0. Using the relation

ε = tr +
∑
C 6={1}

τC ,

we conclude that tr is {0, 1}-valued on the idempotents of KG.
(Zero characteristic claim) Assume that, for infinitely many primes p, the fol-
lowing holds: The standard trace is {0, 1}-valued on the idempotents of KG, when-
ever K is a field of characteristic p. Then the standard trace is {0, 1}-valued on the
idempotents of CG.
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Arguing by contradiction, we assume that e is an idempotent in CG with e1 =
tr(e) /∈ {0, 1}. Let A ⊆ C be the subring generated by the support of e together
with 1/e1 and 1/(1− e1), and view e as an idempotent in the group ring AG. By
Lemma 26.12 v, for all but finitely many primes p there is a quotient map A→ K,
a 7→ a, onto a field of characteristic p. Note that e1 6= 0, 1 in K, since e1 and 1− e1

are invertible in A. The induced ring homomorphism AG → KG sends e to an
idempotent e in KG with tr(e) 6= 0, 1, thereby contradicting our hypothesis.

The proof of Theorem 26.13 is concluded by invoking Kaplansky’s theorem. �

26.7. Notes

Platonov’s theorem. Besides the Russian original [Pla68], the only other source
in the literature for Platonov’s theorem appears to be the presentation by
B. A. F. Wehrfritz in [Weh73]. The proof presented herein seems considerably
simpler. It is mainly influenced by the discussion of Mal’cev’s theorem in lecture
notes by Stallings [Sta00], and it has a certain degree of similarity with Platonov’s
own arguments in [Pla68].
Selberg’s lemma. It is important to note that Selberg’s lemma is just a minor
step in Selberg’s paper [Sel60], whose true importance is that it started the rich
stream of rigidity results for lattices in higher rank semisimple Lie groups. An
alternative road to Selberg’s lemma is to use valuations. This is the approach
taken by J. W. Cassels in [Cas86] and by J. Ratcliffe in [Rat06].
The Idempotent Conjecture. The Idempotent Conjecture is usually attrib-
uted to Kaplansky, but a reference seems elusive. What Kaplansky did state on
more than one occasion (Problem 1, p. 122 in [Kap69], and Problem 6, p. 448 in
[Kap70]) is a problem nowadays referred to as the

Conjecture 26.18 (Zero-Divisor Conjecture). If G is a torsion-free group and
K is a field, then the group algebra KG has no zero-divisors, i.e. ab 6= 0 whenever
a, b 6= 0 in KG.

The Zero-Divisor Conjecture over the complex field, which clearly implies the
Idempotent Conjecture, is still not settled for the class of (torsion-free) linear
groups.
Kaplansky’s theorem. We refer to M. Burger and A. Valette [BV98] for a
proof, as well as for a nice complementary reading. The main insight of Kaplansky’s
analytic proof is to pass from the group algebra CG to a completion afforded by the
regular representation on `2G. One can use the weak completion, that is the von
Neumann algebra LG, or the norm completion, the so-called reduced C∗-algebra
C∗rG. Kaplansky’s proof, while remarkable in itself, is perhaps more important for
suggesting what came to be known as the Kadison Conjecture:

Conjecture 26.19 (Kadison Conjecture). For every torsion-free group G, the
reduced C∗-algebra C∗rG has no non-trivial idempotents.

At the time of writing, the Kadison Conjecture for the class of (torsion-free)
linear groups is still open.
Bass’s theorem. As we have seen, the step from Formanek’s criterion to the
theorem of Bass is rather short, and it uses results on linear groups which were
known — certainly on the eastern side of the Iron Curtain, but probably also on
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its western side — at the time of [For73]. Ascribing the theorem to Bass and
Formanek is therefore not entirely unwarranted. The hard facts, however, are that
Bass [Bas76] actually proves much more whereas Formanek [For73] states less.
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Index

(ρ−, ρ+)–embedding, 260
(ρ−, ρ+)–transformation, 260
A(w), algebraic area of a word, 240
CAT (κ) triangle, 83
CAT (κ)–domain, 83
CAT (κ)-space, 83
G-cell complex, 149
HomG(C∗, A), 163
HomG(M,N), 162
L-Lipschitz cellular map, 302
L-action, 618
R-centroid of a triangle, 384
R-neighborhood of a subcomplex, 302
Sm,k, free solvable group, 489
Qp, the field of p-adic numbers, 36
Trip(Z), 411
α–universal tree, 368
δ-disk, 318
δ-filling disk, 318
δ-filling radius function rδ, 319
δ-isoperimetric function Arδ, 319
δ-loop, 318
κ–compatible triangle, 82
λ–constriction function, 430
Arδ, the δ-filling area, 318
µ-simply-connected space, 319
ω-limit, 337
σ-algebra, 3
σ-compact, 7
ε-separated subset, 29
i-th skeleton of a simplicial complex, 18
k-step nilpotent group, 472
m-length, 505
m-separating subset, 538
n-fold left commutator [x1, . . . , xn], 472
r-dense subset, 29, 256
xy , 121
Łoś’ Theorem, 343
poly-C∞ group, 482

a-T-menable, 623
abelian group, 126
abelianization, 126
absolutely continuous function, 701

abstract Lp–space, 617
abstract commensurator, 126
accessible group, 664
ACL property for quasiconformal maps, 703
action without inversions, 149
adjoint representation, 137
affine algebraic set, 143
affine variety, 143
Alexandrov’s characterization of covering

dimension, 35
algebra of subsets, 3
algebraic set, 143
algebraic subgroup, 147
almost finitely presented group (afp), 662
almost invariant vector, 625
almost regular cell complex, 20
Amalgamated free product, 215
amenable graph, 571
amenable group, 582
angle deficit, 71
approximate equivalence ≈ of functions, 2
approximate isomorphism, 314
approximately continuous function, 700
approximation of triangles by tripods, 383
archimedean norm, 36
area of hyperbolic triangle, 107
arithmetic subgroup, 450
Artin groups, 212
ascending chain condition, 142
Assouad’s Lp–embedding theorem, 361
asymptotic characterization of hyperbolic

spaces, 422
asymptotic cone, 352
asymptotic equality �, 2
asymptotic inequality �, 2
asymptotic rays, 87
asymptotic rays in a hyperbolic space, 390
augmentation, 161
Axiom of choice, 333

Baire space, 133
Banach lattice, 615
Banach sublattice, 615
Banach-Tarski paradox, 565
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bar notation, 164
base of a filter, 335
based ultralimit, 345
basic commutator identities, 471
basis of a free abelian group, 463
Bass–Guivarc’h Theorem, 511
Bass–Serre correspondence, 223
Baumslag–Solitar group, 213
Beltrami differential, 722
Beltrami equation, 722
bi-Lipschitz map, 33
Bianchi group, 451
bimodule, 162
bipartite graph, 17
Bishop–Gromov–Günther inequality, 72
Borel Construction, 150
Borel subset, 3
Borel’s theorem on actions of solvable

groups, 529
boundary extension of a quasiaction, 406
boundary operator, 162
bounded cohomology groups, 166
bounded generation property, 205
bounded geometry cell complex, 75
bounded kernel, 627
bounded measurable conformal structure,

719
Bourdon–Pajot strong QI rigidity theorem

for hyperbolic buildings, 756
Bowditch convergence group theorem, 412
branch-point of a real tree, 368
brick, 318
Burnside group, 214
Busemann function, 89
Buser’s inequality, 72

canonical collapsing map, 646
canonical resolution of a G-tree, 646
Cartan decomposition, 45
Cartan’s fixed-point theorem, 87
Cartan-Hadamard theorem, 85
Cayley graph, 229
cell complex, 19
Cellular action, 149
center, 122
centroid of a triangle, 396
Chabauty topology, 29
characteristic subgroup, 122
Cheeger constant h(M), 70
chordal metric on projective space, 45
class stable with respect to ultralimits, 360
classes stable with respect to ultralimits,

360
classical topology, 148
classifying space, 150
closed lcs generating set, 505
co-large group, 604
coarea formula, 67

Coarse Arzela–Ascoli theorem, 262
Coarse Besikovitch inequality, 330
coarse convergence, 262
coarse homotopy-equivalence, 299
coarse isoperimetric function Arδ, 319
coarse Lipschitz map, 254
coarsely k-connected space, 298
coarsely homotopic maps, 299
coarsely separating subcomplex, 315
coarsely simply-connected space, 298
cobounded action, 134
cobounded quasiaction, 274
cocompact action, 133
cocycle of a transversal graph, 651
cohomology with compact support, 18
collapsing map for geodesic triangles, 383
combinatorial volume, 237
commutator, 121
commutator norm, 127
commutator subgroup, 126
comparison point, 82
comparison triangle, 82
complete normed, 36
complexity of a transversal graph, 656
conditionally negative semidefinite kernel,

51
cone topology, 397
conformal metrics, 62
conformally-Eucldiean metric, 62
congruent subsets, 563
conical limit point, 406
conjugacy problem, 250
constant ultralimit, 344
continuous action, 133
contractibility functions, 303
convergence group, 411
convergence property for quasiconformal

maps, 708
convex subset, 26
convexity of the distance function, 85
coordinate ring, 143
covering dimension, 10
Coxeter group, 212
critical value of a PC map, 647
cube complex, 84
cut-vertex, 656
CW complex, 19
cyclic series, 482
cyclically reduced word, 206

Dehn function, 240
derivative of a measure, 700
derived length, 487
derived series, 487
derived subgroup, 126
diameter of a subcomplex, 302
differentiability a.e. of quasiconformal

maps, 703
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dihedral group, 127
direct limit, 11
direct product of groups, 128
direct sum of groups, 130
direct system, 11
directed set, 11
discrete norm, 36
disjoint elements of a Banach lattice, 616
displacement function ∆, 555
distance function, 23
distance function in Hn, 108
distortion function of a map, 260
distortion function of a uniformly proper

map, 302
distortion of a subgroup, 285
divergence of geodesics, 385
Douady track, 651
doubling metric space, 550
dual hyperbolic cosine law, 104
Dunwoody accessibility theorem, 665
Dunwoody’s accessibility theorem, ix
Dymarz QI rigidity theorem, 765

edge group, 216
edge-boundary, 16
Efremovich’s quasisymmetry theorem, 710
embedding problem, 251
ends of a space, 290
epimorphism, 121
equivariant map, 132
Eskin’s strong QI rigidity theorem for

non-uniform higher rank lattices, 753
Eskin–Fisher–Whyte QI rigidity theorem,

764
essential track, 652
Euclidean isoperimetric inequality, 70, 433
exact sequence, 129
exchange argument, 659
expanding endomorphism, 280
exponential growth, 279
extended Morse lemma, 402

Farb–Mosher abelian-by-cyclicQI rigidity
theorem, 763

field of nonstandard real numbers Rω , 341
filling order, 322
filling radius characterization of

hyperbolicity, 433
filling radius characterization of

hyperbolicity–strong version, 436
filling radius function, 319
filter, 334
final topology, 12
finitely additive probability (f.a.p.)

measure, 3
finitely generated group, 201
finitely presented group, 208
first variation formula, 104
fixed point property FC, 621

footpoint of a horoball, 89
Fox calculus, 168
Fox derivative ∂i, 168
Fréchet filter, 334
Frattini subgroup, 205
free abelian group, 463
free action, 132
free group, 207
Free groups QI rigidity theorem, viii
free nilpotent group, 476
free solvable group Sm,k, 489
fundamental group of graph of groups, 216
Følner property, 588
Følner sequence for a group, 586
Følner sequence for an action, 586
Følner sequence for the graph, 571

gallery in a simplicial complex, 18
Gauss-Bonnet formula, 71
generalized Rademacher theorem, 64
Generalized von Dyck group, 212
generating set, 124
geodesic, 26
geodesic metric space, 26
geodesic triangle, 27
geometric action, 141
geometric quasiaction, 274
geometric realization, 18
geometric volume of a map, 65
graph of groups, 216
Grigorchuk’s Sub-exponential Growth

Theorem, vi
Gromov boundary, 398
Gromov product, 368
Gromov topology, 397
Gromov’s Polynomial Growth theorem, vii,

547
Gromov–Hausdorff distance, 29
Gromov–hyperbolic space, 369
Gromov–hyperbolicity is not QI invariant,

371
group E(G,A) of central coextensions, 173
group Un, 472
group action, 131
group action on a tree, 221
group coextension, 169
group cohomology, 163
group extension, 169
group of derivations Der(L,M), 167
group of quasiisometries QI(X), 259
group of type Fn, 160
group ring, 161
group ring derivation, 168
growth constant γS , 279
growth function, 277

Haagerup property, 625
Hadamard manifold, 85
Hahn–Banach theorem, 334
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Hall identity, 479
Hall–Rado marriage theorem, 572
Hausdorff dimension, 34
Hausdorff measure, 34
Hausdorff–convergence, 29
Heisenberg group, 473
Hilbert basis theorem, 142
Hirsch number, 485
HNN extension, 215
homogeneous metric space, 25
Hopf–Rinow Theorem, 27
horoball, 89
horoball QI extension theorem, 736
horoballs in Hn, 110
horocycle, 89
horosphere, 89
horospheres in Hn, 110
hyperbolic cosine law, 104
hyperbolic group, 407
hyperbolic sine law, 104
hyperbolic triangle ∆ABC, 105
hyperbolic trigonometry, 103
hypersurface, 59

ideal boundary ∂∞ of a metric space, 87
ideal boundary of a hyperbolic group, 410
ideal point, 88
ideal triangle, 395
immersion, 60
induced intrinsic metric, 26
infinitely large nonstandard real number,

341
inhomogeneous bar complex, 164
initial topology, 12
injectivity radius InjRad(p), 64
inner dilatation, 696
inradius, 315
inradius of a triangle, 366
inscribed radius inrad(T ) of a hyperbolic

triangle, 117
integer cohomological dimension, 163
integer Heisenberg group, 213, 473, 497
internal subset, 341
invariant factors, 44
invariant map, 132
invariant mean, 582
invariant measurable conformal structure,

720
inverse limit, 12
inverse system, 11
inversion, 92
inverted linear map, 743
irreducible components of a noetherian

space, 147
irreducible decomposition of a noetherian

space, 146
irreducible lattice, 450
irreducible topological space, 145

isometric action, 131
isometric affine action, 622
isometric embedding, 25
isometry, 25
isometry group, 25
isomorphism of affine varieties, 143
isomorphism problem, 251
isoperimetric inequality, 69, 282
iterated commutator Jx1, . . . , x2k K, 487
iterated commutator subgroup G(k), 486

John–Loewner ellipsoid, 718
Jordan’s theorem, 526
Jordan–von Neumann characterization of

Hilbert spaces, 613

Kakutani representation theorem, 618
Kazhdan constant, 625
Kazhdan pair, 625
Kazhdan set, 625
Kazhdan’s Property (T), 625
kernel, 51
kernel of a quasiaction, 274
Kleiner–Leeb central extension theorem,

755
Kleiner–Leeb strong QI rigidity theorem for

buildings, 752
Kleiner–Leeb strong QI rigidity theorem for

symmetric spaces, 752

lamplighter group, 492
large group, 604
lattice in a topological group, 141
law, 213
lcs generating set, 505
lcs-length, 505
left Haar measure, 139
left module, 162
length metric space, 26
length of a path, 25
Lie algebra, 137
Lie group, 136
Lie–Ado theorem, 139
limit geodesic, 346
limit set of a family of subsets, 353
linear dilatation, 696
linear dilatation of a measurable

Riemannian metric, 720
linear isoperimetric inequality, 322
Lipschitz cellular approximation, 304
Lipschitz map, 30
local normed ring, 36
local-to-global characterization of

hyperbolicity, 425
locally compact space, 7
locally isomorphic topological groups, 132,

139
Lorentzian model of Hn, 98
lower central series, 472
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lower-dimensional coboundaries and
cocycles, 164

lower-dimensional coboundary operators,
164

Magnus embedding theorem, 490
maximal dilatation, 696
maximum principle, 80
maximum principle for stationary tracks,

658
mean on a set, 582
measurable conformal structure, 719
measurable fundamental set, 139
Measurable Riemann Mapping Theorem,

724
measurable Riemannian metric, 63
measure-equivalent groups, 273
median algebra, 178
median point, 177
median space, 177
Meeks–Yau trick, 660
membership problem, 251
metabelian group, 487
metric, 23
metric cell complex, 300
metric cell complex of bounded geometry,

301
metric graph, 28
metric simplicial complex, 74
metric simplicial complex of bounded

geometry, 75
metric space, 23
metric space of Alexandrov curvature 6 κ,

83
metrically properly action, 134
Mikhailova’s construction, 285
Milnor’s construction, 150
Milnor’s question, 282
Milnor’s theorem, 515
Milnor–Schwarz theorem, 264
Milnor–Wolf theorem on growth of solvable

groups, 517
minimal track, 656
minsize function, 428
minsize of a topological triangle, 330
modified Hausdorff distance, 29
Moebius transformation, 92
monomorphism, 121
Montgomery–Zippin theorem for group

actions, 548
Montgomery–Zippin theorem for locally

compact groups, 548
morphism of affine varieties, 143
Morse lemma, 373
Mostow Rigidity Theorem, 738
Mostow’s Rigidity theorem, viii
multiplicity of a cover, 10

nearest-point projection in a hyperbolic
space, 381

Nielsen–Schreier theorem, 215, 232
nilpotency class, 472
noetherian group, 491
noetherian ring, 142
Noetherian topological space, 144
non-archimedean norm, 35
nonabelian cohomology, 165
nonabelian derivation, 165
nonstandard elements, 341
nonstandard extension, 341
nonstandard induction, 343
nonstandard natural numbers Nω , 341
nonstandard product, 343
norm on a ring, 35
normally generated subgroup 〈〈R〉〉, 124
number of ends, 288

open map, 61
order isometric Banach lattices, 616
order of a group element, 121
order relation - for functions, 2
outer dilatation, 696

packing number, 550
Pansu strong QI rigidity theorem for

quaternionic–hyperbolic spaces and
octonionic hyperbolic plane, 751

Pansu’s QI rigidity theorem for abelian
groups, 559

Pansu’s theorem on asymptotic cones of
nilpotent groups, 560

Papasoglu’s QI rigidity theorem, 770
paradoxical action, 564
paradoxical group, 564
paradoxical subset, 563
paradoxical–amenable alternative, 592
parallelogram identity, 24
Paulin–Tukia extension theorem, 711
Peng–Dymarz rigidity theorem, 765
perfect matching, 572
perfectly normal, 8
peripheral horosphere, 458
piecewise smooth submanifold, 59
piecewise-canonical (PC) map, 647
piecewise-smooth function, 59
Ping-pong lemma, 225
Poincaré duality, 314
Point-selection theorem, 618
polycyclic group, 482
polynomial distortion in nilpotent groups,

505, 508, 510
precisely-invariant subset, 662
presentation, 208
presentation complex, 238
principal nonabelian derivation, 165
principal ultrafilter, 336
product formula, 40
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product metric, 24
projective space FPn, 45
proper action, 133
proper kernel, 627
properly discontinuous action, 133
properly discontinuous quasiaction, 274
Property FLp, 637
Property A of Montgomery and Zippin, 547
property FA, 87
Property FH, 623
proximal endomorphism, 50
pull operation for transversal graphs, 654
pull-back, 62

QI invariance of cohomological dimension,
312

QI invariance of Rips–hyperbolicity, 375
QI invariance of type Fn, 308
QI rigid class of groups, 276
QI rigidity of free groups, 669
QI rigidity of nilpotent groups, vii, 559
quadratic isoperimetric inequality, 322
quasiaction, 273
quasiconformal Liouville theorem, 708
quasiconformal map, 699, 707
quasiconvex hull, 379
quasiconvex subgroup, 409
quasiconvex subset, 379
quasigeodesic, 255
quasigeodesic metric space, 256
quasihomomorphism, 167, 273
quasiisometric embedding, 254
quasiisometric metric spaces, 254
quasiisometric relation, 258
quasimoebius map, 698
quasimorphism, 167
quasisymmetric map, 698
quaternionic hyperbolic space, 624

Rademacher Theorem, 31
Rademacher–Stepanov theorem, 701
radius of convexity ConRad(p), 64
random group, 442
rank of a finitely generated group, 201
rank of a free abelian group, 463
real tree, 83
reduced word, 205
refinement, 122
refinement of graphs of groups, 665
regular cell complex, 20
regular cellular map, 22, 237
regular growth theorem, 551
regular value of a PC map, 647
relators, 208
residually finite group, 246
restriction of scalars, 521
Riemannian distance function, 63
Riemannian geodesic, 63
Riemannian growth function, 67

Riemannian isometry, 63
Riemannian length, 63
Riemannian manifold, 61
Riemannian manifold of bounded geometry,

72
Riemannian metric, 61
right module, 162
Right-angled Artin group (RAAG), 212
ring Op of p-adic integers, 36
ring derivation, 167
ring of adeles, 40
Rips complex, 30
Rips complex RipsR(X), 30
Rips–hyperbolic space, 363
Rosenblatt theorem on growth of solvable

groups, 517
round-off argument, 660

Sapir’s asymptotic characterization of
virtually nilpotent groups, 560

Sard’s Theprem, 61
Schwartz QI Rigidity theorem, 731
Schwartz QI rigidity theorem, viii
Schwartz strong QI rigidity theorem for

non-uniform rank 1 lattices, 752
sectional curvature, 71
semidirect product, 128
semisimple Lie group, 138
separated net, 30
shallow component, 315
Shalom–Tao effective polynomial growth

theorem, vii
shearing automorphism, 171
Shepherd group, 212
similarity, 25
simple Lie group, 138
simplicial action, 149
simplicial graph, 13
simplicial tree, 16
simplicial volume, 237
simultaneous conjugacy problem, 250
Singular Value Decomposition, 44, 696
small group, 604
Smith Normal Form, 44
smooth embedding, 60
smooth submanifold, 59
solid hyperbolic triangle N(A,B,C), 106
solvable group, 487
space of directions, 368
space with measured walls, 189
split exact sequence, 129
Stallings “Ends of groups” theorem, ix, 296
Stallings theorem for afp groups, 662
standard metric on a graph, 27
standard metric on a simplicial complex, 74
stationary transversal graph, 657
Stone–Čech compactification βX, 339
Strong convergence property, 709
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strongly QI rigid group, 276
strongly QI rigid metric space, 276
structure theorem for virtually solvable

matrix groups, 531
sub-exponential growth, 279
submedian space, 178
submersion, 60
subnormal descending series, 122
subquadratic isoperimetric inequality

characterization of hyperbolicity, 432
subquadratic isoperimetric inequality

characterization of
hyperbolicity–strong version, 432

Sullivan–Tukia theorem, 718
supramenable group, 594
surface group, 211
Sznirelman’s inequality, 34

Tarski number, 599
Tarski’s alternative, 592
The Extension Theorem, 404
The Tits Alternative, 544
Thick-thin decomposition, 457
thin polygon, 364
thin triangle, 363
thin triangles property for Hn, 117
thinness radius of a triangle, 363
Tits Alternative, vi, 535
topological coupling, 271
topological group, 132
topology on the ideal boundary, 88
topology on the set of ends, 290
torsion subgroup, 123
torsion-free group, 123
totally-geodesic, 64
transversal graph, 650
tripod, 382
trivial refinement, 665
triviality problem, 250
truncated hyperbolic space, 458
Tukia’s extension theorem, 717
Tukia’s QI Rigidity Theorem, ix, 715
twisted conjugacy class, 166

ultrafilter, 335, 336
ultrafilter lemma, 336
ultralimit, 337
ultralimit of a sequence of maps, 346
ultralimit of a sequence of metric spaces,

344
ultrametric inequality, 24, 35
ultrapower, 340
ultrapower of a group, 343
ultraproduct, 340
undistorted subgroup, 285
uniform convergence action, 411
uniform Følner Property, 604
uniform lattice, 141
uniformizer, 36

uniformly k-connected metric cell complex,
303

uniformly contractible metric cell complex,
303

uniformly discrete metric space, 25
uniformly proper cellular map, 302
uniformly proper map, 260
uniformly QI rigid metric space, 276
unimodular group, 139
uniqueness of universal trees, 368
unit ball model of Hn, 96
unit speed geodesic, 64
unoriented graph, 13
upper central series, 477
upper half-space model of Hn, 94

valence of a real tree, 368
valency, 14
valuation, 36
valuation ring, 36
Van den Dries–Wilkie theorem on groups of

weakly polynomial growth, 547
van Kampen diagram, 242
vertex group, 216
vertex-boundary, 16
very proximal automorphism, 50
virtual property, 123
virtually isomorphic groups, 125
volume element dV , 64

wall, 188
wall pseudo-metric, 189
weakly paradoxical action, 564
weakly polynomial growth, 547
weakly quasisymmetric map, 697
Wolf’s theorem, 514
word, 205
word metric, 229
word norm, 230
word problem, 250
wreath product, 131

Xie’s QI rigidity theorem for hyperbolic
buildings, 756

Zariski dense, 144
Zariski topology, 144
Zassenhaus neighborhood, 523
Zassenhaus theorem, 525
zooming argument, 726, 738, 741
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