Math 22A
Kouba
Gram-Schmidt Process- Creating an Orthogonal Basis for a Vector Space

DEFINITION: The vector space R™ together with the ”dot product” operation is called a
real inner product space.

DEFINITION: A set S of two or more vectors in a real inner product space is called
orthogonal if all pairs of distinct vectors are orthogonal, i.e., if 7-wW=0forall 5,0 € §
and ¥ # w. If each vector in an orthogonal set S has norm (length) 1, then S is called
orthonormal .

RECALL: If ¥ is a nonzero vector in a vector space, then

I.) % = —=¥ is a unit vector (length 1) in the same direction as .

THEQREM: If § = {#,%2,---,0,} is an orthogonal set of nonzero vectors in an inner
product space, then S is linearly independent.

PRQOF:  Let (#) ki +kolo+kals+ - +kan=0  —

(Do @, dot product to both sides of the equation (#) and use the orthogonality of vectors.}

Ty (k1) + koliy + kala + -+ knTn} =5-0 —
ky (T - ) + ko (T - T2) + ka(T) - T3) + -+« + kn(Th - T) =0 S
ka ||| + k2(0) + k3(0) + -+ + Ba(0) =0 —

bla)P=0 —  k=0.

(Now do ¥ dot product to both sides of the equation (#) and use the orthogonality of
vectors.)

Ty - { k1T +k2172+k3173+“-+kn17n}=13'2°6 —
ki(Ta - Ty) + ko(Tz - Ta) + k3(T2 - Ta) + -+ + Kn(V2 - T) =0 —

k1(0) + ka||2||” + ka(0) + - + Ba(0) =0  —>

1



ko||Zel|® =0 —  ke=0.
Continuing in this manner, we can conclude that &y =0,k2 = 0,k3 = 0, -, kn = 0. Thus,

set S is linearly independent. QED

PROJECTION THEOREM: Consider a subspace W in a vector space V, and let ¥ € V.
Now consider all vectors of the form ¥ — @, where & € W (See diagram.).

There exists a unique vector wy € W so that
¥ — Wg|| = min |[v — &
70| = mip 17~ )
and 7 — @y € W+,
Summary: For each ¥ € V there is a unique Wy € W, with & — 1y € W+, so that
¥ = (‘l-f - 'lﬁo) + Wo

NOTE: In the following theorems the notation ” (&, ¥) ” means the same as " @-¥
(ordinary dot product).



THEOREM 6.3.2

(@) IfS = {vi,v2,...,Va} is an orthogonal basis for an inner product space V, and if
u is any vector in V, then
_ o) (u, v2) (w, ¥,)
v+ V2t ———
T e T
(B) If S ={vi,va, ..., V) is an orthonormal basis for an inner product space V, and
ifu is any vector in V, then

()

n= (Il, V])V] + (“! VZ)Y} +---+ (“a Vn)vn (4)

THEOREM 6.3.4 Ler W be a finite-dimensional subspace of an inner product space V.

(@) If{vi,v2,...,v,)is an orthogonal basis for W, and u is any vector in V, then
o fow) {u, v2) {u, Vr)
pro Vit —=V4 - —— 12)
WO T e P e (
(b If{vi,va,...,v.} is an orthonormal basis for W, and u is any vector in 'V, then
p['ij u= (ll, V])V[ - ("1 Vg)\’z e -- - (“: Vr)vr (13)

THEOREM 6.3.5 Every nonzero finite-dimensional inner product space has an ortho-
normal basis.

| The Gram-Schmidt Process

To convert a basis {u;, uy, ..., u,} into an orthogonal basis {v|, v4, ..., v}, perform ;
the following computations: '
Step L V=
(ll's, Vl)
Step 2. vy = uy -~ ;';-\H
fivill-
{u3, Vl) _ Au, vﬁ)
Step3. vi=u3 —
TR T
(U4, \']) (Il4, V')) (ll4, V3)
Step 4. vy =uy — = V2
P YT A T E

(continue for r steps)

| Optional Step. To convert the orthogonal basis into an orthonormal basis
{4y, g2, ..., q,}, normalize the orthogonal basis vectors.



