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1 Introduction

We consider the problem of estimating the current state x(t) ∈ Rn of a non-
linear system

ẋ = f(x, u)
y = h(x, u)
x(0) = x0

(1)

from the past controls u(s) ∈ U ⊂ Rm, 0 ≤ s ≤ t, past observations y(s) ∈
Rp, 0 ≤ s ≤ t and some information about the initial condition x0. The
functions f, h are assumed to be known. We assume that f, h are Lipschitz
continuous on Rn and satisfy linear growth conditions

|f(x, u)− f(z, u)| ≤ L|x− z|
|h(x, u)− h(z, u)| ≤ L|x− z|
|f(x, u)| ≤ L(1 + |x|)
|h(x, u)| ≤ L(1 + |x|)

(2)

for some L > 0 and all x ∈ Rn and u ∈ U . We also assume that u(s), 0 ≤ s ≤ t
is piecewise continuous. Piecewise continuous means continuous from the left
with limits from the right (collor) and with a finite number of discontinuities
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in any bounded interval. The symbol | · | denotes the Euclidean norm. The
equations (1) model a real system which probably operates over some compact
subset of Rn. Therefore we may only need (2) to hold on this compact set as
we may be able to extend f, h so that (2) holds on all of Rn.

To construct an estimator, we follow an approach introduced by Mortenson
[9] and refined by Hijab [5], [6]. To account for possible inaccuracies in the
model (1), we add deterministic but unknown noises ,

ẋ = f(x, u) + g(x)w
y = h(x, u) + k(x)v (3)

where w(t) ∈ Rl, v(t) ∈ Rp are L2[0,∞) functions. The driving noise, w(t),
represents modeling errors in f and other possible errors in the dynamics.
The observation noise, v(t), represents modeling errors in h and other possible
errors in the observations. We assume that

|g(x)− g(z)| ≤ L|x− z|
|k(x)− k(z)| ≤ L|x− z|
|g(x)| ≤ L
|k(x)| ≤ L.

(4)

Note that g(x), k(x) are matrices so |g(x)|, |k(x)| denote the induced Euclidean
matrix norms.

Define

Γ (x) = g(x)g′(x)
R(x) = k(x)k′(x)

and assume that there exist positive constants m1,m2 such that for all x ∈ Rn,

m1I
p×p ≤ R(x) ≤ m2I

p×p. (5)

In particular this implies that k(x) and R(x) are invertible for all x.
The initial condition x0 of (1) is also unknown and viewed as another noise.

We are given a function Q0(x0) ≥ 0 which is a measure of the minimal amount
of ”energy” in the past that it would take to put the system in state x0 at
time 0. We shall assume that Q0 is Lipschitz continuous on every compact
subset of Rn.

Given the output y(s), 0 ≤ s ≤ t, we define the minimum discounted
”energy” necessary to reach the state x at time t as

Q(x, t) = inf
{

e−αtQ0(z(0)) +
1
2

∫ t

0

e−α(t−s)
(|w(s)|2 + |v(s)|2) ds

}
(6)

where the infimum is over all triples w(·), v(·), z(·) satisfying

ż(s) = f(z(s), u(s)) + g(z(s))w(s)
y(s) = h(z(s), u(s)) + k(z(s))v(s)
z(t) = x.

(7)
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The discount rate is α ≥ 0. Notice that Q(x, t) depends on the past control
u(s), 0 ≤ s ≤ t and past output y(s), 0 ≤ s ≤ t.

A minimum energy estimate x̂(t) of x(t) is a state of minimum discounted
energy given the system (3), the initial energy Q0(z) and the observations
y(s), 0 ≤ s ≤ t,

x̂(t) ∈ argmin
x

Q(x, t). (8)

Of course the minimum need not be unique but we assume that there is a
piecewise continuous selection x̂(t). Clearly Q satisfies

Q(x, 0) = Q0(x). (9)

In the next section we shall show that Q(x, t) is locally Lipschitz continuous
and it satisfies, in the viscosity sense, the Hamilton Jacobi PDE

0 = αQ(x, t) + Qt(x, t) + Qx(x, t)f(x, u(t)) (10)

+
1
2
|Qx(x, t)′|2Γ −

1
2
|y(t)− h(x, u(t))|2R−1

where the subscripts x, t, xi, etc. denote partial derivatives and

|Qx(x, t)|2Γ = Qx(x, t)Γ (x)Qx(x, t)′

|y(t)− h(x, u(t))|2R−1 = (y(t)− h(x, u(t)))′R−1(x)(y(t)− h(x, u(t))).

To simplify the notation we have suppressed the arguments of Γ, R−1 on the
left but they should be clear from context.

In the next section we introduce the concept of a viscosity solution to
the Hamilton Jacobi PDE (10) and show that Q(x, t) defined by (6) is one.
Section 3 is devoted to the properties of smooth solutions to (10) and its
relationship with the extended Kalman filter [4]. The principal result of this
paper is presented in Section 4, that, under suitable hypothesis, any piecewise
continuous selection of (8) globally converges to the corresponding trajectory
of the noise free system (1) and this convergence is exponential if α > 0. We
close with some remarks.

2 Viscosity Solutions

The following is a slight modification of the standard definition [2].

Definition 1. A viscosity solution of the partial differential equation (10) is
a continuous function Q(x, t) which is Lipschitz continuous with respect to x
on every compact subset of Rn+1 and such that for each x ∈ Rn, t > 0 the
following conditions hold.
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1. If Φ(ξ, τ) is any C∞ function such that for ξ, τ near x, t

Φ(x, t)−Q(x, t) ≤ e−α(t−τ) (Φ(ξ, τ)−Q(ξ, τ)) .

then

0 ≥ αΦ(x, t) + Φt(x, t) + Φx(x, t)f(x, u(t))

+
1
2
|Φx(x, t)|2Γ −

1
2
|y(t)− h(x, u(t))|2R−1 .

2. If Φ(ξ, τ) is any C∞ function such that for ξ, τ near x, t

Φ(x, t)−Q(x, t) ≥ e−α(t−τ) (Φ(ξ, τ)−Q(ξ, τ)) .

then

0 ≤ αΦ(x, t) + Φt(x, t) + Φx(x, t)f(x, u(t))

+
1
2
|Φx(x, t)|2Γ −

1
2
|y(t)− h(x, u(t))|2R−1 .

Theorem 1. The function Q(x, t) defined by (6) is a viscosity solution of the
Hamilton Jacobi PDE (10) and it satisfies the initial condition (9).

Proof. Clearly the initial condition is satisfied and Q(·, 0) is Lipschitz contin-
uous with respect to x on compact subsets of Rn. We start by showing that
Q(·, t) is Lipschitz continuous with respect to x on compacta. Let K be a
compact subset of Rn, x ∈ K, T > 0 and 0 ≤ t ≤ T . Now

Q(x, t) ≤
(

e−αtQ0(z(0)) +
1
2

∫ t

0

e−α(t−s)|y(s)− h(z(s), u(s))|2R−1 ds

)
(11)

where

ż = f(z, u)
z(t) = x.

By standard arguments, z(s), 0 ≤ s ≤ t is a continuous function of x ∈ K and
the right side of (11) is a continuous functional of z(s), 0 ≤ s ≤ t. Hence the
composition is bounded on the compact set K and there exists c large enough
so that K ⊂ {x : Q(x, t) ≤ c for all 0 ≤ t ≤ T} .

Fix x ∈ K and t ∈ [0, T ], given ε > 0 we know that there exists w(s) such
that

Q(x, t) + ε ≥ e−αtQ0(z(0)) (12)

+
1
2

∫ t

0

e−α(t−s)
(|w(s)|2 + |y(s)− h(z(s), u(s))|2R−1

)
ds

where



The Convergence of the Minimum Energy Estimator 5

ż = f(z, u) + g(z)w
z(t) = x.

Now
∫ t

0

|w(s)|2 ds ≤
∫ t

0

eαs|w(s)|2 ds

≤ eαt

∫ t

0

e−α(t−s)|w(s)|2 ds

≤ 2eαt(c + ε).

Using the Cauchy Schwarz inequality we also have

∫ t

0

|w(s)| ds ≤
(∫ t

0

1 ds

) 1
2

(∫ t

0

|w(s)|2 ds

) 1
2

≤ M

where
M =

(
2TeαT (c + ε)

) 1
2 .

Notice that this bound does not depend on the particular x ∈ K and 0 ≤ t ≤
T , only that w(·) has been chosen so that (13) holds.

Let ξ ∈ K, define ζ(s), 0 ≤ s ≤ t by

ζ̇ = f(ζ, u) + g(ζ)w
ζ(t) = ξ.

where w(·) is the above. Now for 0 ≤ s ≤ t we have

|ζ(s)| ≤ |ζ(t)|+
∫ t

s

|f(ζ(r), u(r))|+ |g(ζ(r))| |w(r)| dr

≤ |ζ(t)|+
∫ t

s

L(1 + |ζ(r)|+ |w|) dr

so using Gronwall’s inequality

|ζ(s)| ≤ eLT (|ξ|+ LT + LM) .

Since ξ lies in a compact set we conclude that there is a compact set containing
ζ(s) for 0 ≤ s ≤ t ≤ T for all ξ ∈ K.

Now

Q(ξ, t) ≤ e−αtQ0(ζ(0))

+
1
2

∫ t

0

e−α(t−s)
(|w(s)|2 + |y(s)− h(ζ(s), u(s))|2R−1

)
ds

so
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Q(ξ, t)−Q(x, t) ≤ ε + e−αt
(
Q0(ζ(0))−Q0(z(0))

)
(13)

+
1
2

∫ t

0

e−α(t−s)|y(s)− h(ζ(s), u(s))|2R−1 ds

−1
2

∫ t

0

e−α(t−s)|y(s)− h(z(s), u(s))|2R−1 ds

Again by Gronwall for 0 ≤ s ≤ t

|z(s)− ζ(s)| ≤ e(LT+LM)|x− ξ|.

The trajectories z(s), ζ(s), 0 ≤ s ≤ t lie in a compact set where Q0 and the
integrands are Lipschitz continuous so there exists L1 such that

Q(ξ, t)−Q(x, t) ≤ ε + L1|x− ξ|.

But ε was arbitrary so

Q(ξ, t)−Q(x, t) ≤ L1|x− ξ|.

Reversing the roles of (x, t) and (ξ, t) yields the other inequality. We have
shown that Q(·, t) is Lipschitz continuous on K for 0 ≤ t ≤ T .

Next we show that Q(x, t) is continuous with respect to t > 0 for fixed
x ∈ K. Suppose x, τ ∈ K. If τ < t, let w(·) satisfy (13) and define

w̄(s) = w(s + t− τ)
ζ̇ = f(ζ, u) + g(ζ)w̄

ζ(τ) = x

Then ζ(s) = z(s + t− τ) and

Q(x, τ) ≤ e−ατQ0(ζ(0))

+
1
2

∫ τ

0

e−α(τ−s)
(|w̄(s)|2 + |y(s)− h(ζ(s), u(s))|2R−1

)
ds

so

Q(x, τ)−Q(x, t) ≤ ε + e−ατQ0(z(t− τ))− e−αtQ0(z(0))

−1
2

∫ t−τ

0

e−α(t−s)|w(s)|2 ds

−1
2

∫ t−τ

0

e−α(t−s)|y(s)− h(z(s), u(s))|2R−1 ds

+
1
2

∫ t

t−τ

e−α(t−s)
(|y(s + τ − t)− h(z(s), u(s))|2R−1

−|y(s)− h(z(s), u(s))|2R−1

)
ds
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Clearly the quantities

e−ατQ0(z(t− τ))− e−αtQ0(z(0)),
1
2

∫ t−τ

0
e−α(t−s)|y(s)− h(z(s), u(s))|2R−1 ds,

1
2

∫ t

t−τ
e−α(t−s)

(|y(s + τ − t)− h(z(s), u(s))|2R−1 − |y(s)− h(z(s), u(s))|2R−1

)
ds

all go to zero as t − τ ↘ 0. Let χt(s) be the characteristic function of [0, t]
and T > 0. For 0 ≤ t− τ ≤ T

1
2

∫ t−τ

0

e−α(t−s)|w(s)|2 ds ≤ 1
2

∫ t−τ

0

|w(s)|2 ds

≤ 1
2

∫ T

0

χt−τ (s)|w(s)|2 ds

which goes to zero as t − τ ↘ 0 by the Lebesgue dominated convergence
theorem so

lim
t−τ→0−

Q(x, τ)−Q(x, t) < ε.

If τ > t, let w(·) satisfy (13) and define

w̄(s) =
{

0 if 0 ≤ s < τ − t
w(s + t− τ) if τ − t ≤ s ≤ τ

ζ̇ = f(ζ, u) + g(ζ)w̄
ζ(τ) = x

Then ζ(s) = x(s + t− τ) and

Q(x, τ) ≤ e−αtQ0(ζ(0))

+
1
2

∫ τ

0

e−α(τ−s)
(|w̄(s)|2 + |y(s)− h(ζ(s), u(s))|2R−1

)
ds

so

Q(x, τ)−Q(x, t) ≤ ε + e−ατQ0(ζ(0))− e−αtQ0(ζ(τ − t))

+
1
2

∫ τ−t

0

e−α(τ−s)|y(s)− h(ζ(s), u(s))|2R−1 ds

+
1
2

∫ τ

τ−t

e−α(τ−s)
(|y(s)− h(ζ(s), u(s))|2R−1

−|y(s + t− τ)− h(ζ(s), u(s))|2R−1

)
ds

This clearly goes to ε as t− τ ↗ 0 so we conclude that

lim
t−τ→0+

Q(x, τ)−Q(x, t) < ε.
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But ε was arbitrary and we can reverse t and τ so

lim
τ→t

Q(x, τ) = Q(x, t).

Now by the Lipschitz continuity with respect to x for all x, ξ ∈ K,
0 ≤ τ, t ≤ T

|Q(ξ, τ)−Q(x, t)| ≤ |Q(ξ, τ)−Q(x, τ)|+ |Q(x, τ)−Q(x, t)|
≤ L1|ξ − x|+ |Q(x, τ)−Q(x, t)|

and this goes to zero as (ξ, τ) → (x, t). We conclude that Q(x, t) is continuous.
Next we show that 1 and 2 of Definition 1 hold. Let 0 ≤ τ < t then the

principle of optimality implies that

Q(x, t) = inf
{

e−α(t−τ)Q(z(τ), τ) +
1
2

∫ t

τ

e−α(t−s)
(|w(s)|2 + |v(s)|2) ds

}

where the infimum is over all w(·), v(·), z(·) satisfying on [τ, t]

ż = f(z, u) + g(z)w
y = h(z, u) + k(z)v
z(t) = x.

(14)

Let Φ(ξ, τ) be any C∞ function such that near x, t

Φ(x, t)−Q(x, t) ≤ e−α(t−τ) (Φ(ξ, τ)−Q(ξ, τ)) . (15)

Suppose w(s) = w, a constant, on [τ, t] and let ξ = z(τ) where v(·), z(·) satisfy
(14). For any constant w we have

Q(x, t) ≤ e−α(t−τ)Q(ξ, τ) +
1
2

∫ t

τ

e−α(t−s)
(|w|2 + |v(s)|2) ds. (16)

so adding (15, 16) together yields

Φ(x, t) ≤ e−α(t−τ)Φ(ξ, τ) +
1
2

∫ t

τ

e−α(t−s)
(|w|2 + |v(s)|2) ds

Recall that u(t) is continuous from the left. Assume t− τ is small then for
any constant w

Φ(x, t) ≤ (1− α(t− τ)) Φ(x− (f(x, u(t)) + g(x)w)(t− τ))

+
1
2

(|w|2 + |y(t)− h(x, u(t))|2R−1

)
(t− τ) + o(t− τ)

Φ(x, t) ≤ Φ(x, t)− αΦ(x, t)(t− τ)
−Φt(x, t)(t− τ)− Φx(x, t)(f(x, u(t)) + g(x)w)(t− τ)

+
1
2

(|w|2 + |y(t)− h(x, u(t))|2R−1

)
(t− τ) + o(t− τ)

0 ≥ αΦ(x, t) + Φt(x, t) + Φx(x, t)(f(x, u(t)) + g(x)w)

−1
2

(|w|2 + |y(t)− h(x, u(t))|2R−1

)
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We let
w = g′(x)Φx(x, t)′

to obtain
0 ≥ αΦ(x, t) + Φt(x, t) + Φx(x, t)f(x, u(t))

+ 1
2 |Φx(x, t)|2Γ − 1

2 |y(t)− h(x, u(t))|2R−1 .
(17)

On the other hand, suppose

Φ(x, t)−Q(x, t) ≥ e−α(t−τ) (Φ(ξ, τ)−Q(ξ, τ)) (18)

in some neighborhood of x, t. Given any ε > 0 and 0 ≤ τ < t there is a w(s)
such that

Q(x, t) ≥ e−α(t−τ)Q(ξ, τ) (19)

+
1
2

∫ t

τ

e−α(t−s)
(|w(s)|2 + |v(s)|2) ds + ε(t− τ)

where ξ = z(τ) from (14). Adding (18, 19) together yields for some w(s)

Φ(x, t) ≥ e−α(t−τ)Φ(ξ, τ) +
1
2

∫ t

τ

e−α(t−s)
(|w(s)|2 + |v(s)|2) ds + ε(t− τ),

0 ≥ Φ(x, t)− αΦ(x, t)(t− τ)
−Φt(x, t)(t− τ)− Φx(x, t)f(x, u(t))(t− τ)

−
∫ t

τ

Φx(x(s), s)g(x(s))w(s) ds

+
1
2

∫ t

τ

|w(s)|2 ds +
1
2
|y(t)− h(x, u(t))|2R−1(t− τ)

+o(t− τ) + ε(t− τ).

At each s ∈ [τ, t], the minimum of the right side with respect to w(s)
occurs at

w(s) = g′(x(s))Φx(x(s), s)′

so we obtain

0 ≤ αΦ(x, t) + Φt(x, t) + Φx(x, t)f(x, u(t))
+ 1

2 |Φx(x, t)|2Γ − 1
2 |y(t)− h(x, u(t))|2R−1 .

(20)

¤

Note that we have an initial value problem (9) for the Hamilton Jacobi
PDE (10) and this determines the directions of the inequalities (17, 20).
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3 Smooth Solutions

In this section we review some known facts about viscosity solutions in general
and Q(x, t) in particular. If Q is differentiable at x, t then it satisfies the
Hamilton Jacobi PDE (10) in the classical sense [2]. There is at most one
viscosity solution to the Hamilton Jacobi PDE (10) [2].

Furthermore [9], [5], if Q is differentiable at (x̂(t), t) then

0 = Qx(x̂(t), t). (21)

If, in addition, x̂ is differentiable at t then

d

dt
Q(x̂(t), t) = Qt(x̂(t), t) + Qx(x̂(t), t) ˙̂x(t)

= Qt(x̂(t), t)

so this and (10) imply that

d

dt
Q(x̂(t), t) = −αQ(x̂, t) +

1
2
|y(t)− h(x̂(t), u(t))|2. (22)

Suppose that Q is C2 in a neighborhood of (x̂(t), t) and x̂ is differentiable
in a neighborhood of t. We differentiate (21) with respect to t to obtain

0 = Qxit(x̂(t), t) + Qxixj (x̂(t), t) ˙̂xj(t).

We are using the convention of summing on repeated indices. We differentiate
the Hamilton Jacobi PDE (10) with respect to xi at x̂(t) to obtain

0 = Qtxi(x̂(t), t) + Qxjxi(x̂(t), t)fj(x̂(t))

+hrxi(x̂(t), u(t))R−1
rs (x̂(t)) (ys(t)− hr(x̂(t), u(t)))

so by the commutativity of mixed partials

Qxixj (x̂(t), t) ˙̂xj(t) = Qxixj (x̂(t), t)fj(x̂(t), u(t))

+hrxi(x̂(t), u(t))R−1
rs (x̂(t)) (ys(t)− hr(x̂(t), u(t)))

If Qxx(x̂(t), t) is invertible, we define P (t) = Q−1
xx (x̂(t), t) and obtain an ODE

for x̂(t),

˙̂x(t) = f(x̂(t), u(t)) + P (t)h′x(x̂(t), u(t))R−1(x̂(t)) (y(t)− h(x̂(t), u(t)))(23)

Suppose that Γ (x), R(x) are constant, f, h are C2 in a neighborhood of
x̂(t) and Q is C3 in a neighborhood of (x̂(t), t) then we differentiate the PDE
(10) twice with respect to xi and xj at x̂(t) to obtain
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0 = αQxixj (x̂(t), t) + Qxixjt(x̂(t), t)
+Qxixk

(x̂(t), t)fkxj
(x̂(t), u(t)) + Qxjxk

(x̂(t), t)fkxi
(x̂(t), u(t))

+Qxixjxk
(x̂(t), t)fk(x̂(t), u(t)) + Qxixk

(x̂(t), t)ΓklQxlxj (x̂(t), t)

−hrxi
(x̂(t), u(t))R−1

rs hsxj
(x̂(t), u(t))

+hrxixj
(x̂(t), u(t))R−1

rs (ys(t)− hs(x̂(t), u(t)))

If we set to zero α, the second partials of f, h and the third partials of Q then
we obtain

0 = Qxixjt(x, t) + Qxixk
(x, t)fkxj

(x̂(t), u(t)) + Qxjxk
(x̂(t), t)fkxi

(x̂(t), u(t))

+Qxixk
(x̂(t), t)ΓklQxlxj

(x̂(t), t)− hrxi
(x̂(t), u(t))R−1

rs hsxj
(x̂(t), u(t))

and so, if it exists, P (t) satisfies

Ṗ (t) = fx(x̂(t), u(t))P (t) + P (t)f ′x(x̂(t), u(t))
+Γ − P (t)h′x(x̂(t), u(t))R−1hx(x̂(t), u(t))P (t)

(24)

We recognize (23, 24) as the equations of the extended Kalman filter [4]. Baras,
Bensoussan and James [1] have shown that, under suitable assumptions, the
extended Kalman filter converges to the true state provided that the initial
error is not too large. Their conditions are quite restrictive and hard to verify.
Recently Krener [8] proved the extended Kalman filter is locally convergent
under broad and verifiable conditions. There is a typographical error in the
proof, the corrected version is available from the web.

4 Convergence

In this section we shall prove the main result of this paper, that is, under
certain conditions, the minimum energy estimate converges to the true state.

Lemma 1. Suppose Q(x, t) is defined by (6) and x̂(t) is a piecewise continu-
ous selection of (8). Then for any 0 ≤ τ ≤ t

Q(x̂(t), t) = e−α(t−τ)Q(x̂(τ), τ) +
1
2

∫ t

τ

e−α(t−s)|y(s)− h(x̂(s), u(s))|2R−1 ds

Proof. With sufficient smoothness the lemma follows from (22). If Q, x̂ are
not smooth we proceed as follows. Let 0 ≤ si−1 < si ≤ t then

Q(x̂(si), si) = inf
{

e−α(si−si−1)Q(z(si−1), si−1)

+
1
2

∫ si

si−1

e−α(si−s)
(|w(s)|2 + |v(s)|2) ds

}

where the infimum is over all w(·), v(·), z(·) satisfying
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ż = f(z, u) + g(z)w
y = h(z, u) + k(z)v

z(si) = x̂(si).

If x̂(s), u(s) are continuous on [si−1, si] then

Q(x̂(si), si) ≥ inf
{

e−α(si−si−1)Q(z(si−1), si−1)
}

+ inf

{
1
2

∫ si

si−1

e−α(si−s)
(|w(s)|2 + |v(s)|2) ds

}

≥ e−α(si−si−1)Q(x̂(si−1), si−1)

+ inf

{
1
2

∫ si

si−1

e−α(si−s)|v(s)|2 ds

}

≥ e−α(si−si−1)Q(x̂(si−1), si−1)

+
1
2
|y(si)− h(x̂(si), u(si))|2R−1(si − si−1) + o(si − si−1).

Since x̂(s), u(s) are piecewise continuous on [τ, t], they have only a finite
number of discontinuities. Let τ = s0 < s1 < . . . < sk = t then for most i the
above holds so

Q(x̂(t), t) ≥ e−α(t−τ)Q(x̂(τ), τ)

+
1
2

∫ t

τ

e−α(t−s)|y(s)− h(x̂(s), u(s))|2R−1 ds.

On the other hand

Q(x̂(si), si) ≤ inf
{

e−α(si−si−1)Q(z(si−1), si−1)

+
1
2

∫ si

si−1

e−α(si−s)
(|w(s)|2 + |v(s)|2) ds

}

for any w(·), v(·), z(·) satisfying

ż = f(z, u) + g(z)w
y = h(z, u) + k(z)v

z(si−1) = x̂(si−1).

In particular if we set w = 0 and assume x̂(s) is continuous on [si−1, si] then

Q(x̂(si), si) ≤ e−α(si−si−1)Q(x̂(si−1), si−1) +
1
2

∫ si

si−1

e−α(si−s)|v(s)|2 ds

Q(x̂(si), si) ≤ e−α(si−si−1)Q(x̂(si−1), si−1)

+
1
2
|y(si)− h(x̂(si−1), u(si−1))|2R−1(si − si−1) + o(si − si−1).
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Therefore since x̂(s), u(s) are piecewise continuous on [τ, t], with only a finite
number of discontinuities then

Q(x̂(t), t) ≤ e−α(t−τ)Q(x̂(τ), τ)

+
1
2

∫ t

τ

e−α(t−s)|y(s)− h(x̂(s), u(s))|2R−1 ds.

¤

Definition 2. [3] The system

ż = f(z, u) + g(z)w
y = h(z, u) (25)

is uniformly observable for any input if there exist coordinates

{xij : i = 1, . . . , p, j = 1, . . . , li}

where 1 ≤ l1 ≤ . . . ≤ lp and
∑

li = n such that in these coordinates the system
takes the form

yi = xi1 + hi(u)
ẋi1 = xi2 + fi1(x1, u) + gi1(x1)w

...
ẋij = xij+1 + fij(xj , u) + gij(xj)w

...
ẋili−1 = xili + fi,li−1(xli−1, u) + gi,li−1(xli−1)w
ẋili = fi,li(xli , u) + gi,li(xli)w

(26)

for i = 1, . . . , p where xj is defined by

xj = (x11, . . . , x1,j∧l1 , x21, . . . , xpj). (27)

Notice that in xj the indices range over i = 1, . . . , p; k = 1, . . . , j ∧ li =
min{j, li} and the coordinates are ordered so that right index moves faster
than the left.

We also require that each fij , gij be Lipschitz continuous and satisfy
growth conditions, there exists an L such that for all x, z ∈ Rn, u ∈ U ,

|fij(xj , u)− fij(zj , u)| ≤ L|xj − zj |
|gij(xj)− gij(zj)| ≤ L|xj − zj |
|fij(xj , u)| ≤ (L + 1)|xj |
|gij(xj)| ≤ L.

(28)

A system as above but without inputs is said to be uniformly observable [3].
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Let

Ai =




0 1 0 . . . 0
0 0 1 . . . 0

. . .
0 0 0 . . . 1
0 0 0 . . . 0




li×li

A =




A1 0 0

0
. . . 0

0 0 Ap




n×n

Ci =
[
1 0 0 . . . 0

]1×li
C =




C1 0 0

0
. . . 0

0 0 Cp




p×n

f̄i(x, u) =




fi1(x1, u)
...

fili(xli , u)




li×1

f̄(x, u) =




f̄1(x, u)
...

f̄p(x, u)




n×1

ḡi(x) =




gi1(x1)
...

gili(xli)




li×l

ḡ(x) =




ḡ1(x)
...

ḡp(x)




n×l

(29)

h̄(u) =
[
h1(u), . . . , hp(u)

]
(30)

then (26) becomes
ẋ = Ax + f̄(x, u) + ḡ(x)w
y = Cx + h̄(u) (31)

We recall the high gain observer of Gauthier, Hammouri and Othman [3].
Their estimate x̄(t) of x(t) given x̄0, y(s), 0 ≤ s ≤ t is given by the observer

˙̄x = Ax̄ + f̄(x̄, u) + ḡ(x̄)w + S−1(θ)C ′(y − Cx̄− h̄(u))
x̄(0) = x̄0 (32)

where θ > 0 and S(θ) is the solution of

A′S(θ) + S(θ)A− C ′C = −θS(θ). (33)

It is not hard to see that S(θ) is positive definite for θ > 0 for it satisfies the
Lyapunov equation

(
−A− θ

2
I

)′
S(θ) + S(θ)

(
−A− θ

2
I

)
= −C ′C

where C,
(−A− θ

2I
)

is an observable pair and
(−A− θ

2I
)

has all eigenvalues
equal to − θ

2 .
Gauthier, Hammouri and Othman [3] showed that when θ is sufficiently

large, p = 1, u=0 and w(·) is L∞[0,∞) then |x(t)− x̄(t)| → 0 exponentially as
t → ∞. We shall modify their proof to show when θ is sufficiently large, p is
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arbitrary, u(·) is piecewise continuous and w(·) is L2[0,∞) then |x(t)−x̄(t)| →
0 exponentially as t →∞. The key to both results is the following lemma. We
define

|x|2θ = x′S(θ)x.

Since S(θ) is positive definite, for each θ > 0, there exists constants M1(θ), M2(θ)
so that

M1(θ)|x| ≤ |x|θ ≤ M2(θ)|x|. (34)

Lemma 2. [3] Suppose ḡ is of the form (29) and satisfies the Lipschitz con-
ditions (28). Then there exists a Lipschitz constant L̄ which is independent of
θ such that for all x, z ∈ Rn,

|ḡ(x)− ḡ(z)|θ ≤ L̄|x− z|θ. (35)

Note that ḡ(x) is an n× l matrix so |ḡ(x)− ḡ(z)|θ denotes the induced operator
norm.

Proof. It follows from (33) that

Sij,rs(θ) =
Sij,rs(1)
θj+s−1

=
(−1)j+s

θj+s−1

(
j + s− 2

j − 1

)
. (36)

Let C = 1
M2

1 (1)
then

|x|2 ≤ C|x|21.
Let σ = max{|Sij,rs(1)|} then for each constant w ∈ Rl

|ḡ(x)w − ḡ(z)w|2θ ≤
∑

(ḡij(x)w − ḡij(z)w)′
Sij,rs(1)
θj+s−1

(ḡrs(x)w − ḡrs(z)w)

≤ σL2
∑ 1

θj+s−1
|xj − zj | |xs − zs| |w|2.

Define
ξij =

xij

θj
, ζij =

zij

θj

and ξ
j
, ζ

j
as with xj , zj . Then

1
θj
|xj − zj | ≤ |ξ

j
− ζ

j
|

and so

|ḡ(x)w − ḡ(z)w|2θ ≤ σL2θ
∑

|ξ
j
− ζ

j
| |ξ

s
− ζ

s
| |w|2

≤ σL2θn2|ξ − ζ|2 |w|2
≤ σL2θCn2|ξ − ζ|21 |w|2
≤ σL2Cn2|x− z|2θ |w|2

|ḡ(x)− ḡ(z)|2θ ≤ σL2Cn2|x− z|2θ.
¤
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Notice that for each u ∈ U , f̄(·, u) also satisfies the hypothesis of the above
lemma so

|f̄(x, u)− f̄(z, u)|θ ≤ L̄|x− z|θ.
Theorem 2. Suppose

• the system (25) is uniformly observable for any input so that it can be
transformed to (31) which satisfies the Lipschitz and growth conditions
(28),

• u(·) is piecewise continuous,
• w(·) is L2[0,∞), i.e., ∫ ∞

0

|w(s)|2 ds < ∞

• x(t), y(t) are any state and output trajectories generated by system (31)
with inputs u(·) and w(·),

• θ is sufficiently large
• x̄(t) is the solution of (32).

Then |x(t)− x̄(t)| → 0 exponentially as t →∞.

Proof. Let x̃(t) = x(t)− x̄(t) then

d

dt
|x̃|2θ = 2x̃′S(θ) ˙̃x

= 2x̃′S(θ)
(
Ax̃ + f̄(x, u)− f̄(x̄, u) + (ḡ(x)− ḡ(x̄)) w − S−1(θ)C ′Cx̃

)

≤ −θ|x̃|2θ + 2|x̃|θ |f̄(x, u)− f̄(x̄, u) + (ḡ(x)− ḡ(x̄)) w|θ
≤ (−θ + 2L̄(1 + |w|)) |x̃|2θ.

Define

β(t, τ) =
∫ t

τ

−θ + 2L̄(1 + |w(s)|) ds.

We choose θ ≥ 5L̄ and τ large enough so that
(∫ ∞

τ

|w(s)|2 ds

) 1
2

≤ 1.

Then for t− τ ≥ 1

β(t, τ) = (−θ + 2L̄)(t− τ) + 2L̄

∫ t

τ

|w(s)| ds

≤ (−θ + 2L̄)(t− τ) + 2L̄

(∫ t

τ

1 ds

) 1
2

(∫ t

τ

|w(s)|2 ds

) 1
2

≤ (−θ + 2L̄)(t− τ) + 2L̄ (t− τ)
1
2

(∫ ∞

τ

|w(s)|2 ds

) 1
2

≤ −L̄(t− τ)



The Convergence of the Minimum Energy Estimator 17

By Gronwall’s inequality for 0 ≤ τ < τ + 1 ≤ t

|x̃(t)|2θ ≤ eβ(t,τ)|x̃(τ)|2θ
≤ e−L̄(t−τ)|x̃(τ)|2θ

and we conclude that |x(t)− x̄(t)| → 0 exponentially as t →∞. ¤

Theorem 3. (Main Theorem) Suppose

• the system (1) is uniformly observable for any input and so without loss
of generality we can assume that is in the form

ẋ = Ax + f̄(x, u)
y = Cx + h̄(u) (37)

with A, C, f̄ , h̄ as above,
• g(x) has been chosen so that (25) is uniformly observable for any input

and WLOG (25) is in the form (31) with A, C, f̄ , ḡ, h̄ as above,
• k(x) has been chosen to satisfy condition (5),
• x(t), u(t), y(t) are any state, control and output trajectories generated by

the noise free system (37),
• Q(x, t) is defined by (6) with α ≥ 0 for the system

ẋ = Ax + f̄(x, u) + ḡ(x)w
y = Cx + h̄(u) + k(x)v (38)

where Q0(x0) ≥ 0 is Lipschitz continuous on compact subsets of Rn,
• x̂(t) is a piecewise continuous minimizing selection of Q(x, t), (8).

Then |x(t)−x̂(t)| → 0 as t →∞. If α > 0 then the convergence is exponential.

Proof. Let x̄(t) be the solution of the high gain observer (32) with ḡ = 0,
driven by u(t), y(t) where x̄0 = x̂0 and the gain is high enough to insure
exponential convergence,

|x(t)− x̄(t)| → 0 as t →∞. (39)

We know that for any T ≥ 0 there exists wT (t) such that the solution
zT (t) of

żT = AzT + f̄(zT , u) + ḡ(zT )wT

zT (T ) = x̂(T )

satisfies for 0 ≤ τ ≤ T

e−α(T−τ)Q(zT (τ), τ) + 1
2

∫ T

τ
e−α(T−s)

(|wT (s)|2 + |y(s)− CzT (s)− h̄(u(s))|2R−1

)
ds

≤ e−αT

T+1 + Q(x̂(T ), T )
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From Lemma 1 we have for 0 ≤ τ ≤ T ,

Q(x̂(T ), T ) = e−α(T−τ)Q(x̂(τ), τ)

+
1
2

∫ T

τ

e−α(T−s)|y(s)− Cx̂(s))− h̄(u(s))|2R−1 ds.

By the definition (6) of Q since x(s), y(s) satisfy the noise free system (37),

Q(x(τ), τ) ≤ e−ατQ0(x(0)),

so
Q(x̂(τ), τ) ≤ Q(x(τ), τ) ≤ e−ατQ0(x(0)).

Hence Q(x̂(T ), T ) is bounded if α = 0 and goes to zero exponentially as
T →∞ if α > 0. From the definition (8) of x̂(τ) we have

Q(x̂(τ), τ) ≤ Q(zT (τ), τ).

From these we conclude that

1
2

∫ T

τ

eαs
(|wT (s)|2 + |y(s)− CzT (s))− h̄(u(s))|2R−1

)
ds

≤ 1
T + 1

+ eατQ(x̂(τ), τ)

+
1
2

∫ T

τ

eαs|y(s)− Cx̂(s))− h̄(u(s))|2R−1 ds

≤ 1
T + 1

+ Q0(x(0))

and it follows that
∫ ∞

0

eαs|y(s)− Cx̂(s))− h̄(u(s))|2R−1 ds < ∞.

Therefore given any ε there is a τ large enough so for all T ≥ τ

1
2

∫ T

τ

eαs|y(s)− Cx̂(s))− h̄(u(s))|2R−1 ds < ε

and

1
2

∫ T

τ

|wT (s)|2 + |y(s)− CzT (s))− h̄(u(s))|2R−1 ds (40)

< e−ατ

(
1

T + 1
+ Q0(x0) + ε

)
.

Let z̄T (t) be the solution of the following high gain observer for zT (t)
driven by u(t), wT (t) and CzT (t),
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˙̄zT = Az̄T + f̄(z̄T , u) + ḡ(z̄T )wT + S−1(θ)C ′(CzT − Cz̄T )
z̄T (0) = x̂0 (41)

then the error z̃T (t) = zT (t)− z̄T (t) satisfies

˙̃zT = Az̃T + f̄(zT )− f̄(z̄T , u) + (ḡ(zT )− ḡ(z̄T )) w − S−1(θ)C ′Cz̃T

Proceeding as in the proof of Theorem 2 we obtain

d

dt
|z̃T |2θ ≤ β(t, τ)|z̃T |2θ

where

βT (t, τ) =
∫ t

τ

−θ + 2L̄(1 + |wT (s)|) ds.

We choose θ ≥ 5L̄ and τ large enough so that for any T ≥ τ

(∫ T

τ

|wT (s)|2 ds

) 1
2

≤ 1.

Then for t− τ ≥ 1

βT (t, τ) = (−θ + 2L̄)(t− τ) + 2L̄

∫ t

τ

|wT (s)| ds

≤ (−θ + 2L̄)(t− τ) + 2L̄

(∫ t

τ

1 ds

) 1
2

(∫ t

τ

|wT (s)|2 ds

) 1
2

≤ (−θ + 2L̄)(t− τ) + 2L̄ (t− τ)
1
2

(∫ T

τ

|wT (s)|2 ds

) 1
2

≤ −L̄(t− τ)

By Gronwall’s inequality for 0 ≤ τ ≤ T

|z̃T (T )|2θ ≤ eβT (T,τ)|z̃T (τ)|2θ
≤ e−L̄(T−τ)|z̃T (τ)|2θ

and we conclude that |zT (T ) − z̄T (T )| → 0 exponentially as T → ∞ hence
x̂(T ) = zT (T ) → z̄T (T ) exponentially.

The last step of the proof is to show x̄(T ) → z̄T (T ) (exponentially if
α > 0). Now

d

dt
(x̄− z̄T ) = Ax̄ + f̄(x̄, u) + S−1(θ)C ′(y − Cx̄− h̄(u))

− (
Az̄T + f̄(z̄T , u) + ḡ(z̄T )wT + S−1(θ)C ′(CzT − Cz̄T )

)

=
(
A− S−1(θ)C ′C

)
(x̄− z̄T )

+f̄(x̄, u)− f̄(z̄T , u)− ḡ(z̄T )wT + S−1(θ)C ′(y − CzT − h̄(u))
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so

d

dt
|x̄− z̄T |2θ = 2(x̄− z̄T )′S(θ)

((
A− S−1(θ)C ′C

)
(x̄− z̄T )

+f̄(x̄, u)− f̄(z̄T , u)− ḡ(z̄T )wT + S−1(θ)C ′(y − CzT − h̄(u))
)

≤ −θ|x̄− z̄T |2θ + 2|x̄− z̄T |θ |f̄(x̄, u)− f̄(z̄T , u)− ḡ(z̄T )w|θ
+2|x̄− z̄T | |C ′

(
y − CzT − h̄(u)

) |
≤ (−θ + 2L̄)|x̃|2θ + 2LM2(θ)|x̄− z̄T |θ |wT |

+2|x̄− z̄T | |C ′
(
y − CzT − h̄(u))

) |.

We have chosen θ ≥ 5L̄. Using (28) and (34) we conclude that there is an
M3(θ) > 0 such that

|x̄− z̄T | |C ′C (x− zT ) | ≤ M3(θ)|x̄− z̄T |θ |y − CzT − h̄(u)|R−1

Therefore

d

dt
|x̄− z̄T |2θ ≤ (−θ + 2L̄)|x̄− z̄T |2θ + 2LM2(θ)|x̄− z̄T |θ |wT |

+M3(θ)|x̄− z̄T |θ |y − CzT − h̄(u))|R−1

d

dt
|x̄− z̄T |θ ≤ −L̄|x̄− z̄T |θ + LM2(θ)|wT |+ M3(θ)|y − CzT − h̄(u)|R−1 .

By Gronwall’s inequality for 0 ≤ τ ≤ t ≤ T

|x̄(t)− z̄T (t)|θ ≤ e−L̄(t−τ)|x̄(τ)− z̄T (τ)|θ
+

∫ t

τ

e−L̄(t−s)LM2(θ)|wT | ds

+
∫ t

τ

e−L̄(t−s)M3(θ) |y(s)− CzT (s)− h̄(u(s))|R−1 ds

≤ e−L̄(t−τ)|x̄(τ)− z̄T (τ)|θ

+LM2(θ)
(∫ t

τ

e−2L̄s ds

) 1
2

(∫ t

τ

|wT |2 ds

) 1
2

+M3(θ)
(∫ t

τ

e−2L̄s ds

) 1
2

(∫ t

τ

|y(s)− CzT (s)− h̄(u(s))|2R−1 ds

) 1
2

≤ e−L̄(t−τ)|x̄(τ)− z̄T (τ)|θ

+LM2(θ)
(∫ ∞

τ

e−2L̄s ds

) 1
2

(∫ t

τ

|wT |2 ds

) 1
2

+M3(θ)
(∫ ∞

τ

e−2L̄s ds

) 1
2

(∫ t

τ

|y(s)− CzT (s)− h̄(u(s))|2R−1 ds

) 1
2
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≤ e−L̄(t−τ)|x̄(τ)− z̄T (τ)|θ

+LM2(θ)
(

1
2L̄

) 1
2

(∫ t

τ

|wT |2 ds

) 1
2

+M3(θ)
(

1
2L̄

) 1
2

(∫ t

τ

|y(s)− CzT (s)− h̄(u(s))|2R−1 ds

) 1
2

.

As before, from (40) we see that given any δ we can choose τ large enough
so that for all α ≥ 0 and all τ ≤ t ≤ T we have

|x̄(t)− z̄T (t)|θ ≤ e−L̄(t−τ)|x̄(τ)− z̄T (τ)|θ + δ

so we conclude that |x̄(t)− z̄T (t)| → 0 as t →∞. In particular,
|x̄(T )− z̄T (T )| → 0 as t →∞.

If α > 0 then (40) implies that for T = 2τ

|x̄(T )− z̄T (T )|θ ≤ e−L̄ T
2 |x̄(

T

2
)− z̄T (

T

2
)|θ

+LM2(θ)
(

1
2L̄

) 1
2

(
2e−α T

2

(
1

T + 1
+ Q0(x0) + ε

)) 1
2

+M3

(
1

2L̄

) 1
2

(
2e−α T

2

(
1

T + 1
+ Q0(x0) + ε

)) 1
2

.

Since we have already shown that |x̄(T
2 )− z̄T (T

2 )| → 0 as T →∞, we conclude
that |x̄(T )− z̄T (T )| → 0 exponentially as T →∞. ¤

5 Conclusion

We have shown the global convergence of the minimum energy estimate to
the true state under suitable assumptions. The proof utilized a high gain
observer but it should be emphasized that the minimum energy estimator
is not necessarily high gain. It is low gain if the discount rate α is small
and the observation noise is substantial, i.e. R(x) is not small relative to
Γ (x). It becomes higher gain as the α is increased, Γ (x) is increased or R(x)
is decreased. For any size gain, the minimum energy estimator can make
instantaneous transitions in the estimate as the location of the minimum of
Q(x, t) jumps around.

The principal drawback of the minimum energy estimator is that it requires
the solution in the viscosity sense of the Hamilton Jacobi PDE (10) that is
driven by the observations. This is very challenging numerically in all but the
smallest state dimensions and the accuracy of the estimate is limited by the
fineness of the spatial and temporal mesh. Krener and Duarte [7] have offered
a hybrid approach to this difficulty. The solution of (10) is computed on a
very coarse grid and this is used to initiate multiple extended Kalman filters
(23) which track the local minima of Q(·, t). The one that best explains the
observations is taken as the estimate.
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