21. Orthonormal Bases

The canonical/standard basis

1 0 0

0 1 0
eiL=1|.|, €=1.1, - €En=

0 0 1

has many useful properties.

e Each of the standard basis vectors has unit length:

leil] = Vei e =y/elei = 1.

e The standard basis vectors are orthogonal (in other words, at right
angles or perpendicular).

ei-ej:egfpej:Owheni%j

This is summarized by
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where ¢;; is the Kronecker delta. Notice that the Kronecker delta gives the
entries of the identity matrix.

Given column vectors v and w, we have seen that the dot product v« w
is the same as the matrix multiplication v”w. This is the inner product on
R"™. We can also form the outer product vw”, which gives a square matrix.



The outer product on the standard basis vectors is interesting. Set
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In short, II; is the diagonal square matrix with a 1 in the ith diagonal
position and zeros everywhere else. E]
Notice that ILII; = eieiTeje]T = eiéije]T. Then:

I, i=j
ILIL; = ! .0
B { 0 i
Moreover, for a diagonal matrix D with diagonal entries Aq,..., \,, we

can write

Other bases that share these properties should behave in many of the
same ways as the standard basis. As such, we will study:

1This is reminiscent of an older notation, where vectors are written in juxtaposition.
This is called a|‘dyadic tensor,” and is still used in some applications.


http://en.wikipedia.org/wiki/Dyadic_tensor

e Orthogonal bases {v1,...,v,}:
virv; =0ifi#j
In other words, all vectors in the basis are perpendicular.
e Orthonormal bases {u,...,u,}:
U; *Uj = 055
In addition to being orthogonal, each vector has unit length.

Suppose T' = {uy,...,u,} is an orthonormal basis for R". Since T is
a basis, we can write any vector v uniquely as a linear combination of the
vectors in 7"
v=cuy+...c"u,.

Since T is orthonormal, there is a very easy way to find the coefficients of
this linear combination. By taking the dot product of v with any of the
vectors in 71", we get:

veu; = crupcup o+ Cucup A Mg
= " 0+...+c 1+ "0
= CZ’

=c = vy

=0

(veup)ug + ...+ (veup)uy

= Z(v UG ) Uy

i
This proves the theorem:

Theorem. For an orthonormal basis {u1,...,uy}, any vector v can be ex-

pressed
v= Z(v U ) Uy

Relating Orthonormal Bases

Suppose T' = {uy,...,u,} and R = {w1,...,w,} are two orthonormal bases
for R™. Then:



wr = (wycun)ug+ ...+ (w1 up)uy,

wy = (Wpru)ug .. 4 (W up) Uy
= Wi > uj(uj - wi)
J

As such, the matrix for the change of basis from T to R is given by
P = (P]) = (uj - wj).
Consider the product PPT in this case.

(PPTY, = > (uj - ws) (w; * ug)

)

= > (uj wi)(w] ur)

i
= u;‘F [Z(wlw?)] U,
i
= u;‘-rlnuk ()
_ T = 5.

In the equality (x) is explained below. So assuming (x) holds, we have shown
that PPT = I,,, which implies that

pPT = p~1,

The equality in the line () says that >, wyw] = I,. To see this, we
examine (3, w;w] )v for an arbitrary vector v. We can find constants ¢/
such that v =3}, cjwj, so that:

2 wiw] Ju = 2 wisz)(Z Jwj)
% ? J
= YIS walw,
= ZC] Zwiéij
j i

= Z d w; since all terms with ¢ # j vanish

J
= .



Then as a linear transformation, 3, w;w] = I,, fixes every vector, and thus
must be the identity I,,.

Definition A matrix P is orthogonal if P~ = PT.
Then to summarize,

Theorem. A change of basis matriz P relating two orthonormal bases is
an orthogonal matriz. i.e.
pt=p7

Example Consider R? with the orthonormal basis

S = Ul =
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Let R be the standard basis {ej,e2,e3}. Since we are changing from the
standard basis to a new basis, then the columns of the change of basis matrix
are exactly the images of the standard basis vectors. Then the change of
basis matrix from R to S is given by:

€1*Ul €1°*uU2 €1°ug
— J) — — . . .

P = (Pz ) = (ejui) = €2°U]l €2°U2 €9°Uj3

€3*Uyp €3°*U2 €3°Ug
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From our theorem, we observe that:
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We can check that PT P = I,, by a lengthy computation, or more simply,
notice that

ul
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(P*P)j = Uy up Uz usg
T
u3
1 00
= 01 0
0 01

We are using orthonormality of the u; for the matrix multiplication above.

Orthonormal Change of Basis and Diagonal Matrices. Suppose D is
a diagonal matrix, and we use an orthogonal matrix P to change to a new
basis. Then the matrix M of D in the new basis is:

M =PDP~!' = PDP”.
Now we calculate the transpose of M.

MT = (pppPhHT
— (PT)TDTPT
= pppPT
= M

So we see the matrix PDPT is symmetric!
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Review Questions

(MO
1. LetD-(O )\2>.

1. Write D in terms of the vectors e; and eo, and their transposes.

i1. Suppose P = (CCL Z) is invertible. Show that D is similar to

M= 1 Aad — Aabe ()\1 — Az)bd
"~ ad — be (A1 — Xa)ac  —A1bc+ Xoad ]

14i. Suppose the vectors (a b) and (c d) are orthogonal. What
can you say about M in this case?

2. Suppose S = {vy,...,v,} is an orthogonal (not orthonormal) basis for
R"™. Then we can write any vector v as v = ) _, c'v; for some constants
c’. Find a formula for the constants ¢' in terms of v and the vectors

in S.
3. Let u,v be independent vectors in R3, and P = span{u,v} be the
plane spanned by u and v.

i. Is the vector v+

= v — y~tu in the plane P?
ii. What is the angle between v and u?

715. Given your solution to the above, how can you find a third vector
perpendicular to both u and v+?

iv. Construct an orthonormal basis for R3 from u and v.

v. Test your abstract formulae starting with

u=(1 2 0)andv=(0 1 1).



