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Abstract

While proving a lower bound of n2/ log n membership queries to ap-
proximate the volume of a convex body in Rn, [4] proved the following:
Given q1, . . . , qm ∈ Rn, let Qi = {a ∈ Rn : |a · qi| ≤ 1}n for 1 ≤ i ≤ m.

Then the set Rn2
−
⋃m

i=1 Qi can be partitioned into no more than nm

product sets of the form
∏n

j=1 Aj , Aj ∈ Rn. The following question was

implicitly left open: for m = O(n2), can this be improved to cn2
? If so,

the lower bound for the volume would improve to n2. Here we give a

negative answer to the open question, that is, a lower bound of nΩ(n2)

for the partitioning problem. More generally, we give tight bounds for all
values of the parameters of the partitioning problem, by proving covering
lower bounds.

1 Introduction

Consider the problem of computing the volume of a convex body in Rn given
by a membership oracle. On the one hand, there are randomized algorithms
that approximate the volume of a well-rounded convex body up to any given
constant factor in time1 O∗(n4) and with probability 1− 1/ poly(n), [1, 2]. On
the other hand, [4] proves a lower bound of Ω(n2/ log n) to approximate within
some constant factor with probability 1 − 1/n. The proof involves giving an
upper bound to the size of parts of the partition of the input space induced
by the decision tree associated to an algorithm. This implies that any such
partition has many parts, and therefore gives a lower bound on the height of
the tree (which corresponds to the query complexity of the algorithm). While
proving this, they prove the following (simple) fact: Given q1, . . . , qm ∈ Rn, let
Qi = {a ∈ Rn : |a · qi| ≤ 1}n for 1 ≤ i ≤ m. Then the set Rn2 −

⋃m
i=1 Qi can be

partitioned into no more than nm product sets of the form
∏n

j=1 Aj , Aj ∈ Rn

(The original problem was to partition An −
⋃m

i=1 Qi where A is the ball of
radius

√
n; in the context of this paper, nothing changes substantially as long

as A ⊆ Rn and 0 is in the interior of A, for simplicity we set A = Rn). The
following question was implicitly left open: for m = O(n2), can this be improved

1The ∗ in O∗ means that logarithmic factors are ignored.
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to cn2
for some c > 0? If so, the lower bound for the volume would improve to

Ω(n2).
Our main result (Theorem 12) gives a negative answer to the open question,

that is, a lower bound of nΩ(n2) for that partitioning problem. More generally,
we give tight bounds for all ranges of the parameters of the partitioning prob-
lem, by proving covering lower bounds. For some range of the parameters (in
particular, for m = n2), the upper bound on the number of parts holds even
when the sets Qi are products of arbitrary sets (i.e. Qi =

∏n
j=1 S

(j)
i , Si ar-

bitrary) instead of powers of bands. For completeness, and to introduce some
of the aspects of the proofs in a simpler setting, we analyze this (easy) case of
arbitrary Qi’s in detail, showing that one can always partition into nm product
sets, and this is attained for some choice of the S

(j)
i ’s (Proposition 4).

The rest of the paper is organized as follows: In Section 2 we give an optimal
bound for the case where the Qi’s are products of arbitrary sets (the “general”
case). In Section 3, we give tight bounds for the case where the Qi’s are powers
of bands (what we call the “ball” case); this section uses some of the tools
described in Section 2.

2 The general partitioning and covering prob-
lems

In this section, we will deal with the following problem:

Problem: Let m, n be positive integers. Define fp(n, m) (resp. fc(n, m)) to be
the smallest value of k, such that for any sets X(1), . . . , X(n) and subsets
S

(j)
i ⊆ X(j) (1 ≤ i ≤ m), there always exists a partition (resp. covering)

by k product sets (that is, of the form:
∏n

j=1 Y (j) for some Y (j) ⊆ X(j))
of the set

P =
n∏

j=1

X(j) −
m⋃

i=1

n∏
j=1

S
(j)
i . (1)

From now on, we will call this problem the general partitioning or covering
problem, for convenience. In Section 2.1 we will prove that fp(n, m) ≤ nm. In
Section 2.2 we will prove that fc(n, m) ≥ nm. Since fp(n, m) ≥ fc(n, m), we
can conclude that fp(n, m) = fc(n, m) = nm.

2.1 Upper bound for the general partitioning problem

In this Section, we will present an explicit way to partition the set P by induction
on n.

Proposition 1. fp(n, m) ≤ nm.

Proof. We will prove this by induction on n. If n = 1, the fact that fp(1, m) ≤ 1
is trivial. Suppose that fp(n− 1, m) ≤ (n− 1)m for all m. Note that
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P =
⋃

I⊆[m]

(⋂
i∈I

S
(1)
i −

⋃
i/∈I

S
(1)
i

)
×

 n∏
j=2

X(j) −
⋃
i∈I

n∏
j=2

S
(j)
i

 , (2)

where the union is taken over all 2m possible subsets I of [m]. From Equation (2)
we can see that the set P can be partitioned into 2m subsets (some of them may
be empty), each of them having the form Y ×

(∏n
j=2 X(j) −

⋃
i∈I

∏n
j=2 S

(j)
i

)
for some I ⊆ [m], where Y is a subset of X(1). By induction hypothesis, this
subset can be partitioned into (n− 1)|I| product sets. Therefore, we have

fp(n, m) ≤
∑

I⊆[m]

(n− 1)|I|

=
m∑

k=0

(
m

k

)
(n− 1)k

= nm. (3)

2.2 Lower bound for the general covering problem

In this section, we will show that at least nm product sets are needed in the
general covering problem in the worst case. In order to show this, we wish to
select a maximum number of points in P such that any two of them cannot be
covered by the same product set. This means that the number of product sets
needed in any covering is at least the number of points chosen in this way. In
order to select these points, we define a concept of good partitions of the set [m]
such that each selected point is incident to a good partition. Note that here the
order of the parts of a partition of [m] matters.

Definition 2. A partition I = (I1, . . . , In) of the set [m] ([m] = {1, . . . ,m})
is good if there exists a point x = (x1, x2, . . . , xn) such that xj ∈

⋂
i/∈Ij

S
(j)
i −⋃

i∈Ij
S

(j)
i for any 1 ≤ j ≤ n. We say that the point x is incident to the partition

I.

The following lemma shows that points belonging to different good partitions
of [m] cannot be covered by the same product set. This implies that fc(n, m)
is at least the number of good partitions of [m].

Lemma 3. Let I = (I1, I2, . . . , In) and J = (J1, J2, . . . , Jn) be two different
good partitions of the set [m]. For any two points x = (x1, x2, . . . , xn) and
y = (y1, y2, . . . , yn) that are incident to I and J , respectively, they cannot be
covered by the same product set in any partition of P .
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Proof. Suppose for a contradiction that x and y are covered by the same product
set U . Since I and J are different partitions of [m], there exists some i ∈ [m],
such that i ∈ Ik and i ∈ J` with k 6= `. Without loss of generality, we can
assume that k < `. Since x, y ∈ U , we have

z = (x1, . . . , xk−1, y`, xk+1, . . . , xn) ∈ U.

However, since i ∈ Ik, xj ∈ S
(j)
i for j 6= k. Since i ∈ J`, y` ∈ S

(k)
i . This shows

that z ∈
∏n

j=1 S
(j)
i , a contradiction.

Proposition 4. fc(n, m) ≥ nm.

Proof. We choose sets X(1), . . . , X(n) and subsets S
(j)
i ⊆ X(j)(1 ≤ i ≤ m),

such that for any 1 ≤ j ≤ n and I ⊆ [m], we have
⋂

i/∈I S
(j)
i −

⋃
i∈I S

(j)
i 6= ∅.

Therefore, any partition of the set [m] is good. Because of Lemma 3, fc(n, m)
is at least the number of good partitions of [m], which is nm. Thus we conclude
that fc(n, m) ≥ nm.

Combining the results of Proposition 1, Proposition 4 and the fact that
fp(n, m) ≥ fc(n, m), we get fp(n, m) = fc(n, m) = nm. The upper bound here
will be used in Section 3.

3 The ball partitioning and covering problems

In this section, we study the following problem:

Problem: Let m, n, d be positive integers. Define hp(m, n, d) (resp. hc(m, n, d))
to be the smallest number p that satisfies the following condition: for any
q1, q2, . . . , qm ∈ Rd, and Si =

{
x ∈ Rd : |x · qi| ≤ 1

}
(1 ≤ i ≤ m), there ex-

ist p sets U1, U2, . . . , Up, each of the form Ui =
∏n

j=1 V
(j)
i where V

(j)
i ⊆ Rd,

such that they form a partition (resp. covering) of the set P defined by
P =

∏n
j=1 Rd −

⋃m
i=1 Sn

i .

For convenience, we shall call this problem the ball partitioning (covering) prob-
lem (Although this problem has nothing to do with balls, we still use this term
since it came from a problem about balls mentioned in the introduction). We will
study the behavior of the function hp(m, n, d) and hc(m, n, d). In Section 3.1,
we will derive two upper bounds for hp(m, n, d). One of them is suitable for
small values of m, the other is more appropriate when m becomes large. In
Section 3.2 and Section 3.3, we will derive lower bounds for hc(m, n, d). Once
again, the two cases that m is not very large and that m becomes much larger
than n and d will be treated differently. We obtain tight bounds up to some
constants in the exponent.
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3.1 Two upper bounds

If we consider the ball partitioning problem as a special case of the general par-
titioning problem, we immediately get the following corollary of Proposition 1:

Corollary 5.
hp(m, n, d) ≤ nm. (4)

Note that in Equation (4), the upper bound is not related to the parameter d.
Now consider the upper bound in another way. Suppose that the boundaries of
S1, S2, . . . , Sm partition the space Rd into k regions V1, V2, . . . , Vk (the boundary
points are not relevant for the current discussion: either they are assigned in
some way to one of the adjacent regions, or partitions from now on are “coverings
of closed parts having pairwise disjoint interiors”). Then the family of sets
F = {Vi1 × Vi2 × · · · × Vin

: 1 ≤ i1, i2, . . . , in ≤ k} is a partition of Rnd. Since
each Sn

i is the union of some sets in F , the region defined by P can be partitioned
into some of the sets in F . Thus, we have hp(m, n, d) ≤ kn. Now we will consider
an upper bound for k. Note that the boundary of each Si is the union of two
hyperplanes (defined by x · qi = 1 and x · qi = −1 respectively) in Rd if qi 6= 0.
Therefore, k is at most g(2m, d), where g(m, d) is the maximum number of
regions that Rd can be divided into by m hyperplanes. We have (see [3]):

Theorem 6. For any m and d, let g(m, d) denote the largest number of regions
that Rd can be divided into by m hyperplanes. Then,

g(m, d) =
(

m

0

)
+
(

m

1

)
+ · · ·+

(
m

d

)
. (5)

Corollary 7.

hp(m, n, d) ≤ g(2m, d)n =
[(

2m

0

)
+
(

2m

1

)
+ · · ·+

(
2m

d

)]n

. (6)

Therefore, we have two different upper bounds for the function hp(m, n, d)
described in Equations (4) and (6). It is easy to see that Equation (6) is a
better upper bound when m is large, and Equation (4) is better when m is
small compared to n and d.

3.2 Cyclic polytopes

Now we turn to the lower bound problem of hc(m, n, d). We wish to use the
results of Lemma 3. For that purpose, we need to find some good partitions
I = (I1, I2, . . . , In) of the set [m], in which

⋂
i/∈Ij

Si −
⋃

i∈Ij
Si is nonempty for

every j. We introduce the following definition for convenience:

Definition 8. A subset I of [m] is said to be a cell if the set
⋂

i/∈I Si −
⋃

i∈I Si

is nonempty.
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Therefore, all the subsets in a good partition are cells. We first consider a
sufficient condition for I ⊆ [m] to be a cell. In our case, Si is defined by the
condition |x · qi| ≤ 1. For simplicity, we shall first consider Si to be defined by
x · qi ≤ 1. Thus, Si is just a half space defined by a hyperplane in dimension
d. If we take the qi’s as the m vertices of a polytope of dimension d, then I
is a cell if the points qi, i ∈ I, are the vertices of a facet of this polytope. To
see this, let a · x = 1 be the equation that defines this facet where a ∈ Rd, and
a · qj < 1 for all j /∈ I. Then the point ca ∈

⋂
i/∈I Si −

⋃
i∈I Si, where c is less

than but very close to 1. In order for us to have maximal choices for cells, we
need to find a polytope with m vertices that has a maximum number of facets.
This polytope turns out to be a cyclic polytope [5].

Cyclic polytopes can be constructed by taking the convex hull of m > d
points on the moment curve in Rd (the curve defined by x(t) = (t, t2, . . . , td) for
t ∈ R). Thus, we can choose qi = (ti, t2i , . . . , t

d
i ) for some t1 < t2 < · · · < tm.

The exact values of ti will be selected later. Gale’s evenness criterion is used
to determine whether d points on the moment curve determine a facet of the
cyclic polytope:

Theorem 9. If 1 ≤ i1 < i2 < · · · < id ≤ m, then qi1 , qi2 , . . . , qid
determine

a facet if and only if the number of indices in {i1, i2, . . . , id} lying between any
two indices not in that set is even.

A proof of this theorem is given in [5]. As a result, any subset I of [m] which
has order d, and satisfies Gale’s evenness criterion must be a cell. However,
recall that we have assumed that Si is defined by x · qi ≤ 1 instead of |x · qi| ≤ 1
as it should be. Therefore, Gale’s evenness criterion does not necessarily imply
that I is a cell in the real case. However, this problem can be solved by choosing
ti suitably instead of arbitrarily: ti = m + i. The reason of this choice will be
explicit in the proof of Lemma 10. In this way, we can guarantee that Gale’s
evenness criterion still implies that I is a cell even for the real definition of Si.
Furthermore, since we wish to select n cells which form a partition of the set
[m], the restriction implied by Gale’s evenness criterion that each cell must have
order d may be too strong. Taking this into account, we shall prove the following
lemma, which uses the same idea of the proof of Gale’s evenness criterion, and
is more suitable for our purpose.

Lemma 10. Suppose ` ≤ d and ` is even. Define I =
⋃`/2

k=1[i2k−1, i2k] for some
1 ≤ i1 < i2 < · · · < i` ≤ m. Then I is a cell.

Proof. For any x1, x2, . . . , x` ∈ R, consider the determinant

det


1 1 · · · 1
x1 ti1 · · · ti`

x2 t2i1 · · · t2i`

...
...

...
x` t`i1 · · · t`i`

 = a1x1 + a2x2 + · · ·+ a`x` + a0,
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where

a0 = det


ti1 · · · ti`

t2i1 · · · t2i`

...
...

t`i1 · · · t`i`

 =

(∏̀
k=1

tik

) ∏
1≤s<t≤`

(tit − tis)

 .

Let v = (a1, a2, . . . , a`, 0, . . . , 0) ∈ Rd. We prove that for any j /∈ I,∣∣a1tj + a2t
2
j + · · ·+ a`t

`
j

∣∣ < a0 (7)

In fact, we have

a1tj + a2t
2
j + · · ·+ a`t

`
j = det


1 1 · · · 1
tj ti1 · · · ti`

t2j t2i1 · · · t2i`

...
...

...
t`j t`i1 · · · t`i`

− a0

=

[∏̀
k=1

(tik
− tj)

] ∏
1≤s<t≤`

(tit − tis)

− a0 (8)

=

[∏̀
k=1

(tik
− tj)−

∏̀
k=1

tik

] ∏
1≤s<t≤`

(tit − tis)

 .

Since
∏`

k=1(tik
− tj) > 0, we have a1tj + a2t

2
j + · · ·+ a`t

`
j > −a0. On the other

hand, for each 1 ≤ k ≤ `, we have

|tik
− tj | = |ik − j| ≤ m < tik

.

Thus, we conclude that
∏`

k=1 (tik
− tj)−

∏`
k=1 tik

< 0, and a1tj + a2t
2
j + · · ·+

a`t
`
j < a0. Therefore, we have Equation (7) for any j /∈ I.
Next, we wish to show that the opposite of Equation (7) holds for every

j ∈ I − I0: ∣∣a1tj + a2t
2
j + · · ·+ a`t

`
j

∣∣ > a0 (9)

In fact, using Equation (8), it is sufficient to show that
∏`

k=1 (tik
− tj) < 0,

which is obviously true by the definition of I. In summary, we now have the
following result:

∣∣a1tj + a2t
2
j + · · ·+ a`t

`
j

∣∣


< a0 if j /∈ I

= a0 if j ∈ I0

> a0 if j ∈ I − I0
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Therefore, there exists c > 0, such that v = 1
c (a1, . . . , a`, 0, . . . , 0) ∈ Rd satisfies

the following condition:

|v · qj |

{
< 1 if j /∈ I

> 1 if j ∈ I

This proves that v ∈
⋂

i/∈I Si −
⋃

i∈I Si and I is a cell.

For convenience, if I =
⋃`/2

k=1[i2k−1, i2k], we say that I is a cell of order `/2.
In particular, ∅ is a cell of order 0. (Note that a cell may have multiple orders.)

3.3 The lower bounds

By now, we have developed all the tools to prove our main result. The idea
of this proof is similar to that of Proposition 4. We wish to select as many
good partitions as possible. Every subset in a good partition is a cell. Thus,
hc(m, n, d) is at least the number of different good partitions.

Proposition 11. If n ≥ 2, d ≥ 2, then

hc(m, n, d) ≥

{
nΩ(m) if m ≤ nd

g(2m, d)Ω(n) if m ≥ nd
(10)

Proof. First note that when m ≥ nd, we have(
2m

d

)
≤ g(2m, d) =

(
2m

0

)
+
(

2m

1

)
+ · · ·+

(
2m

d

)
≤ (d + 1)

(
2m

d

)
.

Since
(

2m
d

)
= (2m)(2m−1) · · · (2m−d+1)/d! = (m/d)Θ(d), we have g(2m, d) =

(m/d)Θ(d) if m ≥ nd. Therefore, if m = Θ(nd), it is easy to see that the two
lower bounds for hc in Equation (10) coincide. Since hc(m, n, d) increases when
m or d increase, it is sufficient to prove Equation (10) for even d. We distinguish
several cases:

If m ≥ 2nd, we calculate s, the number of good partitions of [m] into n
subsets, each of which is a cell of order d′ = d/2, and not of order less than d′:

s ≥
(

m− nd′ − 1
nd′ − 1

)
· (n− 1)!d

′

=
(m− nd′ − 1) · · · (m− 2nd′ + 1)

(nd′ − 1)!
· (n− 1)!d

′

≥ (m− 2nd′)nd′−1

(nd′)nd′−1
·
(

n− 1
e

)(n−1)d′

=
(m

d

)Θ(nd)

,
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where we use the inequality: p! ≥ (p/e)p for any positive integer p.
If 2n ≤ m ≤ nd, it is sufficient to consider the case when m is a multiple of

2n because of the monotonicity of hc(m, n, d) in m. Suppose that m = 2nk for
some 1 ≤ k ≤ d/2. We calculate s, the number of good partitions of [m] into n
subsets, each of which is a cell of order k:

s =
(

nk

k

)
·
(

(n− 1)k
k

)
· · ·
(

k

k

)
=

(nk)!
(k!)n

≥
(

nk

e

)nk

/knk

= nΘ(m).

If m ≤ n, it is sufficient to consider the case when m is even again because
of the monotonicity of hc(m, n, d) in m. Denote m′ = m/2 ≤ n/2. We calculate
s, the number of good partitions of [m] into n subsets, each of which is either
empty or a cell of order 1:

s = n · (n− 1) · · · (n−m′ + 1)

≥ (n−m′)m′

= nΘ(m).

If n < m < 2n, or nd < m < 2nd, Equation (10) still holds because of the
monotonicity of hc(m, n, d) in m.

Combining the Proposition 11 with the two upper bounds that we got pre-
viously, we have the following corollary:

Theorem 12.

hp(m, n, d), hc(m, n, d) =

{
nΘ(m) if m = O(nd)
g(2m, d)Θ(n) if m = Ω(nd)

(11)

Notice that when m = Θ(nd), the two expressions in Equation (11) coincide.
In particular, consider the original problem that was proposed in the introduc-
tion. If n = d, and m = O(n2) = O(nd), we have hp(m, n, d) = nΘ(m) according
to Equation (11). This shows that the upper bound cm (for some constant c)
cannot be achieved in the worst case.

4 Conclusion

Our main problem arises in the proof of a computational lower bound on the
complexity of volume algorithms. It was an open problem to derive a better
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upper bound for the ball partitioning problem in order to improve the computa-
tional lower bound from Ω(n2/ log n) to Ω(n2). However, the results derived in
Section 3 show that this cannot be achieved. On the other hand, we derived a
tight bound (up to constants in the exponent) for the ball partitioning and cov-
ering problems. It is still an open problem to tighten the gap on the complexity
of volume computation.
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