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Abstract. The eigendecomposition of quadratic forms (symmetric matrices) guaranteed by the
spectral theorem is a foundational result in applied mathematics. Motivated by a shared structure
found in inferential problems of recent interest—mnamely orthogonal tensor decompositions, indepen-
dent component analysis (ICA), topic models, spectral clustering, and Gaussian mixture learning—we
generalize the eigendecomposition from quadratic forms to a broad class of “orthogonally decompos-
able” functions. We identify a key role of convexity in our extension, and we generalize two traditional
characterizations of eigenvectors: First, the eigenvectors of a quadratic form arise from the optima
structure of the quadratic form on the sphere. Second, the eigenvectors are the fixed points of the
power iteration. In our setting, we consider a simple first order generalization of the power method
which we call gradient iteration. It leads to efficient and easily implementable methods for basis
recovery. It includes influential machine learning methods such as cumulant-based FastICA and the
tensor power iteration for orthogonally decomposable tensors as special cases. We provide a complete
theoretical analysis of gradient iteration using the structure theory of discrete dynamical systems to
show almost sure convergence and fast (superlinear) convergence rates. The analysis also extends to
the case when the observed function is only approximately orthogonally decomposable, with bounds
that are polynomial in dimension and other relevant parameters, such as perturbation size. Our
perturbation results can be considered as a nonlinear version of the classical Davis—Kahan theorem
for perturbations of eigenvectors of symmetric matrices.
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1. Introduction. The spectral theorem for symmetric matrices is no doubt
among the most fundamental mathematical results used ubiquitously throughout
mathematics and applications. The spectral theorem states that a symmetric matrix
A can be diagonalized in some orthonormal “eigenvector” basis e; or, equivalently,
that any quadratic form (u, Au) can be written as (u, Au) = >, \;(u, e;)2. Recov-
ering the basis e;’s accurately and efficiently is one of the key problems in numerical
analysis and a subject of an extensive literature.

More recently it has been realized that a number of problems in data analysis and
signal processing can be recast as recovering an orthogonal basis from a more general
nonquadratic function.

In this paper we introduce “orthogonally decomposable” functions, a generaliza-
tion of quadratic forms and orthogonally decomposable tensors, allowing for a basis
decomposition similar to that given by the spectral theorem. We identify a key role of
convexity in the extension of traditional characterizations of eigenvectors of quadratic
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forms to our framework. Moreover, we will show that a number of problems and tech-
niques of recent theoretical and practical interest can be viewed within our setting.

Let {ei,...,e,} be a full or partial unknown orthonormal basis in R?. Choosing
a set of one-dimensional contrast functions' ¢; : R — R, we define the orthogonally
decomposable (odeco) function F : RY — R as

(1) F(u):=) g:i({(u, e)) .
i=1

Our goal will be to recover the set {ey,..., ey} (fully or partially) through access to
VF(u) (the exact setting) or to provide a provable approximation to these vectors
given an estimate of VF(u) (the noisy/perturbation setting).

To see how this basis recovery problem for orthogonally decomposable functions
generalizes the eigenvector recovery problem for a symmetric matrix A, first consider
the quadratic form F4(u) := (u, Au). From the eigendecomposition of A, we obtain
Fa(u) =3, Xi{u, €;)?, and we see that Fy4 is an odeco function with contrast func-
tions g;(t) = \;jt2. In addition, there are two characterizations of matrix eigenvectors
which lead to algorithms for eigenvector recovery which we wish to generalize:

1. (dynamical system) the eigenvectors are the fixed points? of the map u
Au/||Aul|; and
2. (maximization) the eigenvector with the largest eigenvalue corresponds to the
global maximum of the quadratic form on the sphere, the second largest is
the maximum in the orthogonal direction to the largest, and so on.
Note that the discrete dynamical system point of view leads to the classical power
method for matrix eigenvector recovery while the maximization view suggests various
optimization procedures.

In what follows we identify conditions which allow these characterizations to be
extended to a broad class of general orthogonally decomposable functions. It turns
out that the key is a specific kind of convexity, namely that the functions |g;(v/)]
need to be convex.

Taking the dynamical systems point of view, we propose a fixed point method
for recovering the hidden basis. The basic algorithm consists simply of replacing
the point with the normalized gradient at each step using the “gradient iteration”
map u — VEF(u)/||[VF(u)||. We show that when |g;(v/x)| is strictly convex, the
desired basis directions are the only stable fixed points of the gradient iteration and,
moreover, that the gradient iteration converges to one of the basis vectors given almost
any starting point. Further, we link this gradient iteration algorithm to optimization
of F over the unit sphere by demonstrating that the hidden basis directions (that is,
the stable fixed point of the gradient iteration) are also a complete enumeration of
the local maxima of |F'(u)|.

In this paper, we analyze the odeco function framework in the setting where each
|gi (/)| is strictly convex. Since in the matrix setting each g;(x) = \;2? satisfies only
that g;(1/x) is convex but not strictly so, the matrix setting is precluded from the
analysis.® The matrix setting ends up being a limit case to the analysis with related
but slightly different properties.

I'We call the g;’s contrast functions following the independent component analysis (ICA) ter-
minology. Note, however, that in the ICA setting our “contrast functions” correspond to different
scalings of the ICA contrast function.

2Up to sign or in projective space.

3 While our analysis does not capture the matrix case, some of the ideas underlying our analysis
apply to the matrix setting. In the introduction of subsection 4.2, we briefly sketch how the proof
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The proposed gradient iteration as analyzed directly generalizes several influen-
tial fixed point methods for performing hidden basis recovery in the machine learning
and signal processing contexts, including cumulant-based FastICA [22] and the ten-
sor power method [14, 2] for orthogonally decomposable symmetric tensors. One of
our main conceptual contributions is to demonstrate that the success of such power
iterations need not be viewed as a consequence of a linear or multilinear algebraic
structure but instead relies on an orthogonal decomposition of the function F' com-
bined with a more fundamental converity structure. Compared to the matrix and
tensor cases, the dynamics of the general gradient iteration is significantly more com-
plex. To show convergence, we use general results on stable/unstable manifolds for
discrete dynamical systems.

Under our assumptions, we demonstrate that the gradient iteration exhibits
superlinear convergence, as opposed to the linear convergence of the standard power
iteration for matrices but in line with some known results for ICA and tensor power
methods [22, 32, 2]. We provide conditions on the contrast functions g; to obtain
specific higher orders of convergence.

It turns out that a similar analysis still holds when we only have access to an ap-
proximation of VF' (the noisy setting). In order to give polynomial run-time bounds
we analyze gradient iteration with occasional random jumps.* The resulting algorithm
still provably recovers an approximation to a hidden basis element. By repeating the
algorithm we can recover the full basis {ey,...,e;}. We provide an analysis of the
resulting algorithm’s accuracy and running time under a general perturbation model.
Our bounds involve low degree polynomials in all relevant parameters—e.g., the am-
bient dimension, the number of basis elements to be recovered, and the perturbation
size—and capture the superlinear convergence speeds of the gradient iteration. Our
accuracy bounds can be considered as a nonlinear version of the classical perturbation
theorem of Davis and Kahan [13] for eigenvectors of symmetric matrices. Interest-
ingly, to obtain these bounds we only require approximate access to VF and do not
need to assume anything about the perturbations of the second derivatives of F' or
even F' itself. We note that our perturbation results allow for substantially more
general perturbations than those used in the matrix and tensor settings, where the
perturbation of a matrix/tensor is still a matrix/tensor. In many realistic settings
the perturbed model does not have the same structure as the original. For example,
in computer computations, Ax is not actually a linear function of x due to finite
precision of floating point arithmetic. Our perturbation model for VF still applies in
these cases.

To highlight the parallels and differences with the classical matrix case we provide
a brief summary in Table 1.1.

Below in subsection 2.2 we will show how a number of problems can be viewed
in terms of hidden basis recovery. Specifically, we briefly discuss how our primitive
can be used to recover clusters in spectral clustering, independent components in
independent component analysis (ICA), parameters of Gaussian mixtures, and certain
tensor decompositions. Finally, in section 7 we apply our framework to obtain the
first provable ICA recovery algorithm for arbitrary model perturbations.

techniques in our analysis relate to standard proofs that the matrix power iteration converges to the
top eigenvector.

4In a related work, Ge et al. [18] use the standard gradient descent with random jumps to escape
from saddle points in the context of online tensor decompositions.
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TABLE 1.1
Symmetric matrix A Odeco function
Functional form F(u) = (u, Au) = >, Ai(u, e;)? F(u) =37, 9i((u, e;))
Fixed point iteration u— ‘r‘T‘ﬁ u— %
“Eigenvalues” Constants \; Monotone functions, (3)
Maxima on sphere Top eigenvector All “eigenvectors”
Attractors of iteration Top eigenvector All “eigenvectors”
Convergence rate Linear Superlinear
Analysis Based on homogeneity Stable/unstable manifolds
Discrete dynamical systems
Perturbation stability Linear Linear

Organization of the paper. In section 2 we introduce the problem of basis recovery
and sketch the main theoretical results of the paper. We also show how our framework
relates to spectral clustering, ICA, matrix and tensor decompositions, and Gaussian
mixture learning. In section 3 we analyze the structure of the extrema of odeco
functions. In section 4 we show that the fixed points of gradient iteration are in one-
to-one correspondence with the odeco function’s maxima and analyze convergence of
gradient iteration in the exact case. In section 5 we give an interpretation of the
gradient iteration algorithm as a form of adaptive gradient ascent. In section 6 we
describe a robust version of our algorithm and give a complete theoretical analysis for
arbitrary perturbations. Then, in section 7, we show how to apply our framework to
obtain a perturbation analysis of ICA under arbitrary model perturbations.

2. Problem description and the main results. We consider a function op-
timization framework for hidden basis recovery. More formally, let {eq,...,e,,} be a
nonempty set of orthogonal unit vectors in R%. These unit vectors form the unseen
basis. A function on a closed unit ball F' : B(0,1) — R is defined from “contrast
functions” g; : [-1,1] — R as

(2) F(u):=Y gi({u, e)) .
i=1

We call F' an orthogonally decomposable function (odeco function) with the associated
tuples {(gi,e;) | ¢ € [m]}. The goal is to recover the hidden basis vectors e; for
i € [m] up to sign given evaluation access to F' and its gradient. We will assume
that d > 2 since otherwise the problem is trivial. We consider contrast functions
gi € CA([~1,1]) which satisfy the following assumptions.

Assumption 2.1. g; is either an even or odd function.
Assumption 2.2. Strict convexity of |g;(y/x)|: Either Jd—;gi(\/a?) > 0 on (0,1] or
—%gi(ﬁ) >0 on (0,1].
Assumption 2.3. The right derivative at the origin - g;(\/)|,—o+ = 0.
Assumption 2.4. g;(0) = 0.
Assumption 2.2 is slightly stronger than stating that one of +g;(1/z) is strictly convex
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on (0,1]. From now on F and the term odeco function will refer to an odeco function
with associated e;’s and g;’s satisfying Assumptions 2.1-2.4 unless otherwise stated.

Remark 2.5. Assumption 2.4 is nonessential. If each g; satisfies Assumptions 2.1
2.3, then x — [g;(x) — g:(0)] satisfies Assumptions 2.1-2.4, making [F(u) — F(0)] =
Yo 1gi((u, €;)) — gi(0)] an odeco function of the desired form.

We shall see in subsection 2.2 that odeco functions arise naturally in a number of
problems of interest within machine learning. However, we will first summarize our

main results, showing that given an odeco function, the directions e, ..., e, can be
efficiently recovered up to sign.

2.1. Summary of the main results. In what follows it will be convenient to

append arbitrary orthonormal directions e, 11, ..., €4 to our hidden “basis” to obtain
a full basis. For the remainder of this paper, we simplify our notation by indexing
vectors in R? with respect to this hidden basis e1, ..., es. That allows us to introduce

the notation u; := (u, ;) for u € R%. Thus, F(u) = 31" gi(u;).
We now state the first result indicating that an odeco function encodes the basis
e,...,e,. Weuse S9! :={u||lul| =1} to denote the unit sphere in R

THEOREM 2.6. The set {+e; | i € [m]} is a complete enumeration of the local
mazima of |F| with respect to the domain S9~1.

Theorem 2.6 implies that a form of gradient ascent can be used to recover maxima
of |F| and hence the hidden basis.> However, the performance of gradient ascent is
dependent on the choice of a learning rate parameter. We propose a simple and
practical parameter-free fixed point method, gradient iteration, for finding the hidden
basis elements e; in this setting.

The proposed method is based on the gradient iteration function G : S%—1 — §4-1
defined by

Gu) = VLW

IVE )

with the convention that G(u) = u if VF(u) = 0. We use the map G as a fixed point
iteration for recovering the hidden basis elements.®

However, there is a difficulty: At any given step, the derivative 9;F (u) can be of
a sign different from w;, causing sign(u;) # sign(G;(u)). Note that we do not know
which coordinates flip their signs, as the coordinates are hidden. As it turns out, this
does not affect the algorithm, but the analysis is more transparent in a space of equiv-
alence classes.” We divide S¢~! into equivalence classes using the equivalence relation
v ~ u if |v;| = |u;| for each i € [d]. Given v € 471, we denote by [v] its correspond-
ing equivalence class. The resulting quotient space S?~!/~ may be identified with
the positive orthant of the sphere Q4! := {u € S9! | u; > 0 for all i € [d]}. There
is a bijection ¢ : 71/~ — Q%! given by ¢([u]) = Z?:l |u;le;. We treat S/~ as
a metric space with the metric p([ul, [v]) = ||#([v]) — #([u])||. Under Assumption 2.1,
if u ~ v, then G(u) ~ G(v). As such, sequences are consistently defined modulo this
equivalence class, and we consider the fixed points of G/~.

5We note that Assumption 2.1 is stronger than what is actually required in Theorem 2.6. In
particular, we could replace Assumption 2.1 with the assumption that =z +— gi(f\/M) is either
strictly convex or strictly concave on [—1,0] for each ¢ € [m].

6 A special case of this iteration was introduced in the context of ICA [38].

7 Alternative approaches to fixing the sign issue include analyzing the fixed points of the double
iteration u — G(G(u)) or working in projective space.
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We will use the following terminology. A class [v] is a fized point of G/~ if
G(v) ~ v. We will consider sequences of the form {u(n)}, defined recursively by
u(n) = G(u(n — 1)). In addition, by abuse of notation, we will sometimes refer to a
vector v € S9! as a fixed point of G/~.

We demonstrate that the attractors of G/~ are precisely the hidden basis elements
and that all other fixed points of G/~ are nonattractive (unstable hyperbolic). Fur-
ther, convergence to a hidden basis element is guaranteed, given almost any starting
point u(0) € S4-1.

THEOREM 2.7 (gradient iteration stability). The hidden basis elements {[e;] |
i € [m]} are attractors of the dynamical system G/~. Further, there is a full measure
set X C S971 such that for all u(0) € X, [u(n)] — [e;] for some e; as n — co.

One implication of Theorem 2.7 is that given a u(0) € S9~! drawn uniformly at
random, then with probability 1, u(n) converges (up to ~) to one of the hidden basis
elements.

From Theorems 2.6 and 2.7 we see how odeco function basis recovery closely
resembles the problem of recovering the top eigenvector of a symmetric matrix. A
symmetric matrix A may be represented by the quadratic form f(u) = u’ Au. From f,
the top eigenvector of A may be characterized in two ways: (1) as the attractive fixed
point of the map u+— Vf(u)/||Vf(u)| in projective space or (2) as the maximum of
f restricted to the unit sphere. From Theorems 2.6 and 2.7, we see that for the odeco
function F each basis element ey, ..., e,, satisfies both characterizations of being a top
eigenvector. See subsection 2.2 for more discussion on ways in which odeco function
basis recovery and the gradient iteration relate to the symmetric matrix eigenvector
problem and some tensorial generalizations.

When recovering a hidden basis element via repeated application of the gradient
iteration function G, the rate of convergence is fast (superlinear). For reference, we
include the definitions of convergence rates in subsection D.1.

THEOREM 2.8 (gradient iteration convergence rate). If [u(n)] — [e;] as n — oo,
then the convergence is superlinear. Specifically, if x — gi(z'/") is convex on [0, 1]
for some r > 2, then the rate of convergence is at least of order r — 1.

The above theorems suggest the following practical algorithm for recovering the
hidden basis elements.

Algorithm 1 The gradient iteration algorithm.

1. Choose an initial u € S4-1.

2. Repeat the iteration u < G(u) until convergence is achieved to recover a
single hidden basis direction.

3. Repeat steps 1 and 2 with the starting u chosen in the orthogonal complement
to previously found u in order to recover additional hidden basis directions.

In practice, one may threshold min(||G(u) —ul|, |-G (u)—u||) to determine whether
convergence is achieved.

From a practical standpoint, the fast and guaranteed convergence properties of the
gradient iteration make it an attractive algorithm for hidden basis recovery. We also
demonstrate that the gradient iteration is robust to a perturbation. Specifically, we
modify the gradient iteration algorithm by occasionally performing a small random
jump of size ¢ on the sphere. We call this algorithm ROBUSTGI-RECOVERY and
show that it approximately recovers all hidden basis elements. More precisely, we



EIGENVECTORS OF ODECO FUNCTIONS 553
consider the following notion of a perturbation of VF: If for every u € B(0,1),
[VF(u) — VF(u)|| < e, then we say that VF is an e-approximation of F. Further,
if F' satisfies a strong version of Assumption 2.2, namely that there exist positive
2
constants a > 8 and vy < & such that for each i € [m], Bz’ < |4, g;(V/2)| < az? !
for all z € (0, 1], then our perturbation result can be summarized as follows.

THEOREM 2.9 (simplified). Treating v and § as constants, if o < p01§171(%7cl7 m)

and if € < aﬂpoly_l(%,m,d), then with probability 1 — p, ROBUSTGI-RECOVERY
takes

1 «a 1 B
poly (U, B,m, d> log (p) + poly(d, m) log; o, (log (€>)

time to recover O(e/3) approzimations of each e; up to a sign. Specifically, ROBUSTGI-
RECOVERY returns vectors py,. .., b, such that there exists a permutation m of [m]
such that ||[£p; — ex|| < O(e/B) for all i € [m)].

Several observation are now in order:

1. We note that we only need a zero-order error bound for VF'(u) for the pertur-
bation analysis and do not need to assume anything about the perturbations
of the second derivatives of F' or even F' itself. This perhaps surprising fact
is due to the convexity conditions.

2. Our perturbation results allow for substantially more general perturbations
than those used in the matrix and tensor settings, where the perturbation of
a tensor is still a tensor. In our setting the perturbation of an odeco function
corresponding to a tensor does not have to be tensorial in structure. This
situation is very common whenever an observation of an object is not exact.
For example, Ax is not a linear function of x on a finite precision machine.
The same phenomenon occurs in the tensor case.

3. log, +27(log(€)) above corresponds to the superlinear convergence from The-
orem 2.8 in the unperturbed setting.

The full algorithm and analysis for ROBUSTGI-RECOVERY, complete with more
precise bounds, can be found in section 6.

Finally, in section 7, we show how to apply ROBUSTGI-RECOVERY to cumulant-
based ICA under an arbitrary perturbation from the ICA model. In this setting,
RoOBUSTGI-RECOVERY provides an algorithm for robustly recovering the approximate
ICA model.

2.2. Motivations for and examples of odeco function recovery. Before
proving our main results on odeco function recovery, we first explain why the odeco
function recovery problem is of interest through a series of examples. We first show
how odeco function recovery and the gradient iteration relate to ideas from the eigen-
vector analysis of matrices and tensors. Then we discuss several settings where the
problem of odeco function recovery arises naturally in machine learning.

Connections to matriz eigenvector recovery. Our algorithm can be viewed as a
generalization of the classical power iteration method for eigendecomposition of sym-
metric matrices. Let A be a symmetric matrix. Put F(u) = u” Au. From the spectral
theorem for matrices, we have F(u) = >, A\i(u, e;)?, where each )\; is an eigenvalue
of A with corresponding eigenvector e;. We see that F(u) is an odeco function® with
the contrast functions g;(x) := \;z%. It is easy to see that our gradient iteration is

8Note that Assumption 2.2 is not satisfied, as in this case g;(v/z) is convex but not strictly
convex.



554 MIKHAIL BELKIN, LUIS RADEMACHER, AND JAMES VOSS

an equivalent update to the power method update u — Au/||Au||. As such, the fixed
points? of the gradient iteration are eigenvectors of the matrix A. We also note that
it is not necessary to know whether each g¢;(z) has access to the odeco function F'(u)
or its derivative VF(u).

Additionally, we note that the gradient iteration for an odeco function may
be written to look very much like the power iteration for matrices. Let F(u) =
>, gi({u, €;)) denote an odeco function. In order to better capture the convexity as-
sumption, Assumption 2.2, we may define functions h;(t) := g;(sign(¢)/[t]). To com-
press notation, we use % to denote the sign((u, e;)). Then F(u) = >_1" | h;(£(u, €;)?).
Taking derivatives, we obtain that

(3) VF(u) = 2Zih;(i<u, ei)?)(u, e;)e; .

Note that in the matrix example above, the power iteration can be expanded as
Au = Z)\i<ua €;)e; .
i

We see that the formula for VF(u) is the same as the power iteration for matrices with
the (constant) eigenvalues \; being replaced by the functional term +h/(+(u, e;)?).
By Assumption 2.2, |h;(t)] is strictly convex, and in particular each |h%(t)] is strictly
increasing as a function of [¢t|. The gradient iteration for general odeco functions may
be thought of as a power iteration where matrix eigenvalues are being replaced by
functions whose magnitude grows with the magnitude of their respective coordinate
values (u, e;). The change in these “eigenvalues” by location allows each of the basis
directions ey, ..., e, to become an attractor locally since there is no single fixed “top
eigenvalue” as in the matrix setting.

Connections to the tensor eigenvector problem. While in general not a special
case of the odeco function framework, there are also connections between the gradient
iteration algorithm and the definition of an eigenvector of a symmetric tensor [33, 27].
In particular, given a symmetric tensor 7' € R?**4 (with r copies of d), we may treat
T as an operator on R¢ using the operation Tu" := Z”“ T, . i Uiy -+ ;.. Wenote
that this formula encapsulates the matrix quadratic form u” Au = Au? as a special
case. We also denote by Tu"~! the vector such that [Tu" '], = Diin Liin iy iy o
u;,. If we define the function f(u) = Tu", then the Z-eigenvectors of T are defined
to be vectors u for which there exists A € R such that V f(u) = rAu. Expanding this
formula, we get the slightly more familiar looking form that the Z-eigenvectors of T’
are the points such that Tu"~! = \u or, alternatively, the fixed points® of the iteration

u— % Note that this iteration may alternatively be written as u — %.
Replacing the function f(u) = Tu” with an odeco function F, the fixed points® of

the gradient iteration u +— % are like eigenvectors for our function F' in this

dynamical systems sense.
Orthogonal tensor decompositions. In a recent work [2], it was shown that the ten-
sor eigenvector recovery problem for tensors with orthogonal decompositions!? can be

9These fixed points are fixed possibly up to a sign flip. Alternatively stated, these are fixed
points in projective space.

10 Another related work [3] investigates properties of the tensor power method in certain settings
where the symmetric tensor is not orthogonal decomposable and has symmetric rank exceeding d.
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applied to a variety of problems, including ICA and previous works on learning mix-
tures of spherical Gaussians [21], latent Dirichlet allocation [1], and learning hidden
Markov models [4].

Their framework involves using the moments of the various models to obtain a
tensor of the form 7' = 3"}, wyu” where (1) each wy, € R\{0}, (2) each p;, € R?isa
unit vector, and (3) pg" is the tensor power defined by (" )i, i, = (Bg)iy - - - (g )i, -
The p),s may be assumed to have unit norm by rescaling the wy’s appropriately. In the
special case where the p;’s are orthogonal, the direction of each p;, can be recovered
using tensor power methods [2]. It can be shown that Tu” = >°;"  wi(u, p;)". In
particular, the function F'(u) = Tu” is an odeco function with the contrasts g;(x) :=
w;x" and hidden basis elements e, := ;. Further, the fixed point iteration u —
% proposed by Anandkumar et al. [2] for eigenvector recovery in this setting

can be equivalently written as the gradient iteration update u — %.

Spectral clustering. Spectral clustering is a class of methods for multiway cluster
analysis. We describe now a prototypical version of the method that works in two
phases [6, 31, 35, 41]. The first phase, spectral embedding, constructs a similarity
graph based on the features of the data and then embeds the data in R? (where d is
the number of clusters) using the bottom d eigenvectors of the Laplacian matrix of
the similarity graph. The second phase clusters the embedded data using a variation
of the k-means algorithm. A key aspect in the justification of spectral clustering is
the following observation: If the graph has d connected components, then a pair of
data points is either mapped to the same vector if they are in the same connected
component or mapped to orthogonal vectors if they are in different connected com-
ponents [39]. If the graph is close to this ideal case, which can be interpreted as a
realistic graph with d clusters, then the embedding is close to that ideal embedding.

This suggests the following alternate approach [9] to the second phase of spectral
clustering by interpreting it as a hidden basis recovery problem: Let x1,...,x, € R¢
be the embedded points. Let g : R — R be a function satisfying Assumptions 2.1-2.4.
Let

n

(4) Flu)=) g((u,x;)).

i=1
In the ideal case, there exist an orthonormal basis Zi,...,Zq of R¢ and positive
scalars by, ...,bq such that x; = b;Z; for every 7 in the jth connected component of

the graph. Thus, in the ideal case we can write
d
F(u) = a;9(b;(u, Z;)),
j=1

where a; is the number of points from the jth connected component. Thus, £ is an
odeco function in the ideal case with contrasts g;(t) := a;g(b;t). In the general case,
it is a perturbed odeco function and the hidden basis can be approximately recovered
using our robust algorithm (section 6). Note that via (4), F' and its derivatives can be
evaluated at any u just with knowledge of the x;’s and without knowing the hidden
basis.

We note that for this spectral clustering application, the choice of g is arbitrary
so long as it satisfies Assumptions 2.1-2.4. In particular, this is an example where
the generality of the gradient iteration beyond the tensorial setting provides greater
flexibility.
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Independent component analysis (ICA). In the ICA model, one observes sam-
ples of the random vector X = AS, where A € RY¥? is a mixing matrix and
S = (51,...,54) is a latent random vector such that the S;’s are mutually indepen-
dent and non-Gaussian. The goal is to recover the mixing matrix A = [Ay|---|A44],
typically with the goal of using A~! to invert the mixing process and recover the
original signals. This recovery is possible up to natural indeterminacies, namely the
ordering of the columns of A and the choice of the sign of each A; [11]. ICA has a vast
literature (see the books [12, 23] for a broad overview) with numerous applications,
including speech separation [30], denoising of EEG/MEG brain recordings [37], and
various vision tasks [7, 10], to name a few.

To demonstrate that ICA fits within our odeco function framework, we rely on
the properties of the cumulant statistics.'! Let x,(X) denote the rth cumulant of a
random variable X. The cumulant k,(X) satisfies the following: (1) Homogeneity:
kr(aX) = "k, (X) for any o € R and (2) Additivity: If X and Y are independent,
then (X +Y) = k.(X) + k-(Y). Given an ICA model X = AS, these properties
imply that for all u € RY, k,((u, X)) = r, (X0, (u, 4:)8;) = X0 (u, 4;)7k,(S;). A
preprocessing step called whitening (i.e., linearly transforming the observed data to
have identity covariance) makes the columns of A into orthogonal unit vectors. Under
whitening, the columns of A form a hidden basis of the space. In particular, defining
the contrast functions g;(z) := 2"k, (S;) and the basis encoding elements e; := A;, the
function F(u) := k,.((u, X)) = Zle gi((u, €;)) is an odeco function so long as each
kr(S;) # 0. Further, these directional cumulants and their derivatives have natural
sample estimates (see, e.g., [25, 38] for the third- and fourth-order estimates), and
as such this choice of F' will be admissible to our algorithmic framework for basis
recovery.

Interestingly, it has been noted in several places [22, 32, 42] that cubic convergence
rates can be achieved using optimization techniques for recovering the directions A;,
particularly when performing ICA using the fourth cumulant or the closely related
fourth moment. One explanation as to why this is possible arises from the dual
interpretation (discussed in section 5) of the gradient iteration algorithm as both an
optimization technique and as a power method. In the ICA setting, the gradient
iteration algorithm for cumulants was introduced by Voss, Radamacher, and Belkin
[38]. This paper provides a significant generalization of those ideas as well as a
theoretical analysis.

Parameter estimation in a spherical Gaussian mizture model. A Gaussian mix-
ture model (GMM) is a parametric family of probability distributions. A spherical
GMM is a distribution whose density can be written in the form f(x) = Zle w; fi(x),
where w; > 0, Zl w; =1, and f; is a d-dimensional normal density with mean g, and
covariance matrix 02Z for o; > 0. The parameter estimation problem is to estimate
w;, Wy, 05 given i.i.d. samples of random vector x with density f. For clarity of expo-
sition, we only discuss the case k = d and o; = o for some fixed, unknown o. Our
argument is a variation of the moment method of Hsu and Kakade [21]. As in their
work, similar ideas should work for the case £ < d and nonidentical o;’s.

We explain how to recover the different parameters from observable moments.
First, o2 is the smallest eigenvalue of the covariance matrix of x. This recovers

11An important class of ICA methods with guaranteed convergence to the columns of A are
based on the optimization of k4((u, X)) over the unit sphere (see, e.g., [5, 15, 22]). Other contrast
functions are also frequently used in the practical implementations of ICA (see, e.g., [24]). However,
these noncumulant functions can have spurious maxima [40].
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0. Let v be any unit norm eigenvector corresponding to the eigenvalue o?. Define
My = E(xxT) — 02T € R¥*4. Then we have My = Z?:l wip;ul. Denote D =
diag(wy, ..., wq), A = (fq,...,py) € R¥>9 With this notation we have M, =
ADAT. Let M = M21/2 (symmetric). This implies M = AD'Y2R, where R is some
orthogonal matrix.

We have E((x, u)?) = E?Zl w;(p;, 0 + 302||ul|* E((x, u)). Then

d
F(u) := E((x, M u)?) — 302||M_1u||2E(<x, M~1u)) = Zwl(,ui, M~ tu)?
i=1

d d
= Zwi(uTRTD_l/Qei)?’ = Zw;l/Q(u, R;.)?
i=1 i=1

is an odeco function encoding the rows of R, with basis vectors z; = R,;. and contrasts
gi(t) = w,; 1243 The recovery of the rows of R allows the recovery of the directions of
the columns of A, that is, the directions of p;’s. The actual p;’s then can be recovered
from the identity (u;, v) = (E(x), v). Finally, denoting w = (wy,...,wq) we have

E(x) = Aw and we recover w = A7 E(x).

3. Extrema structure of basis encoding functions. In this section, we in-
vestigate the maximum structure of |F| on the unit sphere and prove Theorem 2.6.

The optima structure of F' relies on the hidden convexity implied by Assump-
tion 2.2. In order to capture this structure, we define h; : [—1,1] — R as h;(z) =
gi(sign(z)+/|z]) for i € [m] and h; := 0 for i € [d] \ [m]. Thus,

m

(5) F(u) =) hi(sign(u;)u) -

i=1

These h; functions capture the convexity from Assumption 2.2. Indeed, the functions
h; have the following properties.

LEMMA 3.1. The following hold for all ¢ € [m]:

1. The magnitude function |h;(t)| is strictly convex.

2. hi(0)=0.

3. h; is continuously differentiable.

4. The derivative’s magnitude function |h.(t)| is strictly increasing as a function
of |t|. In particular, |h;(t)] > 0 for all t # 0.

5. Fiz I to be one of the intervals (0,1] or [—1,0). If h; is strictly convex on
I, then sign(¢t)h(¢t) > 0 for all t € I, and otherwise sign(t)hi(t) < 0 for all
tel.

Proof. We first show parts 2 and 3. We compute the derivative of h; to see that

() = {égxsign(z)mvm if o 0,

0 if x =0,

where the derivative at the origin is due to Assumptions 2.1 and 2.3. Since the
derivative hf(t) exists for all ¢, and since one of h; is convex on either of the intervals
[0,1] and [—1,0], it follows that A is continuous [20, Corollary 4.2.3].

To see part 4, we note that h;(0) = 0 and apply Assumption 2.2 to see that h/
is strictly monotonic on [0,1]. As such, |h}()| is strictly increasing on [0,1]. The
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symmetries of Assumption 2.1 imply that |h}(¢)| is strictly increasing more generally
as a function of |¢].

To see part 5, we note that h}(t) = h}(0) + fo b (z)dx = fo hY(z)dxz. Then we
use Assumption 2.2 to obtain the stated correspondence between 51gn(h” (x)) (which
is +1 on I if h; is convex and —1 otherwise) and sign(h}(t)).

To see that |h;| is strictly convex, it suffices to use that |h;| is continuously dif-
ferentiable and to show that & |h;(t)| is strictly increasing. Note that <|h,;(t)| =
sign(h;(t))h;(t) and also that sign(h;(t)) = sign(fot h.(t)) = sign(th;(t)) by part 5. It
follows that sign(|h;(t)|) = sign(t). Taking this sign into account, part 4 implies
part 1. O

In order to avoid dealing with unnecessary sign values, we restrict ourselves to
analyzing the optima structure of |F'| over the domain Qifl (the all positive orthant
of the sphere). Due to the symmetries of the problem (Assumption 2.1), it is actually
sufficient to analyze the maxima structure of |F'| on Qi_l in order to fully characterize
the maxima of |F| on the entire sphere S¢~1.

To characterize the extrema structure of the restriction of |F| to le__l, we will
use its derivative structure expanded in terms of the h; functions. It will be useful
to establish some relationships between the g; and h; functions. We denote by 1,
the indicator function, and we use the convention that any summand containing a
Iiparse) coefficient is 0 even if the term is indeterminant (e.g., Limyse/0 = 0 and
o0 - ]]-[FALSE] =0).

LEMMA 3.2. The following hold for each i € [m]:

1. Forz € [0,1], gj(x) = 2h}(«%)z and hj(z?) = L1, .
2. Forz €[0,1], g/(x) = Ljgpo 40! (2?)22 + 21 (a7)].
3. Fora e (0,1], h/(s%) = gl () /2 — g!(x)/a?].

Proof. By construction, h;(z?) = g;(z). Taking derivatives, we obtain 2h/(2?)z =
g}(x). Since h(0) = 0 by Assumption 2.3, h}(z?) = gl( )]l[m¢0]

Taking a second derivative away from x = 0, We see that g/ (z) = 4h}(2?)z? +
2h%(z?). At x = 0, the right derivative is given by

GO = gi0) 1o

0t ¢ =0t 2 /e
— 2 lim <C;i9i(\/5)) = 2<digi(\/§)>

c—0t
In the above, the second equality uses that g/(0) = 0, a fact which is implied by As-
g(f\)rg(O g(f (0)|

=0.

=0

sumption 2.3 (in particular, |g/(0)] < |limy_,o+ | < [limy_,q

0 since h < v/h in a neighborhood of the origin). The fourth equahty uses that
£ g:(v/) is continuous due to the convexity of g;(v/z) [20, Corollary 4.2.3]. The final
equality uses Assumption 2.3.

The argument in the previous paragraph also holds if we replace g;(x) with ¢;(—2)
since g;(—z) also satisfies Assumptions 2.1-2.4. Hence, 9_¢;(0) = 0 and ¢/ (0) = 0.
We thus obtain the formula on [0, 1] of

97 (x) = L) [4h7 ()2 + 2k} (2?)]

as desired.
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When x # 0, we may rearrange terms to obtain

neoo _ gi(x) = 2hi(a?) _ gf'(x)  gi(x)
hi(27) = 472 T 42 43 o

As F(u) = >, gi(u;) has first- and second-order derivatives of VF(u) =
S gi(us)e; and HE(u) = Y, g7 (u;)e;el’, we obtain the following derivative for-
mulas for F(u) in terms of the h; functions for any u € Q% *:

(6) VF(u) =2 Z h; (uf)uiei, HF(u) = Z ]l[uﬁgo] [4h;l(u12) + 2h; (uf)]eleZT i
i=1 i=1

The first derivative necessary condition for u € S%! to be an extremum of F
over Q’fl can be obtained using the Lagrangian function £ : B(0,1) x R defined as

L(u,\) := F(u) — A[[Jul|?> — 1]. In particular, a point u € Q_dfl is a critical point of
F with respect to Q(j__l (that is, it satisfies the first-order necessary conditions to be

a local maximum of F' with respect to Qi‘l) if and only if there exists A € R such
that (u, \) is a critical point of £. The following result then enumerates the critical
points of F' with respect to the Qiﬁl.

LEMMA 3.3. Letu € Qi_l and X\ € R. The pair (u,\) is a critical point of L if
and only if Ny, 20 = hi(u?) for all i € [d].

Proof. We set the derivative

(7) 88 L(u,\) = 0;F(u) — 2 u; = 2k} (u?)u; — 2\u;
u;

equal to 0 to obtain h}(u?)u; = Au;. If u; = 0, then hl(u?) = h%(0) = 0 by Assump-
tion 2.3. Otherwise, hl(u?) = \. O

While there are exponentially many (with respect to m) critical points of F' as a
function on the sphere, it turns out that only the hidden basis directions correspond to
maxima of F' on the sphere. The proof of the following statements uses the convexity
structure from Lemma 3.1.

PROPOSITION 3.4. If j € [m], then e; is a strict local mazimum of | F| with respect
to Q‘fl,

Proof. We will prove the case where h; is strictly convex on [0, 1] and note that
the case h; is strictly concave is exactly the same when replacing F' with —F.

We first note that F'(e;) = h;(1) > 0 since b is strictly increasing (see Lemma 3.1).
In particular, using continuity of each g;, it follows that F'(u) > 0 on a neighborhood
of e;, and it suffices to demonstrate that I takes on a maximum with respect to Sd—1
at e;. Letting D,, denote the derivative operator with respect to the variable u and
continuing from (7), we obtain

(8) DiL(u,\) =HF(u) = 2\Dyu =Y 1y, [4h] (uf)u; + 20} (u;)]e;e] — 2T .

i=1

We now use the Lagrangian criteria for constrained extrema (see, e.g., [28, Chap-
ter 11] for a discussion of the first-order necessary and second-order sufficient con-
ditions for constrained extrema) to show that e; is a maximum of F|ya-1. From

+



560 MIKHAIL BELKIN, LUIS RADEMACHER, AND JAMES VOSS

Lemma 3.3, we see that (e;, h)(1)) is a critical point of £. Further, for any nonzero
v such that v L e;, we obtain v''(DZL)(e;, h;(1))v = —2h/(1)||v][>. As h/;(1) >0, it
follows that v*'(DZL)(e;, h;(1))v < 0. Thus, e; is a local maximum of F. 0

PROPOSITION 3.5. If v € Q1! is not contained in the set {e; | i € [m]}, then v
is not a local mazimum of |F| with respect to Q4.

Proof. We first consider the case in which v; = 0 for all but at most one i € [m)].
We will call this ¢ € [m] (for which v; # 0) as j if it exists, and otherwise let j € [m]
be arbitrary. Fix any w € Q%! such that w; > v; and w; = 0 for i € [m] \ {j}.
Such a choice is possible since v # e; implies v; < 1. Then |[F(v)| = |h;(v])]
and |F(w)| = |h](wj2)| Since |h;(t)| is a strictly increasing function on [0, 1] from
|h;j(0)] = 0 (see Lemma 3.1), it follows that |F(w)| > |F(v)|. Since w can be
co(;lsluructed in any open neighborhood of v, v is not a local maximum of |F| on
’ Now we consider the case where v is an extremum (either a maximum or a

minimum) of |F| with respect to Qf__l such that there exists j, k € [m] distinct such
that v; > 0 and v, > 0. We will demonstrate that this implies that v is a minimum
of |F.

We use the notation that for a vector u, ut*’ := >~ uFe; is the coordinatewise
power. Fix n > 0 sufficiently small such that for all § € (—n,n) we have that w(0) :=
(v +de; — dex)1/2) € Q17'. We now consider the difference F(w(J)) — F(v) for a
nonzero choice of § € (—n,n):

F(w(8)) = F(v) = hy(w;(6)?) — hj (v]) + hi (wi(8)*) — hi(v7)
= (x5 (8)*)[w;(8)* = v3] + hi (21 (8)*)[wr(8)* — vi]
= 6[h(2;(6)*) — hi(xx(6)*)] ,

where z;(0) € (v;, w;(0)) and z;(6) € (wg(9),vx) under the mean value theorem.

As v must be an extremum of F' in order to be an extremum of |F|, there exists
A such that the pair (v, \) is a critical point of £. Let S = {¢ | v; # 0}. Lemma 3.3
implies that A\ = h/(v?) for all i € S. In particular, sign(h}(v?)) is the same for each
i € S, and we will call this sign value s. Under (5), we have F(v) = >, 5 hi(v}). By
Lemma 3.1, sh; is strictly increasing from sh;(0) = 0 on [0, 1] for each ¢ € S. As such,
F(v) is separated from 0 and sign(F(v)) = s. Further,

s[E(w(8)) — F(v)] = s0[h](2;(8)%) — hi(xk(8)*)] < s6[A = A] =0
holds by noting that each sh) is strictly increasing on [0, 1] (by Lemma 3.1). Thus, v
is a minimum of |F|. O
Theorem 2.6 follows by combining Propositions 3.4 and 3.5 and using the sym-
metries of F' from Assumption 2.1.

4. Stability and convergence of gradient iteration. In this section we will
sketch the analysis for the stability and convergence of gradient iteration (Theo-
rems 2.7 and 2.8). It turns out that a special form of odeco function is sufficient
for our analysis.

DEFINITION 4.1. An odeco function F(u) = 1" | gi(u;) is called a positive odeco
function if x — g;(sign(x)+/|z|) is strictly convex for each i € [m).

The positive odeco function has several especially nice properties. Its name is
justified by the fact that for a positive odeco function F, F(u) > 0 for all u €
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S4=1. Further, when we expand F(u) = >°/", h;(sign(w;)u?) = 1", hi(u?) under
(5), we see that each h; is strictly convex over its entire domain. Finally, given an
odeco function F, we construct a positive odeco function F'(u) := >°7" | §;(u;), where
Gi(x) = |gi(x)|. We call F the positive odeco function associated with F.

We first establish that for positive odeco functions, the gradient iteration G is
a true fixed point method on S9! without the need to consider equivalence classes
(as in subsection 2.1). Let ¢ and p be defined as in subsection 2.1. We identify each
orthant of S?~! by a sign vector v where each v; € {+1,—1} by defining Q¢! :=
{u € 891 | vju; > 0 for each i € [d]} as the orthant of S¢~! containing v.

LEMMA 4.2. Let v € R? be a sign vector (that is, v; € {£1} for each i € [d]). If
w,w € Q-1 then u(ful, [w]) = Ju — wl).

Proof. By direct calculation we see that

d d

= (2o lusles =D e

=1 =1

d

=D (lui] — wi])?

=1

— Ju—wl?.

M a
I
§

1,:1

The first equality uses the definition of p, and the third equality uses that u,w €
Q471 ie., u; and w; share the same sign (up to the possibility of being 0) for each
i€ [d]. d

In Proposition 4.3 below, we see that G is orthant preserving and that the iter-
ations G/~ and G| Qi-1 are equivalent under the isometry ¢. These iterations thus

have equivalent fixed point properties. It will suffice to analyze G| Q-1 in place of
+
G/r~.

PROPOSITION 4.3. Let v be a sign vector in R%. Then G has the following prop-
erties:
1. Ifue Qi1 then G(u) € Q4 1.
2. Ifu,w € St are such that u ~ w, then G(u) ~ G(w).

Proof. We first demonstrate that property 1 holds. Let hy,. .., hq be defined for

F in the same way that hy,...,hq are defined for F in section 3. Then 0;,F(u) =

20 (u2)u; for all i € [d]. Under Lemma 3.1, sign(x)h’(z) > 0 on for all x € R and

all i € [m]. As h; := 0 for all i € [d] \ [m], it follows that sign(u;)d;F(u) > 0 for all
€ [d]. Thus, C_v'(u) € Qi1

We now demonstrate that property 2 holds. Since u ~ w, there exist sign values

s; € {+1, —1} such that u; = s;w;. By Assumption 2.1 (i.e., g; and hence its derivative

is either an even or odd function), we see that [0;F(u)| = |gj(u;)| = |gi(w:)| =
|0:F'(w)|. In particular, it follows that [[VF(w)[| = |[VF(u)|| and that [Gi(w)| =
|G;(u)| for each i € [d]. Thus, G(w) ~ G(u). 0

Throughout this section, we will assume that F(u) = > 1" g;(u;) is a positive
odeco function. The functions h; are defined as in section 3. We will analyze the
associated gradient iteration function G on the domain Q‘fl. It suffices to analyze
positive odeco functions on Q‘f% and the results can be easily extended to general
odeco functions on S9! due to Proposition 4.3. Unless otherwise stated, we will
also assume in this section that {u(n)}22, is a sequence in Qi‘l satisfying u(n) =
G(u(n —1)) for all n > 1.



562 MIKHAIL BELKIN, LUIS RADEMACHER, AND JAMES VOSS

We now proceed with the formal analysis of the global stability structure and the
rate of convergence of our dynamical system G/~. It will be seen in subsection 4.3
that the fast convergence properties of the gradient iteration are due to the strict
convexity in Assumption 2.2. However, we will spend most of our time characterizing
the stability of fixed points of G/~, in particular demonstrating that the hidden basis
elements eq, ..., e, are attractors and that for almost any starting point u(0), u(n)
converges to one of the hidden basis elements as n — oco.

We now give a brief outline of the argument for the global attraction of the
hidden basis elements. For simplicity, we provide this sketch for the case where
d = m. However, we will later provide all statements and proofs necessary to obtain
the global stability in full generality. This argument has four main elements.

1. Enumeration of the fixed points of the gradient iteration (subsection 4.1). We
enumerate the fixed points of G and see that, including the hidden basis elements
e1,...,eq, the dynamical system G actually has 2¢ — 1 fixed points in Q‘fl. In par-
ticular, we will see that for any subset S C [d], there exists exactly one fixed point v of
G in Qi_l such that v; # 0 if and only if i € S. The proof of this enumeration of fixed

points is based on the expansion G(u) = %, where VF(u) = Y7 hi(u?)e;,
and the monotonicity of the h] functions from Lemma 3.1. The proof also uses an
observation that the fixed points of G are exactly the critical points of F' on S¢~!
arising in the optimization view.

2. Hyperbolic fized point structure and stability/instability implications (subsec-
tion 4.2.2). We show that all fixed points of G are hyperbolic, i.e., the eigenvalues of
the Jacobian matrix are different from 1 in absolute value (Lemma 4.18). As such,
the stability properties of the fixed points of G can be inferred from the eigenvalues
of its Jacobian.

We denote by DG, the Jacobian of G evaluated at u, and we let p be a fixed
point of G outside of the set {ej,...,eq}. Then we show that as a linear operator
DGy : pt — pt, DG, has at least one eigenvalue with magnitude strictly greater
than 1. This implies that p is locally repulsive for the discrete dynamical system G,
except potentially on a low-dimensional manifold called the local stable manifold of
p (Lemma 4.19). As the local stable manifold of p is low dimensional, it is also of
measure zero. By analyzing the measure of repeated compositions of G~1 applied to
the local stable manifold of p, we are able to demonstrate that globally on the sphere,
the set of starting points u(0) such that u(n) — p is measure zero (Theorem 4.24).

We will also see that at a hidden basis element e;, DG, : - — ;" is the zero
map. In particular, e; is an attractor of the dynamical system G. Taken together,
these results show that the hidden basis directions e; are the attractors of the gradient
iteration and that all other fixed points are unstable.

3. The big become bigger, and the small become smaller (subsection 4.2.1). We
show that coordinates of u(n) go to zero as n — oo under certain conditions. In
particular, let S C [d] and let v be the fixed point of G such that v; # 0 if and
only if i € S. An implication of the convexity assumption, Assumption 2.2, is that
if u; > v;, then 0;F(u)/u; > 0;F(v)/v;, and similarly if u; < v;, then 0;F(u)/u; <
9;F(v)/v;. To see that these orderings hold, we use the expansion F'(u) = > """, h;(u?)
to see that 9;F(u)/u; = 2h}(u?) and we recall (from Lemma 3.1) that each A/ is an
increasing function. Using this monotonicity, we show that each gradient iteration
update has the effect of increasing the gap (as a ratio) between max;es 0;F(u)/u;
and min;cs 9;F(u)/u;. This implies a divergence between the coordinates of u(n)
under the gradient iteration.
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In particular, we show that if there exist an i € S and k € N such that w;(k) > v;,
then the ratio between maximum magnitude and minimum magnitude coordinate
values of u(n) within S goes to infinity as n — co. In particular, there will exist an
i € § such that u;(n) — 0 as n — oo.

4. Global attraction of the hidden basis (Theorem 4.26). We alternate between
applying parts 2 and 3 of this sketch in order to demonstrate that for almost any
u(0), all but one of the coordinates of u(n) go to zero as n goes to infinity. Part 3
of the sketch allows us to force coordinates of u(n) to approach 0. By part 2, the
trajectory never converges to one of the unstable fixed points of G. This guarantees
for any particular unstable fixed point v that a coordinate of u(n) eventually exceeds
the corresponding nonzero coordinate of v due to the interplay with part 3. As all
but one of the hidden coordinates of u(n) must eventually go to 0, it follows that
u(n) — e; for some i € [m] as n — oo.

4.1. Enumeration of fixed points. We now begin the process of enumerating
the fixed points of G. First, we observe that the fixed points of G are very closely
related to the maxima structure of F'.

OBSERVATION 4.4. A vector v € Q‘fl is a stationary point of G if and only
if there exists \* such that (v,\*) is a critical point of the Lagrangian'?® function
L(u, \) = F(u) — M|lul|* = 1]. In particular, if v is a stationary point of G, then
N Lpy, 20) = W (vF) for each i € [d].

Proof. This is a result of Lemmas 3.3 and 5.1. ]

With this characterization, we are actually able to enumerate the fixed points G.
Note that if v; = 0 for each ¢ € [m], then by the definition of G, v is a stationary
point. The remaining stationary points are enumerated by the following lemma.

LEMMA 4.5. Let S C [m] be nonempty. Then there exists exactly one stationary
point v of G|Qd—1 such that v; # 0 for each i € S and v; = 0 for each i € [m]\ S.
+

Further, v; =0 for each i € [d]\ S.

Proof. We prove this in two parts. First, we show that a v exists with all of the
desired properties. Then we show uniqueness.

Claim 4.6. There exists v a stationary point of G|Qd—1 such that v; # 0 if and
+
only if i € S.

Proof of claim. We will construct v as the limit of a sequence. Consider the
following construction of an approximation to v whose precision depends on the mag-
nitude of % where N € N.

1: function APPROXFIXPT(N)
2: u<+0
3 for i < 1to N do
4 j  arg ming g hj (up)
5 Uj < 1/ U? + %
6: end for
7 return u
8: end function

12This is the same Lagrangian function which arose in section 3. Its critical points (u, \) give the
locations u where F' satisfies the first-order conditions for a constrained extremum on the sphere.
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Let €g > 0 be fixed. Let ¢, = %60 for each k € N. Since [0, 1] is a compact space
and there are a finite number of h; functions, the h}’s are uniformly equicontinuous
on this domain. Thus for each £k € NU {0} and all ¢ € S, there exists d; > 0 such
that for z,y € [0,1], |z — y| < 0y implies that |h}(z) — hl(y)| < ex. We fix constants
N € NU {0} such that (1) N%c < ¢ for each k, (2) for each k > 1, Ny, is an integer
multiple of Ny, and (3) Ny > |S|. Then we construct a sequence {u(k)}32, by setting
u(k) = APPROXFIXPT(N) for each k € NU {0}. It follows by construction that
|hi(ug (k) — B (u3 (k)| < e for each 7,5 € S.

It can be seen that min;es h}(u?(k)) > min;es hi(u2(0)) > 0 for each k € N.
To see the second inequality min;es h}(u?(0)) > 0, we note that the h}’s are strictly
increasing from 0 by Lemma 3.1, and in particular during the first |S| iterations of
the loop in APPROXFIXPT, a new coordinate of u will be incremented. To see the
first inequality min;es h}(u?(k)) > min;es h;(u?(0)) for each k € N, we argue by
contradiction. Let j = arg min,cg hj(u7(k)). If h(uF(k)) < minmpiies hi(u7(0)),
then u?(k) < min;es u?(0), and thus there exists £ € S with £ # j such that
uZ(k) > u2(0). However, for this to be true, then during the course of the execution of
APPROXFIXPT(Ny) the decision must be made at line 4 that ¢ = arg min, g b}, (u?)
when u? = u2(0) (since Ny is an integer multiple of Ny). During this update, strict
monotonicity of hj implies that h/;(u3) < h)(u?(k)) < minginies hj(ui(0)) < hj(uf).
But this contradicts that £ = arg min, g h},(uf) at line 4. It follows that there exists a
A > 0 such that for each i € S and each k € {0,1,2,...}, we have that h}(u?(k)) > A
and in particular that u?(k) > minjes(h}) ™' (A) > 0.

Since S9! is compact, there exists a subsequence i,142,43,... of 0,1,2,... such
that the sequence {u(ix)}$2, converges to a vector v € S9!, Since each u(iy) €
Qi‘l, v E Q_dfl. Further, since the uf (i)’s are bounded from below by a constant
A" = minjes(h})7'(A) > 0 for each j € S, we see that v; > A’ > 0 for each
j € 8. That is, v; = 0 if and only if i € S. Further, for any j,¢ € S, hj(v?) —
S (v3) = limy o0 [P (uf (ir)) — B (u3(ix))] = 0, and in particular hj(v7) = h;(v?). By
Observation 4.4, v is a stationary point of G. A

Claim 4.7. There exists only one stationary point v of G| Qi such that the
following hold: (1) v; #0ifi € S and (2) v; =01if i € [m]\ S.
Proof of claim. We first show that if v is a stationary point of G|Qi—1 meeting

the conditions of the claim, then v; = 0 for each ¢ € [d] \ [m]. To see this, we use
Observation 4.4, and we note that for each ¢, j € [d] such that u; # 0 and u; # 0, then
i(u7) = hfs(u). In particular, choosing i € S, we see that hj(u7) > 0. But for each
i € [d]\ [m], h; := 0 implies that h}(u?) = 0. In particular, for i € [d] \ [m], u; = 0.

Now suppose that there are two stationary points v and w meeting the require-
ments of this claim. By Observation 4.4, there exist Ay and Ay, such that hl(v?) = Ay
and h}(w?) = A\w for each i € S. If A\y < Ay, then strict monotonicity of each h/ im-
plies that v7 < w? for each i € S. But this contradicts that Y, gv? = 1=, gw?.
By similar reasoning, it cannot be that Ay, < Ay. As such, Ay, = Ay, and further for
each i € S it follows that h/(v?) = hl(w?). Using strict monotonicity of the h}’s, we
see that v =w.

Note that the v constructed in Claim 4.6 provides the unique solution to this
claim. O

4.2. Convergence to the hidden basis directions. So far, we have enumer-
ated the fixed points of the dynamical G on Qi‘l. We now analyze the stability



EIGENVECTORS OF ODECO FUNCTIONS 565

properties of these fixed points. In subsection 4.2.1, we create a divergence crite-
rion from the fixed points of G excluding the hidden basis elements ey, ..., e,,. This
divergence criterion sets up a natural manner under which the large coordinates of
u(0) can increase in magnitude while other coordinates are driven rapidly towards 0.
Then, in subsection 4.2.2, we demonstrate that the set of hidden basis elements of G
are essentially global attractors of the dynamical system. In particular, it is seen that
each e; is locally an attractor and that for u(0) drawn from a set of full measure on
S?=1 the sequence u(n) converges to one of the hidden basis elements.

The main intuition for why the gradient iteration converges to a hidden basis
direction comes from two key concepts (working in Q‘fl with a positive odeco func-
tion):

1. For each iteration there is an implicit ordering i <., j if 2} (u;(n)) < h’;(u;(n))
such that the ratio
o) wn 1) _ Gi(a(n) _ hi(ui(n)?)us(n)

uj(n+1)  Gj(a(n))  hj(u;(n)?)u;(n)
expands from wu;(n)/u;(n) if and only if ¢ >, j.

2. The function n — max; h/(u;(n)?) is nondecreasing and n + min; h/,(u;(n))
is nonincreasing.!®> As such, the maximal expansionary effect seen between
coordinates in part 1 can only increase with each iteration.

These two ideas provide intuition for why the gradient iteration should drive coordi-
nates to zero until a hidden basis direction e; is recovered. By repeated use of the
gradient iteration, we expect u;(n) — 0 for some j in order to support the expansion
of the fraction wu;(n)/u;(n).

Interestingly, these two observations hold even if Assumption 2.2 is relaxed to al-
low functions g; where g;(1/x) is convex but not strictly convex and if Assumption 2.3
is omitted.!* We conjecture that guarantees similar to those of matrix eigenvector
recovery via the power iteration are achievable for more generic odeco functions sat-
isfying such relaxed assumptions. However, formulating precise statements for when
odeco basis recovery works in such relaxed conditions is beyond the scope of this
paper.

Where the analysis of odeco functions is more challenging in our setting than in
the matrix and tensor settings is that the ordering <,, changes with n. In the matrix
setting, each h/(u;(n)?) = \; is simply the ith eigenvalue making the ordering <,, fixed
for all n. If A1 corresponds to a maximal eigenvalue with multiplicity 1 and u;(0) # 0,
then it is not difficult to see that |uj(n)|/|u;(n)] — oo as n — oo under the power
iteration by repeated application of (9) for all ¢ # 1; indeed, this is a standard proof
of convergence to the top eigenvector in the matrix setting. In the odeco function
setting <, is not fixed. Because we cannot directly chain together applications of (9),
we do the following:

1. In subsection 4.2.1 we rely on an interplay between the coordinates of u(n)
in the <,, ordering and the coordinate values of a fixed point v of G to create
a globally expanding ratio which forces a coordinate of u(n) to zero.

2. In subsection 4.2.2 we use stable-unstable manifold theory to show that
{u(n)}2, converges to a hidden basis direction e; given almost any starting
point.

13See Lemma 4.12. We do not actually prove that n +— min; |/ (u;(n))| is nondecreasing, as we
do not end up needing this fact, but the proof closely resembles that of Lemma 4.12 with the roles
of max and min swapped and also the ordering role of < reversed to >.

14In particular, the proof of Lemma 4.12 holds under this relaxation.
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Notation. Throughout this subsection, we will make use of the following notation.
Given a S C [d], we define the projection matrix Ps := ), g eel. In particular, this
implies Psu := ), g u;e;. We will denote the set complement by & := [d] \ S. Two
projections will be of particular interest: The projection onto the distinguished basis
elements P, ju := >t uie; and its complement projection which we will denote by
Pyu = E?:mﬂ u;e;. In addition, if X is a subspace of R%, we will denote by Py the
orthogonal projection operator onto the subspace &

We denote by vol;_; the volume measure on the unit sphere S*~!. When the
value of k is clear, we suppress it from the notation and simply write vol for the
volume measure on the unit sphere (“surface area measure”). Finally, if f: M — N
(with M and N manifolds), we denote by D fx the Jacobian (or transposed derivative)
of f evaluated at x. We also treat D fx as the linear operator between tangent spaces:
Dfx : TxM — Tyx)N, where T5x M denotes the tangent space of M at x. See the
book of do Carmo [16] for an overview of Riemannian manifolds and the definition of
volume on manifold surfaces.

4.2.1. Divergence criteria for unstable fixed points.

PROPOSITION 4.8. There exists € > 0 such that the following hold. Let v € in.fl
be a stationary point of G, denote Sy := {i | v; # 0}, and suppose Sy C [m]. Suppose
| Ps,u(0)|| <€ and there exists i € Sy such that u;(0) > v;; then there exists j € Sy
such that uj(n) — 0 as n — co.

We now proceed with the proof of Proposition 4.8. We will need a couple of facts
about the behavior of small coordinates of {u(n)}52, under the gradient iteration.
In particular, we need to show that G(u) is generally well behaved (i.e., ||[VF(u)]| is
typically separated from 0) and that the small coordinates of u(0) are attracted to 0.

LEMMA 4.9. Let F be a fized odeco function. Given A € [0,1), there exists L > 0
such that the following holds: For allu € Q4" such that | Pou|| < A, |VF(u)|| > L.

Proof. Since 3, ui = 1 — [[Pouf® > 1 — A?, there exists j € [m] such that
u; > 1/%. It follows that

IVE@? = (2hi(uf)ui)® = max 4k (uf)*u

P i€[m] ¢

1-A%\ 1-A?
> 4R (u3)*u3 > min 4h;( ) : >0.

i€[m)] m m

For the last inequality, we use that each hf is strictly increasing on [0,1] from 0. 0O

LEMMA 4.10. Let F be a positive odeco function, let C > 0, and let A € [0,1).
There exists € > 0 such that the following hold: Letu € fo__l be such that || Pyu|| < A.
Define Ac :=={i|u; <e€}. Forallie A., Gi(u) < Cu;.

Proof. For all i € [m], h} is continuously increasing from h}(0) = 0. Given any
L > 0, there exists € > 0 such that for all i € [m], u; < € implies that 2h}(u?) < CL.

With the choice of L from Lemma 4.9 and the above construction of €, we obtain the

following: For all i € A, G;(u) = z‘lllv;(%ggﬁf < Ci"f‘ = Cu;. |

COROLLARY 4.11. Let F be an odeco function. There exists € > 0 such that the
following hold: Let {u(n)}$2, be a sequence in Q‘i_l defined recursively by u(n) =
G(u(n — 1)) such that ||[Pou(0)| # 1. Let Ac(n) := {i | uj(n) < 5=€}. Then A.(0) C
A1) C A2) C -
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Proof. We then apply Lemma 4.10 with the choice of C' = 5 in order to choose .
With this choice of €, we see that A.(n) D Ac(n—1) for all n E N by Lemma 4.10. O

In the following lemma, we identify a useful notion of progress for the gradient
iteration.

LEMMA 4.12. The function n — maX;e[m |h;(u;i(n)?)| is a nondecreasing function
of n.

Note that when given a stationary point v € Qi_l, Observation 4.4 implies the
existence of A > 0 such that h}(v?) = A for alli € Sy. Asthe h}’s are strictly increasing
functions, we note that for an i € Sy, u;(k) > v; if and only if A} (u;(k)?) > hl(v?).
This gives a natural divide between small and large coordinates within Sy based on
the fixed point v : u;(k) is “large” if w;(k) > v;, and this notion of large agrees with
the notion of “large” that h’(u;(k)?) > A. The measure of progress from Lemma 4.12
will be useful in demonstrating that once there exists a large coordinate within Sy,
then the gradient iteration increases the size of large coordinates at the expense of the
size of small coordinates within Sy until one of the small coordinates u;(k) is driven
to 0.

Proof of Lemma 4.12. Let A := {i | u;(0) # 0}N[m]. We may assume that A # (),
as otherwise {u(n)}5, is a constant sequence, leaving nothing to prove. We only need
to consider the indices in A since for all i € A, G;(u(n + 1)) o< hf(u;(n)?)u;(n) = 0.
We note that for i,j € A,

G;(u(n+1)) _ Rl (u;(n)?) ~ui(n)
Gilu(n+1))  hj(ui(n)?) u;(n)

Fixing i* = arg max;¢ 4 |h}(ui(n)?)|, we see that the ratio
all j € A. In particular,

|G (u(n+1))] [uj (n)]
[Gor (a(aF N = Tage (] 0T

(u(n u;(n)? 1
Z = ()2
G+ (u( n+1 jeAG u(n ]eAuz* u (n)
implies that |G« (u(n +1))| > |us+|. As each k. is a monotone function on [0, 1], it
follows that

s 1]+ 1)%)] 2 W o 1)) 2 I o (n)?)] = ma [l (n))]

We now proceed with the proof of Proposition 4.8.

Proof of Proposition 4.8. We set A = h/(v?) for any i € S,. Using Observa-
tion 4.4, we see that A = h/(v?) for all i € Sy. We choose € > 0 sufficiently small such
that u;(0) < e implies that h}(u;(0)) < A and also such that e satisfies the conditions
of Corollary 4.11.

We will assume that u;(0) # 0 for each ¢ € S, since otherwise u;(n) = 0 for
all n € N (for this choice of i), leaving nothing to prove. We will make use of the
following claims.

Claim 4.13. For any w € Qi‘l, there exists j € Sy such that w; < v;.
Proof of claim. As ||Ps,w]||*> = > ies, wi<1l= Dies, U 2, it must hold that for

some j € Sy, w; < v;. Otherwise, we would reverse the inequality, i.e., > ;s w;(n)? >
D ies, v? = 1, which yields a contradiction. A
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Claim 4.14. Given a fixed n > 0, there exists a choice of A > 0 such that the
following hold: If w € Qi‘l satisfies that w; # 0 for all i € Sy, that there exists

wi/vi > q + 7, then max; ; Gi(w)/vi

i € Sy such that w; > v;, and that max; jes, wiTvs 2 G 2

(14 A)max; jes Wi/ vi

v w; /v
Proof of claim. Using Observation 4.4, there exists A such that A = hl(v?) for

each i € Sy. Since hf is strictly increasing on [0,1] for each ¢ € [m], there exists a
A > 0 satisfying the following for each i € Sy:

1. Whenever z > v; + n/4, then h/(fmj) > 1+ A for each i € S,.
2. Whenever z < v; — /4, then h;(f) < ﬁ for each i € Sy.

Further, whenever % > 1+, either w; > v; +n/4 or w; < v; —n/4 holds. This
can be seen by arguing via the contrapositive: If neither condition holds, then

wi /v _ 14+n/4 n/2
< =1+ <l+mn,
wefor S T—ad =TTy
where the last inequality uses that 1 —n/4 < 3.
Choosing (i,7) = arg max; jcs, Zj’;zl , we write

Gi(w) vk B (ww; /i By (w)/X wifv;

But by the construction of A, we see that one of hj(w7)/A > 1+ A or [If(wF)/N~" >
1+ A. Using that h} is strictly increasing we obtain that Af(w?)/A > 1+ A and
[h;(w?)/A]~" > 1. Combining these results yields

Gi(w)/vi _ hi(w)wifvi _ hi(wi)/X  wi/v;

G (w)Jor > (1+A4A)

wi/vi
’LU]'/’U]‘ ' A

Claim 4.15. Suppose there exists ig € Sy such that u;,(0) > v;,. Then there
exists A > 0 such that the following holds: Defining M,, := max; jes, :LEZ%Z], then
M, > (14+A)". '

Proof of claim. Setting n = u;,/v;, — 1, we construct A as in Claim 4.14. We
define i, := arg max;c g wu;(n)/v; and j,, := arg min;c g u;(n)/v;.

We proceed by induction on n with the following inductive hypothesis: For all
neN, M, >1+n)(1+A)" and u;, (n) > v,,.

Base case n = 0. By Claim 4.13, there exists j € Sy such that u;(0) < v;. Thus,

< v;. It follows that % > 1+ n. Note that u;,(0)/v;, > 1+ n by the

Ujo
construction of 7.
Inductive case. We assume the inductive hypothesis for n. We apply Claim 4.14

to see the final inequality in

Uinga (A 1)/ G, (u(n))/vi,
Wjp 1 (TL + 1)/Uj B Gjn (u(n))/vin

To see that u;, ,(n + 1) > v;, we use that hf(v}) = X, strict monotonicity of the
h}s, and Lemma 4.12 to see that max;es, hj(u;(n+1)%) > bl (u;, (n)*) > b} (v} ) =
A. It follows that there exists ¢ € Sy such that u;(n + 1) > v;, and in particular
Wiy gy (n + 1) > Vipyq- A

e
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Note that as a consequence of Claim 4.15, min;es, u;(n) — 0 as n — oo. Choose
€ > 0 according to Corollary 4.11. There exist j € Sy and N > 0 such that u;(N) < e.
Applying Corollary 4.11 on the sequence {u(n+ N)}>2,, we obtain that u;(n+ N) <

2%6 for all n € N, and in particular uj(n) — 0 as n — oo. O

4.2.2. Almost everywhere attraction of the hidden basis. In this subsec-
tion, we demonstrate that given a generic starting point u(0), then u(n) — e; as
n — oo for some i. Our proof relies on the theory of stable-unstable manifolds of dy-
namical systems. Before proceeding, we first review the results from stable-unstable
manifold theory that we require.

Given a linear operator T' : R¥ — RF  its eigenspace may be decomposed into
several subspaces. Denote by (A1,v1),...,(Ag, Vi) the eigenvalue-eigenvector pairs
for T', and define the subspaces:

ES(T) :=span{v; | [\ <1},
EN(T) = span{v; | [\ > 1},
EC(T) := span{v; | |\i| =1} .

ES(T), EY(T), and £Y(T) are called the stable, unstable, and center subspaces of the
linear operator T'. Each subspace name captures a property of the fixed point 0: It is
an attractor on the stable subspace, a repeller on the unstable subspace, and neither
on the center subspace.

Let x* be a fixed point of a general (nonlinear) discrete dynamical system f. When
Df(x*) has no center subspace (or alternatively when D f(x*) can be decomposed as
ES(Df(x*)) @ EY(Df(x*))), then x* is said to be a hyperbolic fived point of f. For
a hyperbolic fixed point of a discrete dynamical system, the dimensionality of the
space on which the dynamical system converges to x* is locally determined by the
dimensionality of £5(Df(x*)).

More precisely, letting choices of x(0) implicitly define sequences {x(n)}52, re-
cursively by x(n) = f(x(n — 1)), the locally stable manifold of a fixed point x* is
defined as follows.

DEFINITION 4.16. Within a neighborhood U of x*, the manifold
Lioo(x") = {x(O) e U | lim x(k) = x*,x(k) € U Vk € N}
k—o0

is called the local stable manifold.
The following result is a special case of Theorem 2.2 of Luo [29].

THEOREM 4.17. Let f : X — X be a discrete dynamical system with a hyperbolic
fixed point x* such that f is continuously differentiable on a neighborhood of x*.
Then dim(Lj,e(x*)) = dim(E° (D f(x*))). Further, there exists § > 0 such that for all
X(0) & Lioe, there exists N € N such that ||x(N) — x*|| > 6.

We now proceed in arguing that for a sequence {u(n)}&° in Qi_l, the gradient
iteration for a positive odeco function converges to one of the odeco basis elements e;
given almost any starting point. We first demonstrate (in Lemma 4.18 below) that
the fixed points of G are hyperbolic except for the odeco basis directions. As a direct
implication, locally to any fixed point v of G besides the hidden basis elements, the
local stable manifold M of v is not of full dimension, making it so that locally the
gradient iteration is repulsive except on the O-measure set M (Lemma 4.19). We later
build up global convergence properties from these local results.
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In what follows we will make use of 73,S%~!, the tangent space (or tangent plane)
of the sphere S4~! at v with v treated as the origin. This may alternatively be defined
as TyS% !l i=vt={uecR?|ulv}

LEMMA 4.18 (hyperbolicity of fixed points). Let v € Qfl be a fixed point of G,
and suppose that Sy := {i | v; # 0} is contained in [m]. Let ¢ : Ty, S4™1 — S4=1 be the
exponential® map. We let R = R(Ps,) and K = R(Ps,). Then D[¢ o G o ¢y
is a symmetric matriz which satisfies the following:

1. [D[gpo G o ¢ ywllk is the O map.
2. [D[poGo ¢ sy — Il|rave is strictly positive definite. In particular, there
exists X\ > 0 such that for any w € RNvt, wl'D[poGog~ ]y — Pslw > \.

Proof. We expand the formula D[¢ o G o ¢~ ], to obtain
(10) D[¢ oGo ¢_1]v = D¢Go¢ V)DG¢ 1(v)D¢ = P, DG, P,. .

Since G(u) = VF(“) , the Jacobian of G is

HF(u) VF)VF()THF(u)  Pguy:HE(u)

(11) DG, =

IVE@)] IVE(u)]? ~ IVE)]
As v is a fixed point of G, (11) implies that DG, = % As such, (10) becomes
DipoG ooty = - P HF(V)R
oo Py V)IyL,
IVEW)

which is a symmetric map.

’ 2 e
Since v = G(v) = [Tr(y = ZSfopm s we see that 2h{(v?) = [VF(v)]| for

each i € §. Expanding HF(v), we thus obtain

HF(v) _Z4h”( 2)v? + 2h (v Z4h” (v

IVEMVT IVEW)] vE ot P

i€S

Notice that the first summand is strictly positive definite on R(Ps) and that the
second term is the identity map on R(Ps). Careful inspection of the resulting equation

D[¢poGog¢™! P,.

Z HVF ze + Ps

gives all of the claimed results. In particular, if x € K, we note that x € v and
x L e; for each i € S; thus, [Y,cs Tv},%eief + Ps|P,1x = 0. Further, for a
nonzero x € RN v+, we have that the nonzero coordinates of x are contained in S.
Thus, using that the coefficients 4} (vZ)v? are strictly positive for i € S, we obtain

XT[D[féoGo(b_l]v—I]XzXT[ZZWI(W?)%2 T1x> 0.

i€S 0

15The exponentlal map for a point on the sphere exp,, : Ty 841 — 591 js defined by exp,, (x)
v cos(||x]||)+ ”x” sin(||x||). For our purposes, we only use that exp,, is a coordinate system ¢ of S%~

containing v such that D¢y = D¢v =P,..

1



EIGENVECTORS OF ODECO FUNCTIONS 571

LEMMA 4.19 (local stable manifold).  Suppose that v € fo__l is a Sstationary
point of G. Let Sy = {i | v; # 0}. Suppose that Sy C [m]. In a neighborhood U of v
on 8?1 there exists a manifold My C U such that the following hold:

1. ve Mg.

2. dim(Mg) = dim(R(Pg)) = d — |Sy|.

3. There exists a § > 0 such that if u(0) € U \ Mg, then for some N € N,
Ju(N) —v| > 5.

4. Ifu(0) € Mk, then u(N) — v as n — oo.

In Lemma 4.19, Mg is called the local stable manifold of v.

Proof of Lemma 4.19. Notice in Lemma 4.18, K := R(Ps) is the O-eigenspace of
[D[p o G o ¢p~1]y]|,r, and R := R(Ps) is the span of nonzero eigenvectors of [D[¢ o
G o ¢7Yy]|,1, with each eigenvalue of R being strictly greater than 1. Further,
dim(K) =d — |Sy|.

Applying Theorem 4.17, we obtain the existence of a locally stable manifold My
for the discrete dynamical system G with dim(Mg) = dim(K) = (d — 1) (that is,
property 2). The construction from Theorem 4.17 also implies that My satisfies
properties 1, 3, and 4. 0

In Lemma 4.19, dim(Mg) = d — |Sy| implies a number of things. If v is one of
the hidden basis elements e;, then |Se,| = 1 implies that dim(Mg) = dim(S¢71). In
this case, Mk is an open neighborhood of e;. Thus, the hidden basis elements are
stable attractors.

PROPOSITION 4.20. The directions ey, ..., ey are attractors of G|Qd—1 .
+

Also under Lemma 4.19, if v & {e1, ..., ep}, then |Sy| > 2 and dim(Mg) < d—2.
In this case, M has volume measure 0 on the sphere’s surface, and in particular v
is an unstable fixed point of G.

We now wish to demonstrate that the set X := {u(0) € S¢~! |u(n) = vasn —
oo} has measure 0 globally on S9~1. We will proceed first in the setting in which d =
m. In this setting, we will see that G~ is a well defined function which maps measure
0 sets to measure 0 sets (Lemmas 4.21 and 4.23). Using that X' can alternatively be
viewed as the set of preimages of My under repeated application of G=! we will
obtain that vol(X) = 0 as desired (Theorem 4.24).

LEMMA 4.21. Suppose that d = m and that F is a positive odeco function. Then
G : St = 8971 s a continuous bijection.

Proof. Since F'(u) = Z?:l hi(u?), we obtain

S 20 (u)use

(12) G = = F )]

To see that G is continuous, we note that Lemma 4.9 implies that ||[VEF (u)| # 0 on
its entire domain (since d = m). As both the numerator and denominator of (12) are
continuous, G is continuous.

To see that G is one-to-one, we fix x,y € S9! and suppose that G(x) = G(y).
Then G(x) = G(y) implies that 2h}(z?)z; oc 2h)(y?)y;, and in particular there ex-
ists A > 0 (positive since G is orthant preserving by Proposition 4.3) such that
2hL(x2)z; = N2hL(y2)y; for all i € St If X < 1, then |hL(2?)x;| < |hi(y?)yil
implies (by monotonicity of each k) that x? < y? for all i, which contradicts that

IIx||? = |ly||> = 1. Similarly, it cannot happen that A > 1. Thus, A =1, and x =y.
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We now argue that G is onto. Fix u € S9!, We will show that there exists w
such that G(w) = u. By the symmetries of the problem, we may assume without loss
of generality that u; > 0 for each i € [d].

We let a1,...,ap be an enumeration of S := {i | u; # 0}. For each k € [{], we
define T'®) : (0,1] — R by T(*)(C) = (21,...,2%) such that Al (xf)xz/(hflj (23)x;) =
Uq, [Ua, for each i,j € [k], [T®)(C)|| = C, and z; > 0 for all i € [k]. We proceed by
induction on k in proving that I'®) is well defined. In the base case, IV (C) = (O).
We now consider the inductive step.

Suppose the inductive hypothesis holds for k. Define 5(C,t) := (T8 (v/C — 2),1).
As the functions z + hl(2%)z are continuous and strictly increasing from 0 when
z; = 0, it follows that

Pos Brr1(C, 1)) Bry1(C 1)
hi,, (Br(C,1)?)Bk(C,t)

satisfies lim;_o+ po(t) = 0 and limy_ o+ po(t) = +o0o. Since pe is a continuous
function on (0,C), there exists tg € (0,C) such that pc(to) = Lokl Iy particular,
k

defining T*+1D(C) = (TR (,/C —12),t) according to this construction, it can be
verified that [T **+1(C)| = C and that

pe(t) =

n, (OO e)
¥ '(F(_kﬂ)(c)z)r(kﬂ)(c) U,

;g J

for all 7, j € [k] as desired.
By construction, G( Zle I‘Ez)(l)eai) =u O
LEMMA 4.22. Let A:={u € S |u; #0 for alli € [d]}. Ifd =m and if F is
a positive odeco function, then G has the following properties:

1. G(A) = A.
2. For allp € A, DGy : Tp S9! = Tgp) ST is full rank (invertible).
3. G(A) = A.

Proof. We first prove parts 1 and 3. Since each h/(u?)u; = 0 if and only if u; =0
(by Lemma 3.1 and by antisymmetry of h}), it follows from (12) both that u € A
implies G(u) € A and that u € A implies G(u) € A. Thus, G(A) C A and G(4) C A.
Since G(S91) = S9! (by Lemma 4.21), it follows that G(A) = A (since otherwise
A ¢ G(A) and AN G(A) = 0 implies that A ¢ G(AU A) = G(S?71)). By similar
reasoning, G(A) = G(A).

We now prove part 2. Fix p € A. Without loss of generality, we assume that
pi > 0 for all i € [d]. Fix a nonzero x € TpS*"!. Since (p, x) = >, pi%; = 0 and
x # 0, there exists j, k € [d] such that z; < 0 and 3 > 0. Note that

PG(p)iHF(P) 1 a 2\, 2 2 T
DG(p) = = Papyr )[40 (07)pi + 20 (p; )]eie;
NE@I V@ e 2

satisfies (by Lemma 3.1 and Assumption 2.2) that each [HF(u)];; > 0; it follows that
[HF(u)x]; <0 and [HF(u)x]x > 0. Since G(p) € A satisfies G;(p) > 0 for all i € [d],
we see that HF'(u)x }f G(p), and thus DG(p)x # 0. |

LEMMA 4.23. Suppose d = m and that B C S has volume measure 0. Then
vol(G~Y(B)) = 0.
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Proof. We let the set A be as in Lemma 4.22. Since G(A) = A (by Lemma 4.22),
G~Y(A) = A. In particular, G"1(BNA) C A implies that vol(G~1(BN A) < vol(A) =
0.

On the open set A = G(A), Lemma 4.22 combined with the inverse function
theorem implies that G~! exists and is a continuously differentiable function. As
BNA C Ais ameasure 0 set, Theorem D.1 implies that G=1(BNA) is a measure 0 set
by using an appropriate choice of coordinate atlas for S¥~1. For instance, we fix p € A
and let ¢ : R¥~! — §9=1\ Ip} denote the coordinates arising from the stereographic
projection through p. Then consider the map ¢~ oG Lo ¢ : ¢~ 1(A) — ¢~ 1(A). As
the canonical Riemannian metric on the sphere has everywhere positive determinant,
vol(B N A) = 0 implies that ¢~1(B N A) has Lebesgue measure 0. By Theorem D.1,
it follows that ¢~ (G (BN A)) = ¢ Lo G Lo (¢~ (BN A)) has Lebesgue measure
0, and hence vol(G™'(BN A)) = 0.

Combining these results, we see that vol(G~1(B)) = vol(G~1(BNA))+vol(G~ (BN
A))=0. O

THEOREM 4.24. Suppose that d = m. Let S C [m] be such that |S| > 2, and
let v be the stationary point of G such that v; # 0 if and only if i € S. Define
X, = {u(0) € S ! | u(n) = v asn — oo}. The set X, has volume measure 0 on

1

Proof. In this proof, we denote repeated applications of the gradient iteration and
its inverse by

GH =Go-.-0@G and GER) =g lo...oGt
——— | —
k times k times

with G(®) being the identity map.

Let U, Mk, and § > 0 be as in Lemma 4.19. For each u(0) € X, there exists
N > 0 such that for all n > N, u(n) € U N B(v,d). Lemma 4.19 implies that
u(n) € Mg for all n > N. In particular, it follows that u(0) € G~ (M) for all
n > N. As such, X, C 0", G (Mk).

Since vol(Mg) = 0, Lemma 4.23 implies vol(G(~") (Mx)) = 0 for all n € N. As
such, vol(X) < vol(U2Z, G (M) < 3202 vol(G™ (M) = 0. 0

We now proceed in showing (in the case where d = m) that for almost any
starting point u(0) € Q4 ', there exists i € [d] such that u(n) — e; as n — oo.
The essential ingredients are the preceding measure 0 argument from Theorem 4.24
combined with Proposition 4.8 and Lemma 4.25 below. In particular, Theorem 4.24
implies nonconvergence to the unstable fixed points of the dynamical system G from
almost any starting point, Proposition 4.8 provides criteria under which coordinates of
u(n) can be driven towards 0, and Lemma 4.25 below will serve as a bridge between the
nonconvergence to unstable fixed points of G and the preconditions of Proposition 4.8
for demonstrating that all coordinates are driven to 0.

LEMMA 4.25. Let v € Qi_l be a fized point of G, and let S := {i | v; # 0}. Let
u e Qi_l be such that ||Psul| < in and such that |[u — v|| > n. Then there exists
i €8 such that u; > (1+ in*)v; and j € S.

Proof. Expanding [lu — v||* > n? yields |ul|* — 2(u, v) + [|[v[*> > n*. Hence,
> ies wivi < 1 — 302 (since [[ul|* = ||v[|? = 1). Assume for the sake of contradiction
that u; < (14 €)v; for all i € S, where € > 0 is arbitrary, to be chosen later. Then
D ies Wity > 1%_6 Yies Ui = 1%_6(1 — ||Psu|?). In particular, we obtain
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1 1
(1 - |Psul?) <1— =p?
sy <1 L
1
1< (1+e) <1 — 27]2> + ||Psul|® .

In particular, with the choices of € < 7% and ||Psul|* < 172, we obtain

2

1 1 1
14 =21 = 2,2 1.2
() ()

which is a contradiction. 0

1
1< +e>(1 - 772) T |Psulp?

THEOREM 4.26 (global attraction of the hidden basis). Suppose that d = m.
There exists a set X C Qfl with vol(X) = 0 and the following property: If u(0) €
QUM \ X, then there exists i € [m] such that u(n) — e; as n — 0.

Proof. Let p : 2M — Qi‘l (denoting by 2™l the power set of [m]) be the map
which takes S C [m] to u(S) the stationary point of G in Q%" such that ;(S) # 0
if and only if i € S. We define X),(s) as in Theorem 4.24. Let X := (J{&X,s) | S C
[m],|S| = 2}. Using Theorem 4.24, we see that vol(X) < 3 s (1552 vol(r(S)) = 0.
It remains to be seen that u(0) ¢ X implies the existence of ¢ € [m] such that
u(n) — e; as n — co. The main idea behind the proof is to demonstrate that various
coordinates of u(n) approach 0 until only one coordinate remains separated from 0.
We will recurse on the following claim.

Claim 4.27. Let S C [m] be such that |S| > 2. If u;(n) — 0 for all i € S as
n — oo, then there exists j € S such that u;(n) — 0 as n — oco.

Proof of claim. Fix v = pu(S). Since u(0) € Xy, there exist n > 0 and an infinite
subsequence ng, n1, ng, ng, ... of N such that [[u(n;) —v|| > n for each i € N. Further,
since ||Psu(n)|| — 0 as n — oo, there exists N € N such that |[Psu(n)| < in for
allm > N. Choose i € N such that n; > N. By Lemma 4.25, there exists j € S
such that u;(n;) > v;. Thus, Proposition 4.8 implies the existence of k € S such that
ug(n) = 0 as n — oc. A

We set Sp = [m]. Using Claim 4.27, we see that there exists ¢ € [m] such that
u;(n) = 0 as n — co. We construct &y = S \ {i}.

By repeating this application of Claim 4.27, we can construct a strictly decreasing
sequence Sp D 81 D -+ D Sp—1 such that for each k, |Sg| = m — k and for all i € S,
u;(n) — 0asn — oo. As ||Ps,,_,u(n)||>+||Ps, _,u(n)||* =1 with Ps__ u(n) — 0 as
n — oo, it follows that | Ps,,_,u(n)||*> — 1 as n — oo. Letting j be the lone element
in S,,—1, we see that u(n) — e; as n — oo. 1]

We now extend our result from Theorem 4.26 to the general setting in which
d>m.

THEOREM 4.28. Suppose that 1 < m < d. There exists a set X C Q‘fl with
volg—1(X) = 0 which has the following property: If u(0) € X, then there exists i € [m]
such that u(0) — e; for some i € [m].
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Proof. We note that the case that m = 1 is trivial, as G(u) = e; for all u €
Qi‘l \ ei and since e{ has volume 0. We assume without loss of generality that
m > 2, thus making S™~! a smooth manifold.

Throughout this proof, we will treat R™ as a subset of R? within span{e; | i € [m]}
by mapping (21,...,Zm) — (Z1,...,Zm,0,...,0) so that we can abuse notation and
have x € R™ also part of the domain R?. In particular, we also will view ™1 ¢ §4-1
in this fashion.

We first construct a new family of odeco functions. In particular, we let A :=
B(0,1) Nspan{e; | i € [m]} (with B(0,1) the open ball of radius 1 in R?). We define
the functions g; : A x R by g;(p,t) := g:(t+/1 —||pl?), § : A x R™ by §(p,u) =
S gi(p,u;), and & @ Ax QT_l — QT_I such that &(p, e) is the gradient iteration
function associated with F(p, ). Notice that the functions F(p, ) are odeco functions.
Further, it can be verified that &(p,u) = G(p + uy/1 — ||p||?). It will sometimes be
more convenient to use a more pure function notation, and we thus define &, :=
&(p,e).

Define &), as & from Theorem 4.26 for the function &(0,e) = Glspan{e, jic[m]}-
We note that vol,,—1(X,,) = 0. By Lemma 4.23, we see that volm_1((’5;1(é’(m)) =0
for any p € A. As such,

vol (6 (X) = [ LI ol (@5 (X)dp =0

We define X := G71(X,,) U{u | u; =0 for all i € [m]}. Note that
volg_1(&X) < volg_1 (G~ (X)) +volg_1({u | u; =0 for alli € [m]}) =0 .

Also note that for any u(0) ¢ X, u(l) € Q7" and u(l) ¢ X,,. Applying The-
orem 4.26 to the sequence {u(n)}22, with gradient iteration function G|QT_1’ we

obtain that u(n) — e; for some i € [m)]. d

Using the symmetries of the gradient iteration (Proposition 4.3), Theorem 2.7 is
implied by Proposition 4.20 and Theorem 4.28.

4.3. Fast convergence of the gradient iteration. We now proceed with the
proof of Theorem 2.8. The stability analysis relied on the change of variable u — (u?)
(which gave rise to the definitions of h; for i € [d]) due to the fact that for each
i € [m], gi(z'/?) is convex on [0,1]. The fast convergence of the gradient iteration
algorithm relies on a more general change of variable u — (u}), where r > 2, and in
particular it is assumed that g;(2!/") is convex on [0, 1] for each i € [m]. We encode
this potentially stronger convexity constraint within our positive odeco function by
extending the definition of the h;’s from section 3 to the more general family of maps
Yir : [0,1] = R defined by ~;,-(z) := gi(x+) for i € [m] and i = 0 for i ¢ [m]. We
note that h; = ;2 on [0, 1] for each i € [d]. We then write

(13) F(w) = gi(u) =Y vir(uf)
=1 i=1

where each ;. is a convex function.
LEMMA 4.29. For alli € [m], ~}.(x) = %W;Q(x%)x% on the domain (0,1].
Proof. This is by direct computation. We have the formulas

1 1 _ 1 1 1—r
@) = seia)ad, (@) = —gleh)a’T

N
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We may rewrite . (x) as follows:

2 1
/ 2.2
r)/ir(‘r) r 291((31

2—r 2 2. 2-r
v

)9 (@) = Tt 0

PROPOSITION 4.30. Suppose that {u(n)}3 is a sequence in Q' defined recur-
sively by u(n) = G(u(n — 1)) which converges to a e; for some j € [m]. Then the
following hold:

1. The sequence {u(n)}>L, converges to e; at a superlinear rate.
2. Fizr > 2. If x — gi(x+) is convex for every i € [m], then {u(n)}>,
converges to e; with order of convergence at least r — 1.

Proof. Tt is sufficient to consider a sequence converging to e;. If there exists ng
such that u(ng) = e, then there is nothing to prove, as e; is a stationary point of G.
So, we assume that u(n) # e; for all n € N.

Taking derivatives of F from (13), we get 9;F(v) = rv}.(v])v; ~*. We will make
use of the following ratios in analyzing the rate of convergence of u(n):

ui(n) i (ui(n —1)"ui(n — 1)
uj(n) . (uj(n— 1) u;(n —1)r=t

Define U = ~/,(1) and L = max;. {lim,_,o+ 7j,.(¥)}. We note that the strict
convexity of z — g;(v/z) (for i € [m]) implies that ¥/5(1) > 0, and since Lemma 4.29
implies 7;,.(1) = 27/,(1) > 0, it follows that U > 0. Since v;. is convex, 7, is
a nondecreasing function. It follows that L is well defined and is also equal to
max; 21 {inf;>07},.(z)}. Finally, noting that v/, is nonnegative on [0, 1] (indeed, v;, is
increasing from v/, (0) = 0 by Lemma 3.1), it follows from Lemma 4.29 that ~,,.(z) > 0
for all x > 0, and in particular L > 0.

Fix € € (0, %U) There exists § > 0 such that the following hold:

1. If v e Q4" is such that 1 — vy < 4, then 74, (u1) > U — e. The existence of
such a choice for § is implied by the continuity of gj and hence ~{, near 1.
2. If ve Q‘fl is such that v; < ¢ for some j # 1, then 7/, (u;) < L +e. The
existence of such a d follows from characterizing L as max;.1{inf;~07j,.(2)}
and 7;, being monotonic on [0, 1].
Fix N sufficiently large such that for each n > N, |le; —u(n)||; < 6. With any fixed
j#land n > N + 1, it follows that

Loy = Y = DN =D Lte ui(n—1)"
(14)  p(j,Lin) = I O G oy e s o A ey o §

p(i, j;n) =

Denote by u’ the vector ZLQ u;e;. Then
ler —u(n)[| = [lei(1 —ui(n)) — (u(n) — ui(n)el)||
< et —ui(n))|| + [W'(n)| =1 = ur(n) + 0’ (n)] -

Since u is a unit vector, we see that uy(n) + |[u/(n)| > ui(n)? + |[0'(n)|?> = 1. Tt
follows that 1 — uq(n) < |ju’(n)||. Thus,

d
llex —u(n)]| < 2’ ()] < 2’ ()] =2 wiln)
=2

d

<2 p(i,1in) <2

=2

L+e 2?22 ui(n —1)71
U-—e¢ wi(n—1)r—1
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where the second-to-last inequality uses that u(n) is a unit vector making u(n) < 1,
and the last inequality uses (14). Continuing (with n > N+1), we see that uy(n—1) >
1—|les —u(n—1)|]3 >1—0. Hence,

d
Jov = (ol <2 g g Sl =

Since for each ¢ > 2 we have u;(n — 1) < |le; —u(n — 1)||,

lex — )] Lt
ler—u(n— D 2 W —9a o1

As the right-hand side is a finite constant, the sequence has order of convergence
at least » — 1. In the case where r = 2, Lemma 3.1 combined with the fact that
viy = 0 for each i € [d] \ [m] implies that lim, ,o+ vj5(x) = 0 for each i € [d]; and in
particular, L = 0. Since € can be chosen arbitrarily small, the sequence {u(n)},
has superlinear convergence even when r = 2. ]

Under Proposition 4.3, Theorem 2.8 is implied by Proposition 4.30.

5. Connections of gradient iteration to gradient ascent and power meth-
ods. In this section, we briefly interpret the gradient iteration as a form of adaptive,
projected gradient ascent. As the gradient iteration is also a generalized power iter-
ation, these dual interpretations closely link the gradient iteration and other power
methods with hill climbing techniques for finding the maxima of a function.'® In par-
ticular, this connection gives a conceptual explanation of the relationship between the
fixed points of the gradient iteration and the maxima structure of an odeco function
F on the unit sphere. For the remainder of this section, we take F' to be a positive
odeco function.

The projected gradient ascent update (with learning rate 1) is given in the func-
tion GRADASCENTUPDATE below.

Algorithm 2 A single projected gradient ascent step for function maximization over
St
1: function GRADASCENTUPDATE(u, 1)
2 u' < u+nP,. VF(u)
3: return m
4: end function

The update in GRADASCENTUPDATE differs from the standard gradient ascent
in two ways. First, the update occurs in the direction P,. VF(u) rather than VF(u).
This takes into account the geometry structure of S?~! by updating within the plane
tangent to S?~1 at u. This arises naturally when treating S?~! as a manifold with
the local coordinate system defined by the projective space centered at u. Second, u’
is projected back onto the sphere in order to stay within S¢~1.

We now compare the update rules u < GRADASCENTUPDATE(u, 7) and u
G(u). If P,.VF(u) = 0, then both updates are the identity map and are thus

16We note that in a special setting of recovering a parallelopiped a closely related observation was
made by Nguyen and Regev [32].
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Algorithm 3 Perform the gradient iteration for a predetermined number of iterations.
The inputs are u(0) (an initialization vector) and N (the number of iterations). The
output is u(N) (the Nth element of the resulting gradient iteration sequence).
function GI-Loopr(u(0), N)
for n < 1to N do
u(n) « G(u(n —1))
end for
return u(N)
end function

identical. If P,1. VF(u) # 0, then

(15)
Glu) = VF(u) _ (VF(u), uyju+ Py VF(u) _u+ P, VF(u)/(VF(u), u)
[VE ()] IVE(u) [VE)[/{(VF(u), u)

The numerator of the rightmost fraction can be interpreted as line 2 of the function
GRADASCENTUPDATE(u, 1) using the choice n = (u, VF(u))~!. Lemma 3.1 implies
that u; > 0 if and only if 9;F(u) = 2h}(u?)u; > 0. More generally, the symmetries
from Assumption 2.1 imply that sign(u;) = sign(9;F(u)) for all i € [m]. As such,
n = (u, VF(u))~! > 0 is a valid learning rate generically (whenever VF(u) # 0).
The denominator of the rightmost fraction in (15) gives the normalization to project
back onto the unit sphere (line 3 of GRADASCENTUPDATE). We obtain the following
relationship between gradient ascent and gradient iteration.

LEMMA 5.1. The update u < G(u) is an adaptive form of projected gradient
ascent. Specifically, the following hold:
1. If VF(u) # 0, then G(u) = GRADASCENTUPDATE(u, (u, VF(u))~1).
2. If VF(u) =0 and n € R, then G(u) = GRADASCENTUPDATE(u, 7).

The step size chosen by the gradient iteration function is in several ways very
good. By Proposition 4.3, G(u) and hence VF(u) belong to the same orthant as u.
As such, we never overshoot a basis direction e; during the ascent procedure. Further,
the gradient iteration has the fast convergence properties stated in Theorem 2.8.

6. Gradient iteration under a perturbation. In section 4, we saw that the
hidden basis elements e; are attractors, that convergence to this set of attractors is
guaranteed except on a set of measure 0, and that the rate of convergence is superlin-
ear. In this section, we provide a robust extension to the gradient iteration algorithm
for recovering all of the hidden basis elements. We demonstrate that for a wide class
of contrasts, the recovery process is robust to a perturbation and that the hidden basis
elements ey, ..., e, can be efficiently recovered given approximate access to VF.

To provide quantifiable algorithmic bounds, we require quantifiable assumptions
upon the hidden convexity (or concavity) of the h; functions associated with F'. For
smooth functions, convexity is characterized by the second derivative of the function.
In particular, we use the following notion of robustness.

DEFINITION 6.1. Let o, B, 7y, and § be strictly positive constants, and let D C R.
A contrast function g : D — R satisfying Assumptions 2.1-2.4 is said to be (a, 8,7, 0)-
robust if for all x > 0, ﬂ|:v|5_1 < |0§l—:2[g(\/f)”t:m < alz|"™". Further, an odeco
function F(u) = 31", g;((u, €;)) is said to be (o, B,7,8)-robust if each of its contrast
functions g; are (a, 8,7, 0)-robust on the domain [—1,1].
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Algorithm 4 A robust extension to the gradient iteration algorithm for guaranteed
recovery of a single hidden basis element.

Inputs:
{p1,---,r} A (possibly empty) set of approximate hidden basis directions.
o Positive parameter determining jump size to break stagnation of G.
VE Function pointer to our estimate of VF'. G is also being implicitly
defined from this in our pseudocode.
Ni, Ny, I Parameters which determine total loop iterations.
Outputs: An approximate basis element not estimated by any of py,..., pg.
1: function FINDBASISELEMENT({ft;, ..., 3}, O, VF, Ny, N, I)
2: // Find a starting vector sufficiently outside the subspace span(en, 1, ..., €q).
3 Let x1,...,X4_ be orthonormal vectors in span(p, ..., t;)~*.
4 J < arg max;e g | VE (%)
5: u + G(x;) /] “Zero” the values of wpq1,...,uq.
6 u + GI-Loop(u, Ny)
7 for i <~ 1to I do // Start of the main loop
8 Draw x uniformly at random from ¢S%~1 N u*
9: w < ucos(||x]]) + @ sin(||x||) // A random jump from u
10: u < GI-Loopr(w, N2)
11: end for
12: return u

13: end function

Algorithm 5 A robust algorithm to recover approximations to all of the hidden basis
elements.

Inputs:
m The desired number of basis elements to recover. It is required that
m > m.
o Parameter determining perturbation noise added to escape near “sta-
tionary points” of G.
VE Function pointer to our estimate of VF. G is also being implicitly

defined from this in our pseudocode.
Ny, No, I Parameters which determine total loop iterations.
Outputs:

K, 1y  The first m of these are approximate hidden basis elements.
1: function ROBUSTGI-RECOVERY (7h, o, ﬁ?, Ny, No, I)

2: for i + 1 to m do .

3: p; < FINDBASISELEMENT({ft,...,4;_1}, 0, VF, N1, No I)

4: end for

5: return pq, ..., 1,

6: end function

This definition is designed to capture a broad class of functions of interest. For
instance, we capture monomials of the form p,,(z) = ;2% on [0,1], where
r > 0 and a > 0 are real (with either positive or negative reflections of this on

[—1,0]). Indeed, the robustness criterion in Definition 6.1 may alternatively be stated
2 2 2 . .
as jﬁ(pgy(;(\/f)) < |%[g(\/{f)]|tzz < g?(paﬁ(\/i))h:w for all z > 0 in the domain

t=x —




580 MIKHAIL BELKIN, LUIS RADEMACHER, AND JAMES VOSS

of g. In particular, the monomial functions az” with r > 3 an integer which arise in
the setting of orthogonal tensor decompositions are captured as a special case.

Definition 6.1 provides several natural condition numbers which arise in our anal-
ysis.

Remark 6.2. If F is («, 3,7, d)-robust, then a > 5 and v < 4.

Proof. To see that a > /3, we note that az?™! > 2°~! holds at z = 1. To
see that v < §, we note that asymptotically as  — 0 from the right, fz®~! =
O(z77h). |
Under Remark 6.2, we see that % and % are both lower bounded by 1. These ratios
will act as condition numbers in our time and error bounds.

For the remainder of this section, we will assume that F is («, 3,7, d)-robust

unless otherwise specified. Hatted objects such as VF and G will represent the natural
estimates of unhatted objects, and in particular

) = {VF(u)/HVF(u)u if VE(w) £0,

u otherwise.

For € > 0, we say that VF is an e-approzimation of VF if ||§I\7(u) —VF(u)|| <efor
allu € B(0,1). We assume (unless otherwise stated) throughout this section that VF
is an e-approximation of VF' with any bounds on e being made clear by the context.

We will see that under these assumptions, we are able to recover approximations of
hidden basis elements using FINDBASISELEMENT (Algorithm 4). We use the following
notion of recovery since we do not care about the ordering or the sign associated with
the original hidden basis.

DEFINITION 6.3. Consider the distance d(u,v) := min(|ju — v||, [|[-u —v||). We
say that €1, ..., €k is an e-recovery of the basis e1, ..., e if there exists a permutation
7 of [k] such that d(€;,ex(;)) < € for all i € [k].

Given that we have approximately recovered several hidden basis elements using
FINDBASISELEMENT, we may use FINDBASISELEMENT to approximately recover a
new hidden basis element. In particular, FINDBASISELEMENT may be run repeatedly
to recover all hidden basis elements. Formally, we have the following result.

For clarity, we will denote by Cy, C1,C5, ... positive universal constants in the
main theorem statements. These can represent different constant values in different
theorem statements.

THEOREM 6.4. Suppose that

4647
o< 014744226 8 [ﬁfg} PEY mf%(257v+%)d—%—6;
- [}

2>

5
By ]%m_

Co
°® o< [waé

= /d(1+9)
o N1 >Cs f10g1+2n,(10g2(£)ﬂ, and
o Ny > (5 {4%@(%)5%m%(5_7+2)[% log(g—,‘i) + %log(m)ﬂ
+ O f10g1+27(10g2(£m .

Letp € (0,1). Suppose that I > Csm[log(m/p)], that pq, ..., py, is a Cyde/B-recovery
of e1,...,ex, and that k < m. After executing

’

My < FINDBASISELEMENT ({1, . .. ,uk},a,ﬁ?,Nl,Ng,I) ,
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with probability at least 1 — p there exists j € {k +1,k+2,...,m} such that py , is
a Cyde/B-recovery of e;.

FINDBASISELEMENT operates as follows. We first find a warm start u which is
approximately contained in span(gty,. .., f;,) for which || Pyu|| is small. Then we enter
the main loop. There are three main ideas underlying the main loop and its analysis.

Small coordinates decay rapidly. There exists a threshold 7 > 0 such that if i €
[m] satisfies that |u;| < 7, then when applying the gradient iteration |G;(u)| < Clu,]
(with C' < 1) unless u; is already on the order of e. We call coordinates of u small
if they are below such a threshold and large if they are above it. This constant C
actually gets smaller as the u; gets smaller, and we see superexponential decay in the
small coordinates of u. This superexponential decay is seen in the lower bound on
N, which interestingly includes the only dependency on € seen in the running time
of FINDBASISELEMENT. This phenomenon is analyzed in Appendix B.1.

The big become bigger. During the execution of step 10, we may consider a fixed
point v of G/~ such that v; # 0 if and only if ¢ corresponds to a large coordinate of
w. Similarly to what was seen before in Proposition 4.8 in the exact case, if there is
an 7 such that w; > v; with a sufficient gap, then the gradient iteration drives one
of the large coordinates to become small. The remaining large coordinates become
bigger to compensate. When finally only one hidden coordinate of u remains big, we
have recovered an approximate hidden basis element. This phenomenon is analyzed
in Appendix B.2.

Jumping out of stagnation. It is possible for the gradient iteration to stagnate. In
particular, this can occur as follows. If S C [m] is the set of large coordinates, v is the
fixed point of G/~ such that v; # 0 if and only if i € S, and if |u;| < |v;| (or under the
perturbed setting |u;| is not sufficiently larger than |v;| from the unperturbed setting),
then the large coordinate progress from the preceding paragraph is not guaranteed.
However, by taking a small random jump from u as is done in steps 8 and 9 of
FINDBASISELEMENT, then with at least constant probability, we can make one of
the large coordinates of u sufficiently greater than the corresponding coordinate of v.
Then the large coordinate analysis from the preceding paragraph applies. It is from
this interplay between the big becoming bigger and the jumping out of stagnation
that we are able to guarantee with probability 1 — A that O(mlog(m/A)) iterations
of the main loop suffice to drive all but one of the hidden coordinates of u to 0 and
hence produce an approximation to one of the hidden basis elements. This jumping
phenomenon is analyzed in Appendix B.3.

Finally, in ROBUSTGI-RECOVERY (Algorithm 5), we run FINDBASISELEMENT
until all hidden basis elements are well approximated. More formally, we have the
following result.

THEOREM 6.5. Suppose that

Co [ By
16ad

1 5
e 0 < ]7m7?7
= /d(1+9)

o <Oy o8 [B1) 4§§7m—%(2é—w+%)d—5757
e Ni20Ch [10g1+27(1032((s%)ﬂ: and
o Ny > (s {4%§(%§)2jm%(5_7+2)[% log(g—g) + %log(m)ﬂ
+ O f10g1+27(10g2(£))1 .
Let p € (0,1), and suppose that I > Csm[log(m/p)|. If M > m and we execute

_—

By, By — ROBUSTGI-RECOVERY (11, 0, VF, N1, No, I), then with probability at
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least 1 — p, poy, ..., [, is a Cyd€/B-recovery of e1,...,en.

To simplify the exposition, the proofs of Theorems 6.4 and 6.5 are deferred to
Appendix B.

We now consider the running time of ROBUSTGI-RECOVERY. First, I, Ny, and
Ny can be viewed as parameters controlling the running time of the algorithm. More
formally, we have the following result.

THEOREM 6.6. Suppose that we are working in a computation model supporting
the following operations: basic arithmetic operations, square roots, and trigonometric
Junctions on scalars; branches on conditionals; inner products in R%: and computa-
tions of VF(u). Then ROBUSTGI-RECOVERY runs in O(ri (N —|—IN2) +1md?) time.

To see the O(1md?) portion of the upper bound on scalar and vector operations in
Theorem 6.6, we note that step 3 of FINDBASISELEMENT can be implemented using
Gram-Schmidt orthogonalization involving the u,’s and the canonical vectors in the
ambient space. When the desired number of basis elements m is known, /m can be
chosen as m. When the number of basis elements is unknown, 7 may be chosen as
d, and in a more practical setting the values of HVF(/LZ)H may be thresholded to
determine which returned vectors correspond to hidden basis elements.

In addition, we note that VF is an e-approximation to itself for any € > 0. As
such, Theorem 6.5 also implies a polynomial time algorithm for recovering each hidden
basis element within a preset but arbitrary precision 7. In the following corollary of
Theorem 6.5, we characterize the running time of ROBUSTGI-RECOVERY as a function
of the precision of the hidden basis estimate.

COROLLARY 6.7. Suppose that

Co [ By
16ad

1 s
e 0 < —(—2 ]Wm_?7
= /d(1+9)

e < (4™ J;QOU[[%'] m m —5(@0-vt3 )d7776
e N1 > (s [10g1+2»y(10g2( N1, and
642 55 o
o Ny > C5[47 L2(82) 5" ma =72 Liog(82) + & log(m)]]
+ Ca[logy 9, (logy(;))]-

Letp € (0,1), and suppose I > Cym[log(m/p)|. Suppose further that VE is a Cg,gn—
approzimation to VF. If . > m and we execute

Hiseoos s ROBUSTGI-RECOVERY(m,o,ﬁ?,Nl,Ng,I) ,

then with probability at least 1 —p, pq, ..., [, s an n-recovery of €1,...,€m.

7. A provably robust algorithm for independent component analysis.
In addition to being a very popular technique for blind source separation, indepen-
dent component analysis (ICA) has been of recent interest in the computer science
theory community. Frieze, Jerrum, and Kannan [17] gave an early analysis of ICA in
the setting where the underlying source distributions are continuous uniform distri-
butions. The analysis of this setting was simplified in a cryptographic context in [32].
More recently, there have been a number of works which discuss provable ICA in the
presence of additive Gaussian noise [36, 5, 8, 19].

In this section, we show how our odeco function framework can be used to analyze
ICA. In so doing, we provide the first analysis of a general perturbed ICA model. We
assume throughout this section that X = AS is an ICA model where realizations of
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X and S are both in R? (i.e., we consider the fully determined setting in which the
number of latent sources equals the ambient dimension of the space). For a random
variable Y, we denote its rth moment m,.(Y) := E[Y"] and its order » cumulant by
kr(Y). We make the following assumptions.

Assumption 7.1. S has identity covariance.

Assumption 7.2. For all i € [d], |k4(S;)| > 0.

Assumption 7.3. For all i € [d], mg(S;) < oo.

Assumption 7.4. A is an orthogonal matrix and S has 0 mean.

Assumption 7.1 is commonly used within the ICA literature in order to minimize
the ambiguities of the ICA model. Assumption 7.2 is commonly made for cumulant-
based ICA algorithms which are used in practice. Assumption 7.3 will play an impor-
tant role in our error analysis for cumulant estimation. We include Assumption 7.4 in
order to simplify the exposition and more quickly highlight how our framework applies
to ICA. It is common in many ICA algorithms to preprocess the data by placing the
data in isotropic position (this is typically referred to as whitening) so that it has 0
mean and identity covariance. After this preprocessing step, A is of the desired form.
By including the final assumption, we remove the necessity of analyzing the whitening
step and propagating the resulting error. Our approach can be generalized to include
an error analysis of the whitening step.

We first recall from the discussion on ICA in subsection 2.2 that the function
F : S9! — R defined by F(u) := k4((u, X)) is a basis encoding function with
associated contrasts g;(x) := x*k4(S;) (for i € [d]) and hidden basis elements e; := A;
(for i € [d]). We now see that this choice of F' is actually a robust odeco function.

LEMMA 7.5. Define kmin 1= mingepq) [k4(S;)| and kmax := max;epq) [k4(S;)|. Let
F: 891 = R be defined by F(u) := rs((u, X)). Then F is a (26max, 2Kmin, 1, 1)-
robust odeco function.

Proof. Using the definition of h; from section 3, we obtain for all ¢ € [d] that
hi(z) = gi(sign(x)\/|z|) = 22k4(S;). Taking derivatives, we see that h}(z) = 2x4(S;)
and hence that 26min < |h)(2)] < 2Kmax. Recalling Definition 6.1 with (a, §8,7,9) =
(2K max, 2Kmin, 1, 1) completes the proof. 1]

We do not have direct access to F. Instead, we will estimate F' from samples.
We note that for any u € S9! var((u, X)) = 1. For a 0-mean random variable
Y with unit variance, the fourth cumulant is known to take on a very simple form:
k4(Y) = m4(Y) — 3. This provides a natural sample estimate for the fourth cumulant
in our setting. Given samples y(1),y(2),...,y(IN) of a random variable Y, we will
estimate x4(Y) by Aa(y(i)) := & SN (y(i)* — 3.

Let py denote the probability density function of a random vector Y. In order to
handle a perturbation away from the ICA model, we will consider metrics of the form
pe(X,Y) == [, pallt]®lpx(t) — py (t)|dt on the space of probability densities. We
will assume sample access to a random variable X such that us(X, X) is sufficiently
small (to be quantified later). Given samples %(1),%(2),...,%(N) iid. from X, we
estimate F by the function F'(u) := * ZZN:1<u, %(i))* — 3. The gradient of F is easily

computed as VF(u) = 4+ Zi]\;(u, %(i))3% (i) and acts as an estimate of VF. As such,
we have all of the information required to implement ROBUSTGI-RECOVERY using
VF :=VF.

We now provide uniform bounds on the estimate errors for VF under this model.
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LEMMA 7.6. Fiz 6 > 0 and n > 0. Let Mg := max;cqms(S;). Let X be a
random vector in R® such that ps(X,X) is finite. Suppose that %(1),%(2),...,%(N)
are drawn i.i.d. from X with N > W, If F(u) := + Zfﬂ(u7 x(i))* -3
and F(u) := rq({u, X)), then with probability 1 — 0, the following bounds hold for
allw € $71: (1) [F(a) — Fu)| < (1 + pa(X, X)) and (2) [VF(u) — V()] <
4(n + pa(X, X))d>.

Proof. In this proof, we proceed with the convention that we are indexing with
respect to the hidden basis in which e; := A; for all ¢ € [d]. In particular, this implies
Xi=(4;,X)=25,.

We use multi-index notation to compress our discussion as follows: J € [d]* will
denote a multi-index J = (j1,j2,.-.,jk) such that each j, € [d]. For a vector v, vy
denotes the product Hif:l vj,. Our objective function F (u) may be expanded as a
polynomial of the u;’s as follows:

1 1
Py = < S %) 3= 5 3 3 wsis(i) -3
=1 =1 Je[d]4
1 N
Je[d]* i=1

By a similar argument, it can be shown that F(u) = > ;¢ |4+ usE[X ;] —3. We obtain
the error bound |F(u) — F(u)| < 2o selds ugl % E?Zl Zy(i) —E[X;]|. Similarly, we
can bound the error estimate for VF'(u):

IVE) = VE@)| =4 Y uy

Jeld)?

LS 0500 - ]|

z=1

With J € [d]*, we define e; := % Ziil #7(i) — E[X ] and epax 1= max (g |e7].
Using that each u is a unit vector, we see that |3~ ;e ts] < [ull¥ < d*/2. Using the
norm inequalities that for vector v € R? and matrix A € R4, ||lv|| < max;cq) lvi|v/d
and [|All < max(; j)e[q)? |aij|d, we are able to obtain the following bounds for all u €
“L |F(u) = F(u)] < d?emax and [|[VF(u) — VF(u)|| < 4d%max. All that remains
is to bound ep,,x. To do so, we will bound each e; using Chebyshev’s inequality.
For each J € [d]*, we obtain under the sampling process that

| X 1 .
var<NZf:J<z‘>> (Z” )Var(X” NI

1 4w 1 o\ )
NE[X“ X4JFE[XE X1]2 < = (H]E[XS ]) < — maxE[X}],

where the first equality uses that variance is order-2 homogeneous, the second equality
uses independence, the first inequality follows from the formula var(X ;) = E[(X;)?] —
E[X7]?, and the second and third inequalities use the Cauchy-Schwarz inequality. We
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bound max,¢(q) E[X?] as

= [ et [ i5ok(6) — px()dt < M+ (X 5)

Thus, var(+ S0, (1)) < +(Ms + ps(X, X)).
Chebyshev’s 1nequahty btates that for any random variable Y and any k > 0,
PllY — E[Y | > ky/var(Y)] < 5. We fix any J € [d]*, choose Y = % Zf\;l Z7(4), and
choose k = ﬁ' We obtam that with probability at least 1 — &/d*,

(16)

]| < j}\/;wﬁus(x,xn <

by our given bound on N. Taking a union bound, then with probability at least 1—4,
the bound in (16) holds for all J € [d]*.

We then obtain the following bound on each ¢ for each J € [d]* (with probability
at least 1 — 9):

les] = <n+|E[X,] - E[X/]]

1N
N 2l

/tE]R4 trlpg (t) — px (t)]dt

=n+ <+ (X, X) .

To obtain the result, we use Emax < 1+ u4(X X) in our previous}y derived uniform
bounds over all u € S4! of |F(u) — F(u)| < d?emax and ||[VF(u) — VF(u)| <
4d%eax. o0

We now state our result for ICA. We assume X = AS is an ICA model satisfy-
ing Assumptions 7.1-7.4 with associated constants rmin := min;e(q) [£4(Si)], Fmax =

maxeq) |k4(5:)], and Mg := max;cjqymg(S;). We assume X is a perturbed ICA
model, and we approximate the odeco function F ((u X)) = ((u X)) from an
i.i.d. sample %(1),...,%X(N) of X. That is, we define F'(u) := ~ ZZ L, %(i))* -3

and compute its gradient as VF(u) := & Zid(u, %(i))3%(7). We further assume
that we are working in a computation model which can perform the following opera-
tions in O(d) time: inner products in R¢, scalar operations including basic arithmetic
operations, trigonometric functions, square roots, and branches on conditionals. In

the following, C7,Cj, ... are positive universal constants.
THEOREM 7.7. Fizd > 0 ande > 0. Suppose o < %%, e < C’la(,’::ﬁ)gﬂd*‘j,
A~ 8 A A
pa(X, X) < Cyfmine, and N> %@éx){)] Suppose we execute Ai, ..., Ay

min

ROBUSTGI- RECOVERY(d, 0,VF,Ny,No,I), where Ny > Cy[log,(logy(1))], Ny >
C5(d2;5 (""‘“) log(d - Zmax)] + [log,(logy(2))], and I > Cedlog(d/s). Then, with

Kmin Rmin

probability at least 1 — 6, AAlv . ,Ad is an e-recovery of Ay,...,As. ROBUSTGI-
RECOVERY recovers such A;’s in C7N[d* + d®> Ny + d?>I N3] time.
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Proof. By Lemma 7.6 with the choice of n = O("3=¢), we obtain that with
probability at least 1 — g,

- S Rmin Rmin
[VF(u) — VF(u)| < 4(n+ pa(X,X))d? < O( 2 ° + 2 5)d2 = O(Kmin€)
for all u € $9-1. In particular, F is an O(Kmin€)-approximation to F'.
We recall from Lemma 7.5 that F' is an (2kmax, 2Kmin, 1, 1)-robust odeco function.
As such, we may apply Corollary 6.7 to obtain that ROBUSTGI-RECOVERY returns

vectors Ay, ..., Ag of the desired form. Finally, we note that within our computational
model for this theorem, computations of VF'(u) take O(Nd) time. Thus, applying
Theorem 6.6 with m = d yields the claimed time bound. 0

Appendix A. Chart of notation. We use a number of notations throughout
this paper, many of which are standard and some of which are not. For the reader’s
reference, we list notations used throughout the paper here.

v The gradient operator.

H The Hessian operator.

0; The derivative operator with respect to the ith basis element of the space, i.e., €;.
Dfx The Jacobian of f evaluated at x.

AUB The union operation between two disjoint sets A and B.

flp The restriction of f to the domain D.

[u] The equivalence class {v | v ~ u}.

(k] The set {1,2,...,k}.

[o] This is the ceiling operator; i.e., [z] is the least integer which is greater than or equal

to x.
| o] The modulus or absolute value operation.
o]l The standard Euclidean 2-norm.

(o, @) The standard Euclidean inner product, i.e., the dot product.
B(x,r) The closed ball centered at x with radius 7.

1ig The indicator function of the event E.
d Dimensionality of the ambient space.
e; The vectors ey, ..., e are the hidden basis elements encoded within an odeco func-
tion. The vectors e,,4+1,...,eq are chosen arbitrarily in order to make eg,...,eq an

orthonormal basis of R?.

E The expectation operator for random variables.

F An odeco function with expanded form F(u) = > a;g(Biu;), defined at the be-
ginning of section 2.

F The positive odeco function associated with odeco function F'.

G The gradient iteration functions associated with odeco function F'.

A The identity matrix.

m Number of distinguished hidden basis vectors ey, ..., en. Note that m < d.

Ps The projection matrix ZieS eieZT.

Qi1 The all positive orthant of S=1: {u € S~ | u; >0 for all i € [d]}.
Q41 It is assumed that v € R is a vector of signs (v; € {+1,—1} for all i € [d]). Then

iifl ={uce Sd—1 | viu; > 0} is the orthant of S4-1 containing v.
gd—1 The unit sphere in R%: {u € R? | ||lu| = 1}.
S The complement of S, typically [d] \ S.
if 0,
sign(e) The sign indicator on R defined by sign(x) := g/|$| %f o7 0
ifz=0.
~ The equivalence relation defined on S4~1 given by u ~ v if for each i € [d], |u;| = |v;].
P The probability operator for random events.
TyS4=1 | The tangent space of S~ at v, i.e., Ty S4~ 1 = v1.
vi{r) Vector v taken to the elementwise exponent of r, i.e., (v<r>)i =;.
volg_1 The canonical volume measure on S¥~1. When k = d, the subscript is often sup-

pressed.
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Appendix B. Proof details for perturbed gradient iteration results. In
this appendix, we prove the theorem statements made in section 6 about our robust
algorithm for hidden basis recovery. We continue with the notation introduced in that
section. In addition, we will make use of several new notations in our analysis.

Given a § C [d], we define the projection matrix Ps := ;g eel. In particular,
this implies Psu := ), g u;e;. We will denote the set complement by & := [d] \ S.
Two projections will be of particular interest: the projection onto the distinguished
basis elements Pp,,ju := o ue; and its complement projection, which we will

denote by Pyu := Z?:mﬂ w;e;. In addition, if X is a subspace of R¢, we will denote
by Px the orthogonal projection operator onto the subspace X. In particular, if
S C [d], then the operators Ps and Pyyan (e, jics}) are identical.

B.1. Small coordinates decay rapidly. We will be particularly interested
in sequences under the gradient iteration, that is, sequences of the form {u(n)},
defined recursively by G(u(n)) = u(n — 1) and u(0) € S 1. In this section, we
demonstrate two main things about sequences of this form: First, ||Pou(n)|| should
rapidly become very small. Second, for any i € [m] such that u;(0) has sufficiently
small magnitude, the gradient iteration should make u;(n) decay rapidly until it is
very small. Using these two ideas, we will be able to guarantee that under applications
of gradient iteration, the number of hidden coordinates of u(n) which are near zero
out can only increase.

We quantify these effects in the following lemmas. Lemma B.1 characterizes how
a single step of the gradient iteration makes ||Pyu|| and the small coordinates of u
contract. Then Lemma B.2 expands upon Lemma B.1 to provide a bound on the
number of steps required to decay the small coordinates of u(n) down to a magnitude
of order e.

LEMMA B.1. Fizu € S such that e < ||VF(u)||. The following hold:
L |RG)| < roReT 1
2. Fiz any C > 0. Let S C [d] be such that |u;| S[%HVF(U)Mg for all
i€ SN[m]. Then ||PsG(u)| < max(C||Psqpmjull, HV;W)'

Proof. Let A C [d]. Expanding ||P4G(u)||, we obtain for each i € [d],

_IPAVF)| _ [PAVE(w)]| + e

(17) 1PAG (w)]

IVE@)|| ~— IVF@)] -«
As we assumed € < 1[|[VF(u)|,
- [PAVE(u)| +¢ [PAVE(u)| + e
18 P,G(w)| < —9. _
WS PGl = G = v V()]
If A=[d]\ [m], then P4V F(u) = 0, and (18) implies that || PyG(u)|| = |[|PaG(u)| <
2e
TVE@T

We now prove part 2. If |PsVF(u)|| < e, then (18) implies that ||PsG(u)| <
roie- e < ||PsVE(u)]], then we obtain from (18) that || PsG (w)|| < sl
We expand ||PsVF(u)|| to obtain
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2
«
||PSVF ||2 Z|gl uz S Z <26ui|1+2’)’>

i€S 1€SN[m]

a O T_[c
< ¥ 251l L IVE@I ) < | ZIVE@IIPsnpmyul

i€SN[m]

2

by using Lemma C.1 for the first inequality and the upper bound on each |u;| for
the second inequality. It follows that ||PsG(u)|| < C||Psqpmul®>. Whether ¢ <
|PsVE()| or ¢ > [ PsVF(w)], | PsG(w)] < max(ClPsnuull peiy) holds. 0
~ Lemma B.2. Let {u(n)};2, be a sequence in S~ defined recursively by u(n) =
G(u(n —1)). Let L > 0 be such that |VF(u(n))|| > L for alln € N. Fiz S C [d].
Suppose € < min(éL (%)27), and suppose there ezists C € (0,1) such that

1Psrpmu(O)l| < [§XLIZ. If

Ly L
N > logy 4o, (logé (8a> + 2’y10g% <4€)>

is a positive integer, then for each n > N, ||Psu(n)| < 4.
Proof. Let Ny denote the least integer such that ||Psu(Ny)| < vaﬁ
it does not exist). Also, for compactness of notation, we define A := SN [m].
Claim B.3. For each n < Ny, ||Pau(n)| < [%C“"‘QVWL]%

Proof of claim. We proceed by induction on n. The base case of n = 0 is true
from the givens of this lemma. We now choose k < Ny — 1 and suppose that the claim
holds for n = k. We see that

(or oo if

1

° : | 2
IPsu(k + 1)|| < COF20" | Pyu(k)|| < ¢O+2" [;Oécumm] ;

L L
_ | L emareiraset p| T | a1
3a 8a

by using Lemma B.1 in the first inequality. Noting that ||[Pau(k+1)| < |[Psu(k+1)]|

since A C S gives the desired result. A
2
By our assumptions, we may write the lower bound on N aslog; ., ( logé (%))

Thus,

IN

Y AatenN |7 4
—CVT L < - .
{80[ ] - L

1 1
4 L1+2y 2y A2 2 24
X Clog% (8'4g”a€2”)L1 = [’7 (W)L]

8« 8a\ L+2v

By Claim B.3, it follows that Ny < N.
We note that for some constant C’ € [0,1),

4 1427\ 27 2
g 4C’<7L ) /L = [87(0’)274 .
(6%

L~ 8- 427
If |Pau(n)| < 4L€, then Lemma B.1 implies that
[Pau(n+1)|| < [|Psu(n + 1| < max ((C")*||[Pau(n)l|, ) < T

It follows by induction on n that ||[Psu(n)| < 4¢ for all n > No. d
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In Lemmas B.1 and B.2, one detail seems to be missing, namely the dependence
on |[VF(u)||. Since during most steps of FINDBASISELEMENT ||Pyul| will be small,
we will typically be able to use the following lemma to lower bound ||V F(u)].

LEMMA B.4. Let u € S41. Let S C [m] be nonempty. If |Psul| < \/ﬁ

then, || Psul|'*2° > 1 and [|[VF(u)|| > 5|8|~°

Note that in the worst case where S = [m], we may apply Lemma B.4 to obtain
the lower bound that |[VF(u)|| > %m_‘;.

Proof of Lemma B.4. Once we prove that ||Psul|*™2° > 1, the lower bound on
[VF(u)| follows from Lemma C.2. We now focus on the proof of the lower bound
for || Psul|**+20.

We let f : R — R be defined by f(z) = 2*t%. As such, \/f(|[Psu]) =
| Psul|**2°. The Taylor expansion of f around 1 for any z € [0,1] is

fl@)=f)+ W)@ =1+ 5 f ()@ - 1)*

N | =

for some y € [z,1]. Notice that §f”(y)(z — 1)? = (2 + 46)(1 + 40)y* (z — 1)% > 0.
As such, f(z) > f(1)+ f/(1)(z —1) =1 —2(1 +26)(1 — z). To obtain that f(z) > 1,
it suffices to show that 1 —2(1+26)(1 —z) > 1. Rearranging terms, we see that this

occurs if x > 1 — m.
In order for ||Psul|*™2° = /f(||Psul]) > 1, it suffices that ||Psul| > 1 —

Note that

__3 _
8(1+23) "

89 3 b 1 pg
41+20)  64(1+202  \4(1+20) 4(1+28) f2(1+20) S0

As such,

9 3
Psul| = /1 |[Psul? > (/1 — >1- 2
I1Psull [Pl \/ 1+26 T2 T 81+ 20

as desired. 0

Importantly, since ||Pyu(n)l| rapidly goes to 0 under the gradient iteration, the

precondition that | Pou(n)|| < \/ﬁ used in Lemma B.4 when S = [m] is actually

closed under applications of the gradient iteration when € is sufficiently small. In
particular, we have the following result.

COROLLARY B.5. Suppose that the sequence {u(n)}>2, is recurswely defined by

_ A i
u(n + 1) = G(u(n)) and that ||Pou(0)]] < WevETk If e < 2m55m then
1 B,,—6

[[Pou(n)|| < WERvETS) and |[VF(u)|| > 5m™° for all n.

Proof. We argue by induction on the hypothesis ||Pou(n)| < \/ﬁ
base case is given. Further, if ||Pyu(n)| < \/ﬁ then ||[VF(u)| > % =3 by
Lemma B.4. Using Lemma B.1, we obtain

N 2¢ 5 1
[Pou(n + 1) = [[RoG (u(n))]| < < 2em’§/B <

IVE(u(n))| — ~V2(1+2) O
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We now combine Lemmas B.1 and B.4 to provide a time bound for the rapid decay
of the small coordinates of u(n). Here and later in our analysis, we will introduce a
number of useful constants and expressions for various lemmas and propositions that
we prove, indexing these expressions by the lemma/ proposition number of the result
for which they were introduced. We define 7 ¢ := [1g;’ Toasm™ ]27. This magnitude is
treated as a threshold for the cutoff between small and large coordinates of u. Those
coordinates of u(0) for which |u;(0)| < 7 4 shrink and then stay small under the
gradient iteration unless ||Pou(0)|| is unusually large. More formally, we have the
following result.

1
d—1 B -5-1 | 8 5|
PROPOSITION B.6. Letu € S*~*. Suppose that e < w2 {Tg&m } ,

that ||Pyu|| < ——~—, and that
2(1+29)

N = log; o, (log2 (85076) + 27log, (4§6>)

is a positive integer. Let w < GI-Loopr(u,2N). The following hold:
L. ||[Pow]| < 26m’¢/p.
2. Let S C [m]. If Juj| < [{25m=0|% for all j € S, then ||(Py + Ps)w| <
45(m —|S|)°¢/B.

Also for later reference, we define Np ¢ to be [log1+27(log2(8a5) + 2y log2(456))—|

Note that since % < 1, we have that logg(f 3as) < 0. In particular, it is actually

sufficient in Proposition B.6 that N > log; . (2 log2(456)). Further, log; 5. (27) +
10g1+27(log2(456)) < 10g1+2,y(10g2(466)) + 1 implies that it is sufficient that N >

C'logy 4. (logs( 56)) for some universal constant C. In particular, this time bound
represents a superlinear (order 1+ 2v) rate of convergence of the small coordinates
to e-error which corresponds to the convergence rate guarantees that were seen in
Theorem 2.8 for the unperturbed setting. We also use this simplified version of the
bound in the statements of Theorems 6.4 and 6.5.

Proof of Proposition B.6. We first define the sequence {u(n)}52, recursively by
u(0) = u and u(n + 1) = G(u(n)). By construction, w = u(2N). As such, it suffices
to prove the desired properties on this sequence.

We first show (by induction on n) that for every n € NU {0}, ||[VF(u(n))| >
%m"s. The base case When n = 0 follows by Lemma B.4 (choosing S in Lemma B.4
as [m]). Letting L = 5m % it is easily verified that e < %L, and in particular, we
may apply Lemma B.1 whenever our inductive hypothesis holds. We suppose that
our inductive hypothesis holds for n = k. Using Lemma B.1 part 1, we see that

2e 2¢
| Pou(k +1)|| < m < T
B -1 & 1
(19) = 86v/1 + % [16a6m5} /L < V2(1425)

As such, we may apply Lemma B.4 to see that |[VF(u(k + 1))|| > L, as desired. By
the principle of mathematical induction, ||[VF(u(n))|| > L for all n € NU {0}.
To obtain part 1, apply Lemma B.1 to see that

2¢ 26mle
< .

IPowll = 1PN < Grmer =) < 5
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We now prove part 2. With L as before, we note that by construction,

< B By ™
80v/1 + 20mo+3 | 16adm?

L y® 1 (AL
== |2 <min( <L .
81+ 26mz2 | 16« 2 8- 427¢y

Notice that L is a lower bound on |VF (u(n))| for all n. We apply Lemma B.2 with
the choice Sg2 = {j} such that j € S, the choice C = %, and our choice of L. We
obtain |u;(n)| < 4¢ < 46m°/B for all n > N.

We fix k£ > N an arbitrary integer. We note that

[Psu(k)| < \/Sjes(40me/B) < 46m*+he/ 5

< min ! o By m~0)%
2,/2(1+26) 16ad

by our choice of e. Combining with (19), we see that ||(Py + Ps)u(k)| < m.
Applying Lemma B.4 with Sg 4 = SN[m], we see that ||VF (u(k))| > §| [m]|75 =
%(m —|8])7%. We set a new choice of lower bound L = %( |S|) 9 and we note
that ||Psu(k)| < [lg(zém_‘s]% < [1536 (m — |S])~ ]2v < [176L] 7. With our new
choice of L, we may thus apply Lemma B.2 on the sequence {u(n)}o® 5 to obtain
that || Pswl] = [[Psu(2N) | < 4 < 46(m — |S|)P¢/5. 0

Proposition B.6 foreshadows a bound for the final estimation error for the re-
covery of any hidden basis element using FINDBASISELEMENT. We have not yet
demonstrated that the main loop of FINDBASISELEMENT drives every coordinate
of u (except 1) to become small in the sense of Proposition B.6; however, we will
eventually do so. Combining Lemma B.7 below with the error bound from Proposi-
tion B.6 (with S chosen such that m — |S| = 1), we will predict that for u returned by
FINDBASISELEMENT, there exist a sign s € {1} and a hidden basis element e; such
that i € [m] and |se, — v|| < 4v/28¢/B. Later, when arguing about the accuracy of
FINDBASISELEMENT, we will use this predicted bound when making assumptions on
how accurately the previously recovered p;’s estimate hidden basis elements.

LEMMA B.7. Fizu € S4 ! and j € [m]. Let S = {j}. Then there evists s € {1}
such that ||se; —u| < ||Psul|v2.

Proof. We choose s such that su; = |u;|. We note that
Isej —ul® = ||Psul|* + (s — u;)* < [|Psull* +|(s — u;)(s +u;)| ,

where the inequality uses that s and u; are of the same sign and hence that s + u;
has at least the same magnitude as s — u;. But since (s —u;)(s +u;) =1 — u? >0,
we obtain

Isej —ull* < || Psull* + 1 — uj

Since u € S%! is a unit vector, u3 = 1 — ||Psul[®>. Thus, |[se; — ul|* < 2| Psul?.

Taking square roots gives the desired result.
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B.1.1. Setting up the main loop of FindBasisElement. We now demon-
strate that the steps in FINDBASISELEMENT preceding the main loop create a warm
start for the main loop. In other words, we wish to demonstrate that after line 6 of
FINDBASISELEMENT, || Pou| is small and so are the coordinates of u corresponding
to the hidden basis directions approximately recovered in pq,..., . This line of
argument is carried out in Lemmas B.8 and B.10 below.

LEMMA B.8. Consider an execution of FINDBASISELEMENT. Fiz n € [0, 4m1\/3].
Suppose that k < m; that there is a permutation ® on [m]; that there are sign values
81,...,8% € {+1,—1} such that for each i € [k], [|sip; — ex(p)ll < m; and that € <
fﬁﬁm_‘sd_%_‘s. At the end of the execution of step 5 of FINDBASISELEMENT, the
following hold:

1. ||Poul| < mPdzt96¢/B.

2. If n < 4V/20¢/B and i € {m(5) | j € [k]}, then |u;| < 25"‘5 modz+o8e/ .

Proof. As a first step, we demonstrate that one of the vectors x; from step 3 of

FINDBASISELEMENT has || P, x4]|* > mT*k We will later use this to demonstrate

that j in step 4 satisfies that |VF(x;)| is sufficiently large for G(x;) to work as
intended.

Claim B.9. There exists i € [d — k] such that || Py, x;[|> > =%,
Proof of claim. We let S = {m(k+1),7(k +2),...,7(m)}. We extend the list of

vectors Xi,...,X4_k to be an orthonormal basis of the space x1,...,X4. Since each
e; is a unit vector, it follows that

(20) ZHPsszQ DD SR TRRCEE S o N

i=1 j=k+1 j=k+1

Treating (20) as a sample average, there exists i € [d] such that || Psx;||? > mT_k.
In order to complete the proof, we need only demonstrate that for any i >

d—k, ||Psul| < /™% To show this, we first demonstrate that py, ..., p; span
a k-dimensional space. Note that this implies that xi,...,x4_; span the space
. 1 ; e g

span(fey, ..., ). Therefore, for any ¢ > d — k, we have x; € span(fy,..., py)-
Then, to complete the proof, we demonstrate that for any v € span(py, ..., p;), we

—k
have ||Psul < /™=,

Now consider the matrices A = Ay = Zle ppl and A= Ay = Zle eﬂ(i)ez(i).
We note that
k

> (1 — en()) il + ey (1t — €x(i)”] H

=1

|40 — Aol =

<23l = exiiy 1l < 2 -

In particular, Weyl’s inequality (reproduced in Theorem D.2) implies that the kth
lowest eigenvalue Ap(Ag) > Ar(Ag) — 2kn > 1 — 2kn > 0. The vectors py, ..., py
are linearly independent. As the k eigenvalues of Ay are contained in the interval
[1—2kn, 142kn] by Weyl’s inequality, Theorem D.3 (the Davis—Kahan sin © theorem),

with Ay = Z?:kﬂ Oe,,(i)ef(i), implies that

(1 - an)”Pbpan (erx(k+1)s-- 7en(d))PSPaﬂ(#1a~-7Mk)H < 2k77'
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2kn___1/@Vd) _1/(2Vd)

P, P.
|| Span(eﬂ(k+1)7~~~fe7r(d)) span(ul,..‘,uk)” - 1- an 1— 1/(2\/>) 1/2
< 1 < Im—k
_— \/a i d .
As such, if v € span(uy, ..., @), then
m—k
”PSV” < ||Pspan(e,r(k+1) ..... ew(d))PSPan(Hl ,,,,, Hk)H < 7d . A

We now fix i € [d — k] such that ||P,x;||* > ™% according to Claim B.9, and
we fix j according to step 4 from FINDBASISELEMENT. Note that

1426
253 1 s 2B (m—k\ * B 5,12
IVE) 2 = (| Pyl 70m ™ 2 = | ——— m=" > om
by using Lemma C.2 (with projection on the set [d]) for the first inequality and that
k < m implies m — k > 1 for the final inequality.
It follows that
2/8 1426

(21) IVE())l| 2 [VEG)]| 2 [VE)]| = e = 7m_6d_7 €

where we get the first inequality by the choice of j from step 4 of FINDBASISELEMENT,

and the second inequality uses that VF' is an e- approximation to VF.
1+25

We now show part 1. By the assumptlon that e < 4\[6 m=od~ < gm_‘sd
we have that ||VF(XJ)|| > %m . We see that

1PoG (x;)Il <

1+25

€
INFGe) |

We now show part 2. We let w = x;. We let £ € [k], and noting that w L u, by
construction, we obtain the following bound for |w)|:

[wr(e)| = (X5, (€r(ey — setsy + setty))| = (X5, (€x(e) — Sehtp))|
(22) < |15l llex(ey — semtell < 4V25¢/B .

We now fix i € {(¢) | £ € [k]} and bound |u;| = |G;(w)|:

VB 0Fw) e EwilT e

lui| = |Gs(W)] = — - -
IFEw)| ~ IVEm) — Zm-od—5

8\[ a5 (4\[56/5) e+e

ﬂm Sd- 128 .

B

In the above, the second inequality uses Lemma C.2 and (21); the third inequality

B8 m—0 1+25
uses (22) and that e < s A

note that (4\@56/5) < 1. As such, we obtain that

25 .
~72 . By our given bound on €, we

1426

[Sf 4 1le  (8V2+1)-Fm e

gm L il gm—‘sd*
ad? 1425 25082 1426
< (8v2+41)- 72 mld~2 €< 257, modz

1426
2
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LEMMA B.10. Let k be defined as in an execution of FINDBASISELEMENT. Sup-

pose that k < m, that € < ﬁaéf;\/ﬁm’%’éd*%%@ﬁ, that N1 > 2Npg, and
that there exist a permutation © of [m] and sign values s1,...,s, € {£1} such that
sjex(jy — m;ll < 4v/20€/B for each j € [k]. At the beginning of the execution of the
main loop of FINDBASISELEMENT, the following hold for u:

L. ||Pou| < 2md6e/p.

2. Let S = {n(j) | j € [k]}. Then ||(Py+ Ps)u| < 4(m — |S])°5e/B.

Proof. We first notice that for each j € [k],

2 1
Isjens) — byl < 4V30e/5 < — 27 el

1426
- P <
4ad\/T + 20mz+9 {1604 Am/d

where the final inequality uses that § > ~ to see that mf% < m~3. As such,
we may apply Lemma B.8 to see that at the end of step 5 of FINDBASISELEMENT
[ Poul| < m‘sd%&/ﬁ and for each j € [k] that |u,g;| < 2506 1,305 ¢. By our

. . . 2B%y
choice of ¢, it may be verified that

1

Poul| <m®d™>" 5e/f < ——n
| Pou] < /8 < o

and that for each j € [k],

o< 2T
[un(p| < 2532~ 1600

9 il
2509 mid = e <[,6’”y m‘;} " .

As step u + GI-LOOP(u, N7) in line 6 sets up the main loop of FINDBASISELEMENT,
applying Proposition B.6 gives the desired result. ]

B.2. The big become bigger. We saw in Appendix B.1 that the small coor-
dinates of u rapidly decay under the gradient iteration until they are on the order
of €. In this section, we demonstrate how the large coordinates of u diverge under
the gradient iteration, causing some to become bigger and other large coordinates to
become small. In particular, we create a robust version of Proposition 4.8 from sub-
section 4.2.1. We recall that in Proposition 4.8, it was seen that if v is a fixed point
of G/~ and u satisfied that there exists i € [m] with v; # 0 and |u;| > v;, then for
some u; with j among the nonzero coordinates, v is driven towards 0 by the gradient
iteration. This proposition provided a very useful characterization of the instability
of all fixed points of G/~ other than the hidden basis tey,...,te,,.

Before proceeding, we will need the following technical result.

LEMMA B.11. Let § C [m] be nonempty, and let v € Qi_l be a fixed point of

G/~ such that v; # 0 if and only if i € S. If k € S, then |vg| > (mﬁg‘&)%.

Proof. Since ), v? = 1, there exists j € S with vjz. > ﬁ By Lemma C.1,

25
W@ = Zloi* = i
Fix any k¥ € S. Then, by Lemma C.1, |k} (v})| < %|vk|27. Because hj(v3) =

R%(v3) by Observation 4.4, it follows that %|vk|27 > M%l“' In particular, |vx| >

0

1
(a(sﬁ\gﬁ ) e
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We now demonstrate that when there exists a large coordinate k such that |ug]
is sufficiently greater than the corresponding coordinate |vg| of a fixed point v of
G /~, then the separation between large coordinates of u expands under the gradient

iteration. This expansion was the main idea underlying the proof of Proposition 4.8
(see Claim 4.14).

LEMMA B.12. Let u € S%=! be such that the set S := {z | [uil > 754} is a subset

of [m] containing at least 2 elements. Suppose || Poul| < 2\/@ Let v € QU be the
fized point of G/~ such that v; # 0 if and only if i € S. Let { = arg max;cg |v'f'|, and

let k = arg min;c g = |u ll. Fiz n € (0,1], and suppose that ‘lszifze > (1+1)? and that
|we| > ve. The followmg hold:

s
1. Ife < %g(%)ﬂ‘ﬂ 506 1+2577, then

5
max ————"—" | (u)|/U'L 1+3(/B’}/)’Y|S|_f{(5—’y)n |U[|/’l}£ .
€S |Gy(u)|/v; 4\ ad [k /v

B2 o $4+5-7)—6 e
2. If e < 325 T 6( =)= |S| n, then there exists i € S such that
Gi(u)| = vi.
For later use, we define the expression
24
9 B (B 5 s Y+6-7)=8_ 2420
E S) = = S VO
B.12(7,8) = 5o s | oS | =3 Toe 1

which serves as a sufficient upper bound for € in both parts 1 and 2 of Lemma B.12.

Proof of Lemma B.12. We first prove part 1. In doing so, we will make use of the
following claims.

Claim B.13. Suppose there exists A > 0 such that one of the following holds:
(1) hy(u?) > (1 + A)h)(v}) or (2) hj(ui) < (1 + A)~'h) (v}). Suppose there exists
¢ € (0,min(15, §A)] such that € < (minjes|9;F(u)|. Then max; jes % >
(1+ 1) luel/oe

[ukl/ve

Proof of claim. We first bound the error on calculating G;(u). For each i € S,
we have

L2 IVE@) _ 0F@) ve _1+4¢ 0Fm)] _14+¢ . o
i) IVE(u)| : [VE()|| — e S1-¢ IVE@) 1-¢ Gt
L2 VE@)  0F@) —e _1-¢ |0Fm)| _1-¢ .
G = ) = IVF@I+e = T V@)~ 1 G0

Since Y, cgu? < 3,cgv? =1, it follows that |ug| < vg. As such, we have both that
|ug] < vg and \W| > vg. We have that

Gaw)l/vi _(1-C)? Gi<u>|/vz-_<1—<)2 [ (u2) i f v
1185 |G, (w))/v; 2(1+¢> es |Gy \1+¢) D3E8 () lugl/v;

>(1—<>2 03 e /v ><1—<>2<1+A>|hz<v%>||ug|/w
N+ ¢) Wl foe “\T+¢) ™ Rl /o

1 \ud/w
(”A)(He‘) o,
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In the second-to-last inequality, we use the monotonicity of k! (see Lemma 3.1) along
with the assumption that one of the following holds: either (1 ) hy(u?) > (14 A)h)(v3)
or (2) b (ui) < (1+ A)7'h}(v3). In the last inequality, we use Observation 4.4 to
note that |1} (v?)| = |k} (v})].

We now only need bound (1+A) (1 ) We first note that (%)2 =(1- 12+C<) >
(1—2¢)? > 1—4¢. Thus, (1+A) (1+C) > 14+ A —4¢—4¢A. Using the upper bounds

on ¢, we see that 1 + A —4¢ — 4CA21+A—§A—iA21+iA. Thus, we obtain

IS (1 10y il

ma .
€S |G (u)|/v; 17) 15es |ujl/v; A

s
Claim B.14. Suppose A > 0, n > é(g—j)ﬂé‘\ T@=MA, and ||§§I§Zi > (14 )%
Then one of the following holds: either (1) [h)(u?)| > (14 A)|h,(v3)] or (2) |k} (u})| <
(1+ )7 A (03)]-

Proof of claim. Before proceeding, we note that for y? > 2% (with z,y € R), we
have that

sign(h;(2?)) = sign(h;(y*)) = sign (R (t))
for all ¢ € [#2,4?]. As such, we may use Lemma C.1 to see that
o 12 v " v’ 6—1 B 26 26
(08) )~ e = [ k=g [ ez Dl e

lwel/ve

By the assumption {7577 > > (14n)?2, one of the following must hold: (1) |ug|/ve >

(1+n) or (2) |ug|/ve < (1+n)~ . We consider these cases separately and demonstrate
that in each case one of our de51red results holds.

Case 1. |ug|/ve > (1 +n).
We obtain that

[P (uf)| = [hp(vi)] = [he(1+m)*vf) — hy(v7)] = év?‘s[(lJrn) *1]>2nﬂ 7

where the first inequality uses the monotonicity of h, (see Lemma 3.1), and the
second inequality uses (23). We note that for any i € S,

Y. 2(6— a Yo2(5- By —2(6—
@0 o = 20207 S > T n>a((Q S50 i)

by using Lemma C.1 for the first inequality and Lemma B.11 for the final inequal-
ity. As such, we obtain

o)
BYN =206
1 ()| — | (v7)] = 271( et B IR A CH I

By the lower bound on 7, we obtain |h)(u2)| — |h,(vZ)] > 2A|R,(v})| >
AR (v})], as desired.

Case 2. |ug|/vi, < (1+n)~%
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Note that |ux| < (1 + 1) tvg. We apply (23) to obtain
B o

[ ()] = P (i) > [P (wf) = P (L +m) 20f)] = Sof[L = (1+m) 77 -

1 3
T+ —— ||| =2y
14+n][1+7n 4

IR ()] = [P ()] = [P (v}) = PR (L +m) )] = mis ol

Using the bound 1 > 1, we see that

L-0+n™ = [1+1ﬂ1”7} {1_ 141rn}

and we obtain

As such, |h),(vZ)| — |h}(ul)| > i?vi‘sn Applying (24), we obtain

WD)~ b )] = 2 (ﬁ”) SO b )] = SAlb )]

1+A

— 2c > 1— A, it follows that |k} (u2)] < (1+ A)7t|h) (vi)], as desired. A

Rearranglng terms yields |hf (u?)| < |h,(v3)|(1 — A). As (1+A)~! = 1H824 =
Em |

In order to use these claims, we set parameters A = 7( ) |S | (6= A’)n and
¢ =min(34, {). By Lemma C.1, it follows that min;cs |0;F (u )| = min;es |gj(u;)| >

25 é*é% We note that e < 55 é—z% < *mlnzes |0; F'(u)| and that

S(5— )
B ( By 70 1425 B S1+26 .
‘<55 \a0 |3| "B.6 6A(5 Bo = QA?Q?'&F(“)"

As such, € < (min;es |0;F(u)|, and we may apply our claims. We apply Claim B.14
followed by Claim B.13 to complete the proof of part 1.
We now prove part 2. We will make use of the following additional claim.

Claim B.15. Suppose that A > 0, that

ad 5—7)
223 "1s)30MA,
n_3<ﬁv> 817

/v 2 £2 2A4A° By \z5 _B8 :
and that |uZ\/Ul (1+n) Ife< 32 Th6 (1A (M‘:’g‘g)27 5P then there exists

i € § such that |G;(u)| > |v;i].

Proof of claim. We define i* = arg max;cg |h}(u?)|. There exists A = |h}(v?)]
for all i € & (by Observation 4.4). Since |ug| > |vg|, the monotonicity of the hl’s
with 2}(0) = 0 (see Lemma 3.1) implies that |h}(u?)| > |h}(v?)| = X\. In particular,
|hix (U2 )| > X = hys (V%).

We proceed in the following two cases, which by Claim B.14 cover all possible
cases.

Case 1. |hj(u2)] > (14 A)\.

Since |hf(uZ.)| > |hy(u?)|, it follows that |hf. (u?)| > (1 + A)X. Since >, g u?
> ics v = 1 implies the existence of i € S such that u? < v7, it follows that u

’ 2
v? and hence that |h} (u2)| < A. In particular, we obtain l?ﬁf EZ;*)fl > (H/\A))‘
k k

(1+A).

(AVARVARRVAN
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Case 2. |h (u2)] < (14 A)71A

Using that |h;«(u2.)
In both cases, we obtain

- TR (udo)] A
> )\, we obtain A > EETNED > (1+A).

|hls (u2.)
%) AT I
We use this fact to bound G« (u)? from below.
L XL Giw? i [k (ud)u?
G (u)? Gi+(u)? (R (W Jus]?

oA 10 (4 A) e

- uf - uf*

_ U+ A1 - 756l + 75,

(1+ A)2uj.

In the above, for the first inequality, we use our bound from (25) and that |hf. (uZ.)| >
|hi(u?)| for all i € [d]. To see that this holds for i € S, we note by Corollary C.6
treating VF as a 0-approximation of itself that |G;(u)| < 1|u;|. In particular, since

[G(u)|| = 1 = ||u||, there exists j € [d] such that |G;(u)| > |u;|. Hence, 1 <
(2 _
llgﬂgzgmzj‘l = Zj,gu;; implies that |h/(u?)| is not maximal for any i € S. In particular,

¢ = arg max;c g R} (uf)|-
Continuing, we obtain

Gi*(u)Q N (1+A)2 14 (1+A)2 -1
A (RN (R I LI (EFNE (e E
2 2
=1+72 28t >1472 2040

B (14 A)2 — 1 o[(L+ A — 1] Bo(T AR

Applying Lemma C.4, we see that

|G- ()] > |G (w)| — 461S|°€/B > Juy

2A + A2 5

Noting that |u;«| > |v;

and applying the lower bound from Lemma B.11, we obtain

2 —
BALUICE-NEz

2A + A2 adlSPNT s
th+fﬁw1+Aw‘4( By ) OSTelP

From the Taylor expansion of f(z) = +/1+ x, we see that f(z) > 1+ 2z — tz%. When
x € [0,1], we have that f(z) > 1+ %a:. In particular,

|éi*(u)|>\/ 2A+ A2 6[S)%

|

~ ~ 9 5 %
|G+ (0)] S §7'2 2A + A B adl|S| 6\S|56/B .
lu=| = 8 PO+ A)? By
3.2 2A4A% (v 35 _B |G (w)]
By the bound of € < ET];G (1++A)2 . ((%6‘;'5)2 s We see that T > 1. A
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Recall that to apply Claim B.15, it suffices that

3 5 284N ( By ) 3
=321+ A2 \agsP) alsP

S—v
We choose A = ig}( By ) 7 n. We note that A € (0,1) since n € (0,1). Thus,

ad)S|°
?:LA fAA)Q > 1A It follows that
1 S—v e
3 2 20 + A? < By >2” g L ﬂ"/( By > ! 77,( By >2”
32 B6(1—|—A) 066‘8|6 5|S‘6 — 256 B.6 ad a6|8|§ 046‘8|6 6|S‘6
2641
98 BY\ * q—2(h+6-v)-3
> . R )
= 2565 B6 (a§ S n

In particular, it suffices that € < %% é (—7) Ea |S|™~ T(3Ho-)- 677 in order to apply
v

5
s§—

Claim B.15 with the choice of A = —5( ) 77 By actually applying Claim B.15,

we complete the proof. O

We now create a time bound for driving a new coordinate of u(0) to be small
under the gradient iteration based on the preceding lemma, Lemma B.12.

PROPOSITION B.16. Let {u(n)};l, be a sequence defined recursively in S by
u(n) = G(u(n —1)). Define the sets S, := {i | |uij(n)| > 75 4}. Suppose |So| > 2,
Sy C [m], v € Q‘fl is the stationary point of G/~ such that v; # 0 if and only if
i € Sy, and ||Poul| < 2\/%, and fix ann € (0,1]. Let

_[3(a0)7 s dady 0
N_L <ﬂ7> " 7[ ln(ﬁv) lanJF2NB'6'

If max; jes, ‘ZES;‘/J (1 + 1), maxes, |uil/vi > 1, and € < Egaa(n,[m]), then

there exists j € So such that || Ps,uqyu(n)|| < 4ed(|So| — 1)°/B for alln > N.

For future reference, we define the expression Ng.16(n) to be the value of N in
Proposition B.16 above.

Proof of Proposition B.16. We first use Corollary B.5 to see that |Pyu(n)| <

W for all n. Further, by repeated application of Corollary C.6 (Wlth A = [m)]),
we see that Sy € S; € Sy C - -, and in particular Sy D S; D Sy D ---. We let Ny be

the least integer such that S N, 1S a strict subset of Sy. In order to compress notation,

we define the constant  := 3 (ﬁ'y) mf?(‘s v,

The proof has two parts. First, we bound Ny. Then we apply the small coordinate
analysis from Proposition B.6 to u(Np) to see that ||P5N0 u(n)|| becomes small, as
desired. The first part of the proof will rely on the following claim.

Claim B.17. If n < Np, then (1) max; jes, Juslm)l/oi > (1 4 kp)™(1 + 1)? and (2)

Juj(n)[/v; =
max;es, |uil/vi > 1.

Proof of claim. We proceed by induction on n. The base case n = 0 is true by
the givens of this lemma. If the inductive hypothesis holds for some k < Ny — 1, then
we see that

|ui (k)| /vi

O o (B oy > > 14wk +n)? > (1+n)?
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As such, we may apply Lemma B.12 to see that

lui(k + 1)|/v; ui(k)|/vi k41 2
— L > (1 — > (1 1 .
B8 uy b DIy = T B gy = T )

Further, part 2 of Lemma B.12 implies that max;es, |ui(k + 1)/v;| > 1. Since Si11 D
S, it follows that max;es, ., [ui(k +1)/v;| > 1. A
We now derive an upper bound for Ny. By construction, Ny > 1. We note that

i (No)|/v; < x 1/v; < -1 <a6|805)2~/ - <4a6)wm6

- ~
ijeSng-1 |uj(No)l/vj ~ id€Sng-1 |ug| = BE\ By By ’

where we use that u and v are unit vectors in the first inequality, the bounds from
the definition of Sy,—1 and Lemma B.11 for the second inequality, and that |So| < m
combined with the definition of 75 ¢ in the final inequality. From Claim B.17, we

obtain max; jesy, % > (14+xn)No= Y1 +n)?2 > (14+xn)Nott > (14 kn)No

1
since k < 1. It follows that (1 + my)NO < (%) ”m% and in particular

1 400 )
- In(1 + kn)

We now simplify our bound on Ny using the Taylor expansion of In(1+z) > x — %:172.

In particular, when z € [0,1], In(1 + z) > %z. Since £ < 1 and 5 < 1, it follows that
In(1+ kn) > %577. In particular,

Ny < 2[1111(%5) +5lnm} .
KLY By ¥

We now construct the final time bound for our lemma. Fix j € Sy \ Sn,. By
applying Proposition B.6 to u(Ng), we obtain that || Ps, ¢3u(n)]l < ||P3N0u(n)H <

46|Sn, "¢/ B for all n > Ny + 2Ng ¢. 0

B.3. Jumping out of stagnation. In this section, we analyze the effect of
taking a random jump on the sphere from a starting point p € S¢!. In particular,
we analyze steps 8 and 9 of FINDBASISELEMENT and demonstrate that under the
random jump w <+ ucos(||x|) + @sin(”x”) from step 9, we with nonnegligible
probability obtain a new starting vector w from which running the GI-LOOP causes
a coordinate of w to be driven towards zero under Proposition B.16.

We first recall that for p € S9!, the tangent space of the sphere S?~1 is T, S9! =
p*. Geometrically, this can be interpreted as the plane perpendicular to p treating
p as the plane’s origin. In this section, we will be particularly interested in the map

x = ucos(||x]|) + g sin(|[x]|) from step 9 of FINDBASISELEMENT. This map is

sometimes referred to as the exponential map on the sphere S?~!. That is, at any
p € 597! the exponential map exp,, : TpS?" ! — S9! is defined as

X .
expp,(x) = pcos(||x[]) + Tl sin([[x[),
where it is understood that exp,(0) = p.
We now proceed with demonstrating that the random jump from steps 8 and 9 of
FINDBASISELEMENT is able to break stagnation of the gradient iteration algorithm
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without causing any harm. By breaking stagnation, we mean that if S C [m] is
the set of large coordinates—i.e., |u;| > 75 ¢ if and only if i € S—then with constant
probability, applying the random jump to u should set up the preconditions of Propo-
sition B.16. By causing no harm, we mean that if coordinates in S are very small—i.e.,
| Psul| < 46|S|°¢/B—then by applying the random jump, the coordinates in S remain
small—i.e., [|[Psu| < 75 4. As we apply the gradient iteration for sufficiently many
steps between random jumps in step 10 of FINDBASISELEMENT, any coordinates of
u which are small after a random jump return to being very small before the next
random jump. In this manner, the random jump causes no harm.
We first provide conditions under which the random jump causes no harm.

LEMMA B. 18 Let u € 8- 1. Let § C [m] be such that ||Psu| < 45|8\5e/ﬁ.
If w is

< 1
Suppose that € < 8\/2(1+26) Bﬁélslo, and suppose that o < ZMTB-ﬁ'

drawn uniformly at random from oS4 Nut and w = exp,(x), then |Psul <
B.6

V/2(1+268)

Proof. We note that

IPswwl = | Pstucos(lxl) + 25 sinlxl ]|
< [[Psull + [sin([lx[))] < [[Psull + [x| < [[Psul + o
T F) T
< —B6 1 460[S)°/p < ——B5 .
= 2./2(1 + 20) I51/6 < 2(1 + 20)
In the above, the first inequality uses the triangle inequality, that | cos(||x||)| < 1 to
obtain the first summand, and that ||Psu| < 1 and Hﬁ” = 1 to obtain the second
summand. The second inequality uses the Taylor series of sin to bound sin(||x||) <
||x]|. The third inequality uses that ||x|| = o since x is drawn from a sphere with
radius 0. The fourth inequality uses the bounds on ¢ and ||Psu||. The final inequality
uses the upper bound on e. 0

Before proceeding with stating conditions under which the random jump breaks
stagnation, we first state two minor technical results which will be useful in showing
that the random jump actually creates a significant change in the coordinates of
interest.

Fact B.19. Let 0 > 0, and suppose that x is drawn uniformly at random from
the sphere o S™ 1. If X 3 0 is a k-dimensional subspace of R™, then with probability
at least (1 — exp(—15k))(1 — exp(—25 f( k), |Pex|? > £o?

For later usage, we denote Cg .19 := (1 — exp (—1—16)) (1 exp ( 2= ‘[)), which is a
constant lower bound on the probability that is obtained in Fact B.19 with 0 < k& < n.
Proof of Fact B.19. We consider the following sampling process for constructing
x: (1) draw w ~ A(0,Z), and (2) let x < oy We note that this process is equiva-

lent to drawing x from ¢.S" ! uniformly at random almost surely. Further, ||Pyw||?
and ||Py.w|? are independent random variables which are distributed according to
the chi-squared distribution with k and n — k degrees of freedom, respectively. In
particular, applying Corollary D.5, we see that with probability at least

(1= exp (~%k) (1-exp (- 2520 - k),

both of the events ||[Pxyw||? > 1k and ||Py.w||? < 2(n — k) occur.
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We proceed in the setting in which these events occur. We see that

i”P){XHQ _ ||‘PXVV||2 ||PXVV||2
o? [Paw | + [ Pxrwl|[* — | Pxwl* +2(n — k)

We note that for any C' > 0, the function f(t) = HLC =1-C(t+C)~! has derivative
f'(t) = C(t+C)~2 > 0. In particular, f is an increasing function. As such, we obtain
1 1

5k 5k k

Pyx||? > > = —.
[Prex| T lk+2(n—k) T 2k+2(n—k) 4n a0

1
|

LEMMA B.20. Let S C [m] be such that |S| > 2. Suppose that u € S4~! and
that 7 < min;es |u;|. Let X := TyS4 1 Nspan({e; | i € S}). Let x € X, and let
s € {+,—} be a sign. We define As(x) := {i € S | sign(u;) = ssign(x;)}. Then
1Pl > )l

Proof. Since u L x, it follows that (u, Py, x) = —(u, Py_x). Further, it can be
seen that

[1Pa x| = [all[Pa,xI[ = (u, Py, x) = =(u, Pa_x) > 7|[Py_x[[1 > 7|[Pr_x]|

by using that 1 = ||u]| for the first equality, the Cauchy—Schwarz inequality for the first
inequality, the lower bound on |u;| > 7 for the second inequality, and the relationship
[[olli > |||l for the final inequality. By similar reasoning, swapping the roles of A
and A_, we obtain

1Py xI| > 7Py, x|

We note that one of ||Py,x|| or ||Pr_x|| must be at least %HXH by the Pytha-
gorean theorem. In particular, both || Py x| and ||Py_x| are at least %HXH 0

The following fact will be useful when bounding individual coordinates of exp,, (x)
for the random jump.

Fact B.21. The trigonometric functions sint and cost can be lower bounded as
follows:
1. When t € [0,1], then sint > 2t.
2. cost>1— %tQ,

Proof of claim. We use the Taylor series of sint and cost. For cost, this is a direct
implication of the Taylor expansion. For sint, we note that sint >t — %t3 > %t. A

In the remaining lemmas of this section, we provide conditions under which the
random jump from step 9 of FINDBASISELEMENT sets up the preconditions of Propo-
sition B.16 with constant probability. We first deal with the case where we are stag-
nated. We say that the gradient iteration is stagnated for a choice of u if for the fixed
point v of G/~ such that v; # 0 if and only if ¢ is a “large” coordinate of u, there is no
i among the large coordinates such that |u;| > |v;| with a sufficient gap (as defined in
the preconditions of Proposition B.16). We demonstrate that with at least constant
probability, stagnation can be escaped by the random jump. In the following lemma,
(.22 is a strictly positive universal constant.

LEMMA B.22. Let S C [m] contain at least 2 elements. Let u € S?1. Let
v € infl be the fived point of G/~ such that v; # 0 if and only if i € S. Let

7= C’B,ggﬁ(ﬁg‘s)%ﬁﬁ. Suppose that w is a random jump of u created according
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to the following process: Draw x uniformly at random from ocS% 1 Nu*, and let
W = exp,(X).

If |uz\ > 15 for all i € S, if |Psul| < 4€d|S|°/B, if € < Epaa(n,|S]), if o <
6f B ¢ and if =5 ‘ull < (1+n)? for alli € S, then with probability at least Cy 19, there

exists i € S such that hﬁ—‘l > (1+4mn)2.

Proof. The main crux of the argument is captured in the following two claims.
These claims use the construction of w and the choice of u from the lemma statement
as unstated givens.

Claim B.23. Fix a constant A > 0. Define x := || Psu||* + (1 + A)? — 1. Suppose
that k < %(ﬂ)%, that “;—I <1+ AforallieS, and that

adlS]|
ad|S|° > 1
12v2 KIT2 <0< ——72 ;
( By /T4 < ~ 6v2d B

then with probability at least Cg 19, there exists j € S such that hjj—“ >1+A.
J

Proof of claim. We prove this claim in several parts. First, we demonstrate a
lower bound on |u;| in terms of v; for each ¢ € S. Then we demonstrate that for some
Jj €S, x; is sufficiently large to make |w;|/v; > 1+ A.

We now proceed with constructing a lower bound on the |u;|’s. We fix a j € S.

2
Uus
ui=1—|Psul>~ > wl=1—|Psul>~ > Ufgv?
i€S\{5} ies\{j}
>1—|Psul® = (1+A) Y v} =1-|Psul®—(1+A)’1-v]]
ieS\{j}

(26) > 07 (14+A)? = [(1+A)? = 1+ ||Psul’] = v} (1 + A)?

We now demonstrate that with a random jump from u, one of the coordinates
j € S increases sufficiently from the lower bound in (26) with the desired probability.
First, we note that there exists a one-dimensional subspace X C u* N span(e;,,e;, ),
where 41,92 € S. Let p be a unit vector in X. We may apply Fact B.19 to obtain
with probability at least Cg 19 that |(p, x)| > 37T 2 5.3+ We proceed under the
assumption that this event occurs.

Letting Ay = {i € {i1,i2} | sign(z;) = sign(u,;)}, we apply Lemma B.20 to
obtain [|[Py, x| > TB‘26||X|| > 2—\}%07'3.6. In particular, there exists j € S such

that sign(u;)z; > 2—\}@07'3.6. It only remains to be seen that for this choice of 7,
wjl/lv;| = 14 A.
We note (using that ||x|| = o) that
x5 .
(27) w} = [exp, (x)]7 > u] cos®(0) + 2u; cos(a);] sin(o) .
Using Fact B.21, we see that

12
cos?(o) > [1 — 202] >1-o02.

Further, since 0 < 73 < 1 < %, we see that cos(o) > 3. Thus,
z; . ZTj . 2 1 2
2u, cos(a); sin(o) > uj— sin(o) > Ui 2 WUTB o
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where we use Fact B.21 in the second inequality and the lower bounds on z; and u;
in the final inequality. Continuing from (27), we obtain

wj2 > (1-o0*u

j 3mTB.6— 3v2d B

1 1
>u?|1+ 072}2 021+A2—n-{1+072}
]{ 6 /2d B.6 [J( ) ] 6 /2d B.6

by using the upper bound on o in the third inequality and by applying (26) in the
final inequality. Using the lower bound on o, we see that

1 1
24 o2 >u?{1—02—|— 07'26}

w? > [V (1+ A)? — K] {1 + 2<;‘j|5|5> Wﬁ}

—2(1+A)° +5 <2u§ (giw) T1rAZ o1 2(2‘%5@) %)
>0 (1+ AP +6(2-1-1)=vi(1+A)>,

where we use the lower bound on U? from Lemma B.11 and the assumed upper bound
on k in the final inequality. Rearranging terms completes the proof. A

Claim B.24. Let X\ € (0,1], and set 0 = 67\;\%71%,6' Suppose n = Ctll/\ (a[ﬁg‘é);ﬁéﬁ
(where Cy is a universal constant which happens to satisfy Cy € (0,1)), and suppose
€ < Ep.12(n,S). Then, with probability at least Cg 19, there exists ¢ € S such that
L > (14 )2

Proof of claim. During the proof, we will wish to apply Claim B.23 with 14+ A =
(1+n)2. Since n < 1, we have that

(1+A2=04+nt=1+4np+60>+49> +9* <1+ 157
As such, we may bound the expression x := || Psul|* + (1 + A)? — 1 by
K < 46S|°€¢/B + 15 < 161,

where we use a loose version of our bound € < Egp 12(n, S) in the final inequality. We

note that with the universal constant C; = ﬁ = m, we obtain that

§ % 5 %
() o () 4 -
By Th By he 6v2d P

by using the upper bound on k in the inequality, by using the given choice of 7 in the
first equality, and by using the choice of ¢ in the second equality. As such, we may
apply Claim B.23 to obtain that with probability at least Cp 19, there exists i € &
such that |w;|/v; > (1 +n)2. A

To complete the proof, we apply Claim B.24. We note that

_0 0<ﬂ7>” 2 >
! <\/& aslsP) B

In particular, it suffices that € is upper bounded by O(EB_lg(%(%)%Téﬁ, 1S))).

This completes the proof. 0
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In the following two lemmas, we consider the case where the gradient iteration is
not stagnated, and we demonstrate with at least constant probability that the random
jump does not move us into stagnation. In Lemma B.25, we deal with the case that
the preconditions of Proposition B.16 are actually met, and we demonstrate that with
some constant probability, applying the random jump does not cause the essential
preconditions for gradient iteration progress to be undone. Finally, in Lemma B.26,
we demonstrate that if there is a coordinate of u which is not known to be small but
has decreased beneath the threshold 75 , then applying the random jump leaves that
coordinate small with constant probability. In essence, these lemmas demonstrate
that the random jump does not undo unforeseen progress of the gradient iteration.

LEMMA B.25. Let 8 C [m], let u € S, let n > 0 be a constant, and let
v € Q‘fl be the fized point of G/~ such that v; # 0 if and only if i € S. Let w be
constructed according to the following random process: Draw x uniformly at random
from 0S¥t Nut, and let w = exp,(x).

If lu;| > 15 ¢ for alli € S, if there exists j € S such that |u;| > (1 + n)*v;, and
if o < g,gﬁTBﬁ’ then with probability at least %CB_lg, we obtain |w;| > |u;|, and in
particular |w;| > (14 n)2v;.

Proof. Since |u;| > vj, it follows that v is not a canonical vector and in particular
that |S| > 2. We set A = {i,j} by choosing i # j such that i € S. We apply
Fact B.19 to see that with probability at least Cg 19, ||[Pax|| > fa Further, by the
spherical symmetry of the dlstrlbutlon of x, with probability at least fCB 19, both
sign(u;)z; > 0 and | Pax|| > fo' We proceed under the assumption that this event
occurs.

Applying Lemma B.20 with 7 = 75, 4, we see that |z;| > TBT-;HPAXH > 25&0 As

1 4 2
% 1—50 +§mj

1 T 1
> |u; 1—02)—|— —BE 5>y —702—1— o > |ujl,
(1= 50°) + B0 > - 3o+ B >
where we use that ||x|| = o in the second equality, Fact B.21 in the first inequality,
that |u;| <1 in the third inequality, and the bound on o in the final inequality. 0

such, we obtain

|wj| = [(expy(x));| = >

1
uj cos(o) + —x; sin(o)
o

LEMMA B.26. Let u € S%1. Suppose there exists j € [d] such that |u;| < 75 4.
Let w be a random jump of u constructed by the following process: Draw x uniformly
at random from oS4 Nut, and let w = exp,(x).

Ifo < %TB.G, then with probability at least %, lw;| < 1 6-

Proof. We will assume without loss of generality that u; > 0. Using the spherical
symmetry of the sampling process, we see that with probability at least % 3> ¢; < 0.
We proceed under the assumption that this event occurs. We first upper bound w;:

1
w; = (expy(x)); = u; cos(o) + —x;sin(0) < uj < 14
: ey : .

since both cos(o) < 1 and z; < 0. Further, we may also lower bound wj:

1 1, 1,
w; = u;cos(o) + —x;sin(o) > u; | 1 — 397 ) - || > ~3TB60 — O
p :
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where we use Fact B.21 to bound cos(¢) and sin(c) < ¢ to bound sin(o) in the first
inequality, we use 0 < u; < 755 4 in the second inequality, we use the given bound

o< %Té ¢ in the third inequality, and we use 73 4 < 1 in the final inequality. ]

B.4. Gradient iteration proof of robustness. We now have all of the tech-
nical tools needed to prove that ROBUSTGI-RECOVERY robustly recovers the hidden
basis elements. To do so, we first demonstrate that FINDBASISELEMENT can be used
to approximate a single undiscovered basis element. We then show that by repeated
application of FINDBASISELEMENT, all hidden basis elements may be recovered. In
particular, we now prove this section’s main theoretical results (Theorems 6.4 and 6.5).
We restate each theorem with more precise bounds before its proof.

For clarity, we denote strictly positive universal constant by Cy, C1,Cs, .. ..

1 2
THEOREM B.27. Suppose o € (O, m/MTB-G] and

o [ By \" -
e < COEBJQ <\/a (a§m5> Téﬁ, [m]) d 4 .

Let pgor € (0,1). Suppose N1 > 2Npg, No > 2N + CoNB_lﬁ(%(%)%Téﬁ),
and I > Cym[log(m/ps.o7)]. Let m be a permutation of [m], let s1,...,s, € {£1},
and suppose that ||s;p; — e || < 4v/28¢/B for each i € [k].

If we execute py,, < FINDBASISELEMENT({fty, ...,y },0), then with probabil-
ity at least 1 — pp a7, there will exist sp41 € {£1} and an index j € [m]\ [k] such that
[8kt18041 — x|l < 4v/20¢/8.

Proof. We define the set Ay := {mw(¢) | ¢ € [k]}. Notice that |A;| = k. By
Lemma B.10, we see that ||(Py + Pa,)u < 4(m — |A1]|)°de/B at the beginning of
the first execution of the main loop of FINDBASISELEMENT. We now establish the
following loop invariant.

Claim B.28. Suppose that at the start of the ith iteration of the main loop
of FINDBASISELEMENT there exists A; C [m] such that ||(Py + Pa,)u| < 4(m —
|A;|)26€/B. Then, the following hold:

1. At the end of the ith iteration of the main loop, there exists 4,11 C [m] such
that Az‘+1 D) Az and ||(P0 + PA,iJrl)ll” < 4(m - |Ai+1|)56/,8.

2. If |A;] < m — 2, then with probability at least %OB_lg, A;yq from part 1is a

strict superset of A;.

Proof of claim. We define S; := [m]\ A;. We proceed in our analysis at the start
of the ith iteration of the main loop of FINDBASISELEMENT. We view S; as being
the set of large coordinates of u. If for each £ € S;, |ug| > 75 4, then this is true in the
informal sense that we have considered throughout our discussions. However, this is
not guaranteed, and we must proceed in distinct cases. In all cases, we will make use
of the following two facts (without explicitly saying we are doing so) when applying
previous lemmas about the random jump and its effects:

1. At the start of the current iteration of the main loop, ||Pg,uf| < 45|S¢\5e/5.
2. At the end of the execution of line 9 of FINDBASISELEMENT, |Psw| <

__"B.6 : . R ]
Jaire)” In particular, this means ||Pyw|| < WeET) and ||Ps,w| < 7 4.
To see the first fact, we use that ||[Psul| = |[(Py + Pa,)ul| < 46(m — |4;])°6¢/B =

46 \Si|5e /B. To see the second fact, we apply Lemma B.18 and recall also that 7 < 1
and 6 > 0.
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We let v € Q1! be the fixed point of G/~ such that v; # 0 if and only if j € S;.
By \i, 2
adm?® ) 7 7-B.6'

We define n := 03422%(
Case 1. |u;| > 75 ¢ and |u;| < (1 +n)?v; for all j € S;.
If |S;| > 2, then we apply Lemma B.22 to see that with probability at least
Cg.19, at the end of line 9 of FINDBASISELEMENT there exists ¢ € S; such that
|we|/ve > (1 +n)2. If this happens, we apply Proposition B.16 to see that at the
end of the current iteration of the main loop of FINDBASISELEMENT, there exists
j € Si such that ||Ps, g ull < 4ed(|Si| — 1)°/B. In particular, when this occurs,
we define A;1 := A; U {j}, and we see that ||Ps, yull = [[(Po + Pa,,,)ull <
4e6(m — |A;11])°/B at the end of the ith iteration of the main loop.

If it occurs that there is no ¢ € S; such that |we|/ve > (1 + 1)?, we define

A;q1 := A; and apply Proposition B.6 to see that at the end of the ith iteration
of the main loop, ||[(Py + Pa,.,)u|| < 4ed(m — |A;41])° /8.

Case 2. |uj| > 154 for all j € S;, and there exists £ € [m] such that |us| >
(1 + n)%v,.
We apply Lemma B.25 to see that with probability at least %03_19, at the end of
line 9 of FINDBASISELEMENT there exists ¢ € S; such that |w,|/ve > (1 + n)%.
When this occurs, we apply Proposition B.16 to see that at the end of the current
iteration of the main loop of FINDBASISELEMENT, there exists j € S; such that
| Ps,ugjyull < 4ed(|Si| - 1)%/83. In particular, we define A;y; := A; U {j}, and we
see that ||Ps,upull = [[(Po + Pa,,)ull < 4ed(m — |Ai11])°/83 at the end of the
ith iteration of the main loop.
If it happens that there is no ¢ € S; such that |w|/ve > (1 +n)?, we define
A;q1 := A; and apply Proposition B.6 to see that at the end of the ith iteration
of the main loop, ||[(Py + Pa,.,)u|| < 4ed(m — |A;41])° /8.

Case 3. There exists £ € S; such that |ue| < 75 4.

i+1)

i)

i+1)

i)

We apply Lemma B.26 to see that with probability at least %, lwe| < 154 at
the end of the execution of line 9 of FINDBASISELEMENT. If this occurs, we
define A;11 = A; U {¢}, and otherwise we define A;1; := A;. Then, applying
Proposition B.6, we see that |[(Py + Pa,,,)ul| < 4(m —|A;11])%€/B.
Note that in all three cases, we have the following summary outcome: If |S;| > 2,
then with probability at least %CB‘lg, there exists A;y1 a strict superset of A; such
that ||(Py + Pa,,,)u| < 4ed(m — |A;11])°/B. Further, it is guaranteed that there
exists A;41 D A; (where the superset is not necessarily strict) such that [[(Py +
Pa,.,)ul| < 4ed(m — |A;41])°/B at the end of the current iteration of the main loop
of FINDBASISELEMENT. Noting that |S;| > 2 if and only if |A;] < m — 2 completes
the proof of the claim. A

To complete the proof, we will apply Claim B.28 and study the state of u at the
return statement of line 12 of FINDBASISELEMENT.

To begin with, we note that A;y; can contain at most m — 1 elements since
otherwise |Ary1| = m would imply that |[u|| = ||[(Po + Pa,,,)ul| = 0. Since all steps
of FINDBASISELEMENT maintain that u € S%!, this would contradict that u is a
unit vector.

If |Ar1| = m — 1, then the loop invariant from Claim B.28 implies that A7 D
A1, and hence the lone j € Ajiq satisfies j € {n(1),...,7(JA1])}. By applying
Lemma B.7, we see that there exists sy41 € {£1} such that |[sgr1u—e;]| < [[(Po +
Py, )ul?V2 < 4v/26¢/B, as desired.
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It only remains to be seen that |Aryi| > m — 1 with the claimed probability. To
see this, it suffices to show that the size of |A;| increases at least m — k — 1 times
during the execution of the main loop. We will make use of the following claim.

Claim B.29. Suppose at the beginning of the i;th iteration of the main loop of
FINDBASISELEMENT that [4;] < m — 1. Let n € (0,1). If N > log(;)/log((1 —
%03.19)71), then after N additional iterations of the main loop, with probability at
least 1 — 7, A; 4N is a strict superset of A;.

Proof of claim. Using the probability bound %CB,lg from Claim B.28 and that
the random jumps in FINDBASISELEMENT are independent of each other, we see that
P[A;+n = A;] is bounded by

10%(%)/10g((1—%013.19)71)

1 N 1
PlAisn = 4] < (1 - 20}3419> < (1 - 20}3.19>

1 1Og(l,%cB_19)(n)
= (1 - 2CB.19> =1.

As such, P[A; 4y is a strict superset of 4;] > 1 — 7 since this is the complement event
(by the loop invariant from Claim B.28). A

We apply Claim B.29 with the choice of 7 = pp.27/(m —k —1). By taking a union
bound, we see that when I > Cy(m—k—1)[log((m—k—1)/pp.27)] with the choice of

Cl = m, then with probablhty 1 — PB.27, ‘AI+1| Z |A1| +m — k—1=
1Cs.
m — 1, as desired. In particular, it suffices that I > Cym/[log(m/pp.27)]. d
THEOREM B.30. Suppose o € (0, ————72 ],

T
64/2d(1+26) B-6

o [ By \" -
€ é COEB.12 <\/& (O{(Smé) Té_ﬁﬂ [m]> d 0 )

1
N1 > 2Ngg, N2 > 2Npg + CONB.IG(%(aglé)’YTéﬁ% pB.30 € (0,1), and I >
Com[log(m/pp.so)]. If we execute pq,...,p,; < ROBUSTGI-RECOVERY (1) for
some integer m € [m,d], then py, ..., @, forms a 4v/28¢/B-approzimation to the hid-

den basis. More precisely, there exist a permutation w of [m| and signs s1,...,Sm €
{+1, =1} such that ||s;p; — ex)|| < 4v/26¢/B for each i € [m].

Proof. We let pq,...,p,, denote the first m approximate basis elements returned
by RoBUSTGI-RECOVERY. We proceed by induction on the following statement (with
k e [m]U{0}).

Inductive hypothesis. With probability at least 1 — kpp.30/m, there exist sign
values s1,..., s, and a permutation m of [m] such that |[s;p; — e, ;)| < 4v20¢/P
for each 7 < k.

The base case k = 0 holds trivially. Suppose that the inductive hypothesis holds
for some k = n with n < m. In order to apply Theorem B.27, we set pg.o7 = %pB.go.
In order to apply Theorem B.27, we require that I > Cym[log(m?/ps.30)] (where
C; is as in Theorem B.27), for which it suffices that I > 2Cym/[log(m/pB.30)]. In
particular, it suffices that Cy = 2C}.

We now consider the case k = n, and we operate conditionally on the case that
there exist sign values si,...,s, and a permutation m, of [m] such that |s;p; —

el < 4v/28¢/ for each i < n. By Theorem B.27, with probability at least
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1 — Lpgsg, there exist j € [m] \ {m, (i) | i € [n]} and a sign s such that ||sp,; —
e;j|| < 4v/26¢/B. Defining s, 41 := s and 7,11 to be a permutation of [m] such that
Tnt1(n + 1) = j and m,41(i) = m, (i) for i < n gives the result for p, . ,. Further,
we see that the probability that the inductive hypothesis holds for £ = n + 1 is lower
bounded by (1 — npg.so/m)(1 — pe.so/m) > 1— (n+ 1)pg.30/m, as desired.
Applying induction on k£ completes the proof. O

Appendix C. Odeco function growth and perturbation bounds. In this
appendix, we provide some useful bounds for («, 3,7, §)-robust odeco functions that
are used throughout the error analysis proofs. In particular, Lemma C.1 provides
useful bounds on each g, hy and their derivatives. Lemma C.2 provides bounds on
the magnitude of VF and its projections. Then the remaining lemmas provide bounds
on estimation and location perturbation errors for VF and G.

LEMMA C.1. The following bounds hold for every k € [m)]:
1. For every x € [—1,1], (5+1)5|z|2+25 <lgr(x)] < (’y+1)'y‘z|
-1,1], Qﬂxﬂ”5<|mx>|s2:uf+”.
For every x € [-1,1], 2(2 +1/6)8 |a:| <lgi(x)| <2(2+ 1/7)alz)*.
For every x € [-1,1], |:L'|25 < |n) (sign(z)z?)| < %|x\27.
[~1,0) U (0,1], Blz[**~* < |} (sign(z)2?)| < o] 7.

2+2’y

For every x €

G

For every x €

Proof. Using the symmetries from Assumption 2.1, it suffices to consider x > 0.

To see part 5, we apply Definition 6.1 to h}(2?) to obtain Bz?C®~1) < |n/(2?)|
az?=1 on z > 0.

For part 4, we use that hj(0) = 0 by Assumption 2.3 to obtain that hj(z) =
Jy Ri(t)dt. Further, since hy is either strictly convex or strictly concave on [0,1], i
follows that the sign of h} is unchanging on (0, 1]. Thus, |k} (z)| = fo |hy(t)|dt. The
upper bound is obtained as

IN

2
t=x2

xT
[P ()] < / atlar =S| = S
0 v It=0 0%

By similar reasoning (replacing < with >, v with §, and o with /), we obtain that
R

To obtain parts 2 and 3, we use the formulas from Lemma 3.2 to express the
derivatives of g, as g;(z) = 2h},(2?)z and g}/(z) = Ljyzq)[4h) (2?)a? + 2k} (2?)]. By
part 4, we obtain the desired bounds on g; (x). We note that

lgr ()| < 4ax®T + 2%:327 <20(2 4 1/7)x*

Note that h/(z) and hl(x) share the same sign on (0,z] (see Lemma 3.1 and recall
that h; is convex if hY > 0 on its domain and concave if h; < 0 on its domain). As
such,

B

|gh(2)] = Ligoso)| 4Ry (2%)2? + 2R} (2%)] > 482 + 253325 >2B8(241/8)2*

To obtain part 1, we first find bounds for hy. Since hj, is strictly monotonic and
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h},(0) = 0, it follows that |y (z)| = [y |hj,(t)|dt. We obtain the upper bound as

6t = (6] = [ " o)t

2

a [* o t=x2 o
S - t’ydt == 7t7+1 = 7x27+2 .
gl /0 (v+1)y o (v+1)y

The lower bound is obtained in a similar manner. 0

LEMMA C.2. If F is (o, 8,7, 6)-robust, then its gradient is bounded as follows for
anyu € S41:
1. Let S C [d]. Then |PsVF(u)| < 2"‘|\P3m[m]uH1+2”

2. Let S C [d]. Then |PsVF(u)| > 22||Psppmul /]S 0 [m]|°.
Proof. We first prove part 1. We let A =S8N [m].

2
IPsVE@)|* =" gi(w) <Z< 1”2”>

1€EA €A
2 142
2||PAuH2+4”Z( ) '
IIPAuII

In the above, the inequality uses Lemma C.1, part 2. For each i € A, u?/||Psul|*> <1
holds. Since v > 0, it follows that (u?/||Paul|?)'™2" < u2/|Pau||?>. Thus,
2 o2

|PsVEF(u)|? < 4% HP ul| 2+ = 4— || Pau|*t* .
oG Z = || Pa u||2 72

We now prove part 2. We let A =S N [m], and we note that

23 432 1+25
1P F@IP = S st > 3 (% |z|”2‘5) LAY )

€A i€EA i€EA

In the above, the inequality uses Lemma C.1. But by Jensen’s inequality, we see that

1425
1 1+25 (Z ) _<||PA11||2>1+25
u; = .
2 274 7

Thus, |PsVF(u)||2 > 4(8/8)%(||Paul|>t*)/|A|°. Taking square roots gives the de-
sired bound. 0

LEMMA C.3. Suppose that u,w € B(0,1)). Then [|[VF(u) — VF(w)| < 2(1 +
Lafu - w].

Proof. The proof is by the fundamental theorem of calculus and Minkowski’s
inequality for integrals:

IVF(u) — VF(w /01 HF(tu+ (1 —t)w)(u — w)dtH

1
§/ IHF(tu+ (1 —t)w)||u — w]dt
0

1
2(2—|—) lu—w] .
Y
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In the last inequality, we note that for any p € uw, HF(p) is a diagonal matrix,
which as such, [|[HF(p)| < maxieq|[HF(p)ul = maxierq |97 (pi)] < 2(2+ 3)a by
Lemma C.1. ]

- 1 A _
LEMMA CA4. Let S C [m]. If ||Psu|l < WErET) and € < 26‘5‘5, then ||G(u)
G(w)]| < 491S[e/ 5.
Proof.
A VF(u)
G(u) — =
6] =Gl = H || " VE@I

> VF< ), IVF] =~ [VF@)|)VF(u)
HVF( Il IVE@[VEw)]
< 2e < 2¢
T IVE)| T IVF@)| =€

We apply Lemma B.4 to see that |VEF(u)|| >
that |VF(u)| —

(s|s|5 Using the bound on €, we obtain

. 5 )
> 2§|5|5 Thus, [|G(u) — G(u)|| < 46|S|°¢/B, as desired. O
Note that perhaps the most interesting case of Lemma C.4 is the case in which

o . . . s 1
S= [m] In this case, the result simplifies to the following: If | Pou| < Ve and

€< 26m57 then ||G(u) — G(u)|| < 46moe/B.
d—1 . R
LeEMMA C.5. Letu,w € S, Let S C [m], and suppose that || Psul| < ——
and further suppose that w; # 0 for some i € [m]. Then ||G(u) — G(w)]|| < 2%5(2 +
5
ISP lu—wl.

Proof. Since there exists i € [m] such that w; # 0, it follows that VF(w) # 0.

I6w) - 6wl = | H
IVF HVF ||
HHVF )H[VF( ) — +IVE(w )||—VF(U)||WF(W)H
||VF( )H||VF( )l
< oIVF(w) - VE(w)]|
IVE ()]

By Lemma B.47 we have that ||[VE (u)|| > §|8|76. Further, by Lemma C.3, we see that
IVF(u) — VF(w)| <2( 2+%)a||u—w||. As such, we obtain that [|G(u) — G(w)| <
24 6(2+ L)151°u — w]. 0

In addltlon, the following is a useful corollary to Lemmas B.1 and B.4.

COROLLARY C.6. Let S C [m], and let A C [m] be nonempty. Suppose that
u € S satisfies | Pgu|| < ——— and that € < Q%m"S. If for all i € SN [m],

Now)

|u;| < 7 4, then the following hold:
1. Foralli€ 8, |Gi(u)| < max(L|u,],46/A’¢/B).
A 5
2. [|PsG(u)] < max(5|Psul|,45]A]°¢/B).

Proof. We note by Lemma B.4 that ||VF(u)| > §|A|_5. Parts 1 and 2 follow
by applying Lemma B.1 with the choice of C' = 1/2 and with this lower bound for
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[VF(u)|. For part 1, we apply Lemma B.1 to the set {i}, and for part 2 we apply
Lemma B.1 to the set S. d

Note that the most interesting cases of this corollary are when A = § and when
A=[m].

Appendix D. Miscellany. In this section, we collect a number of useful results
and statements which are used in the proofs of the theorems of this paper.
The following is a special case of Lemma 7.25 of Rudin [34].

THEOREM D.1. Let U C R¥ be an open set. Suppose f:V — R¥ is differentiable
on its entire domain. If E C V has Lebesque measure 0, then f(E) has Lebesgue
measure 0.

D.1. Rates of convergence. For reference, we recall here the definitions of
various orders of convergence.
Let {x,}52, be a sequence in a normed vector space that converges to L. If there
exist ¢ > 1 and p € (0,1) such that
X - L
e — Ll

novoe o — L0
then the sequence {x,,}22, is said to converge to L with order ¢. In the case where
q = 1, convergence is said to be linear. If

[%n+1 — L] _

lim =0,

n—oo ||x, — L

then the rate of convergence is said to be superlinear.
More generally, if there is a sequence {e,, }2 , in R such that €,, converges to 0 with
order ¢ (resp., superlinearly) under the above definitions and if ||x,, — L|| < ¢, for all
n, then we also say that x,, converges to L with order at least ¢ (resp., superlinearly).

D.2. Error bounds on eigenvalues and eigenspaces. We now recall some
classic results about the perturbation of eigenvalues and eigenspaces. The following
inequality is a known version of Weyl’s inequality for matrix eigenvalues.

THEOREM D.2 (Weyl’s inequality). Let A, A, and H be symmetric (or, more
generally, Hermitian) n x n matrices such that A=A+ H. Let the eigenvalues of
A, A, and H be gwen by A1,..., A n, A, .--sAn, and p1, ..., Py, Tespectively. Assume
that the eigenvalues are indezxed in decreasing order, i.e., Ay > -+ > A\,. Then, for
each i € [n], \i + pi < Ai < A\ipn-

The next theorem (namely the sin© theorem of Davis and Kahan [13]) allows
us to bound the error in eigenvector subspaces of a matrix under a perturbation.
This theorem requires a bit more explanation. In particular, we will still assume
that we have a Hermitian matrix A which is the matrix we are interested in and
that A = A + H is a perturbed version of A (with A and H also both Hermitian).
Suppose that 4 = Y"1, \ivivE and /IZLI \iviv; L give eigendecompositions with
the ordering of the eigenvalues \; not yet determined. We may split the indices
at a point & and define the matrices Ay = Zle NvivE Ay = Z?:k-s—l AivivE,
Ay = Zle Nivivit, Ag = > it Niviv; "

THEOREM D.3 (Davis-Kahan sin © theorem). Suppose that there exist an in-
terval [o, B] and a A > 0 such that the eigenvalues of Ay lie within [«, 8] and the
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eigenvalues of 1511 all lie outside the interval (o — A, 8+ A) (or, alternatively, the
eigenvalues of Ay lie within [«, 8] and the eigenvalues of Ay all lie outside the interval
(o — A, B+ A)). Then A||sinOq|| < ||H]||.

The definition of sin ©g is somewhat involved (see [13] for details). In our setting
it suffices to note that ||sin ©y|| bounds certain projection operators. In particular, if
k 5 Eoo~ - 5 .
HO = Zi:l Vz'VZT and Ho = Zi:l V,jV,jT, then H(I* Ho)HoH S HSIH @0” < %HH”

D.3. Concentration and anticoncentration of the x? distribution. The
following bounds are a direct implication of [26, Lemma 1].

LEMMA D.4. Let Z be distributed according to the x? distribution with D degrees
of freedom. Then, for all x > 0, the following hold:
1. P[Z — D > 2V Dz + 2z] < exp(—zx).
2. P[D — Z > 2v/Dz] < exp(—z).
We have the following corollary, which is useful in our error analysis.
COROLLARY D.5. There exists universal constant C' > 0 such that the following
holds: Let Z be distributed according to the x? distribution with D degrees of freedom.
Then
1. P[Z > 2D] < exp(— 255 D),
2. P[Z < 1D] < exp(—1D),
with probability at least exp(—CD).
Proof. We first prove part 1. We note that

P[Z >2D|=P[Z-D > D] .

In order to apply Lemma D.4, we need to choose x such that 2/ Dx + 2z = D. That
is, 2V Dx + 2x — D = 0. But by the quadratic formula, it follows that

Vi = —2\/5+4\/4D+8D _ \/§2—1\/5.

Squaring both sides yields z = %D.
In order to prove part 2, we note that P[Z < 1D] = P[D — Z > 1D]. We
apply Lemma D.4 with the choice of x such that 2v/Dx = %D, which is to say that
1
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