LAW OF SMALL NUMBERS AS CONCENTRATION INEQUALITIES FOR SUMS OF INDEPENDENT RANDOM SETS AND RANDOM SET-VALUED MAPPINGS
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Abstract. In the paper we study concentration of sample averages (Minkowski's sums) of independent bounded random sets and set valued mappings around their expectations. Sets and mappings are considered in a Hilbert space. Concentration is formulated in the form of exponential bounds on probabilities of normalized large deviations. In a sense, concentration phenomenon reflects the law of small numbers, describing non-asymptotic behavior of the sample averages. We sequentially consider concentration inequalities for bounded random variables, functions, vectors, sets and mappings, deriving next inequalities from preceding cases. Thus we derive concentration inequalities with explicit constants for random sets and mappings from the sharpest available (Talagrand type) inequalities for random functions and vectors. The most explicit inequalities are obtained in case of discrete distributions. The obtained results contribute to substantiation of the Monte Carlo method in infinite dimensional spaces.
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1. Introduction

Concentration inequalities describe tail behavior of the probabilities of large deviations for sums of independent random variables from their mean. They, like limit theorems, determine rate of convergence in the law of large numbers. Moreover, they are valid for any finite sums and thus express, in a sense, a law of small numbers. Classical results of this type are Bernstein's, Chernoff's and Hoeffding's exponential inequalities for bounded random variables. There are extensions of these results to random vectors and random functions (see, e.g. (Talagrand, 1994, 1996), (Pflug, 2003), (Nemirovski, 2004), (Boucheron et al., 2005), (Steinwart and Christmann, 2008), (Shapiro et al., 2009)).

In the present paper we derive such inequalities for random sets (and mappings). First non-asymptotic result of this type was obtained by (Artstein, 1984) for finite dimensional independent random sets. It exponentially bounds the probability that Hausdorff distance between sample average set and its mean exceeds a given threshold. The result is essentially finite dimensional since the bound heavily depends on the dimension number, the more the dimension the worse the bounds. Unlike this, contemporary concentration inequalities are dimension free (e.g. are valid for Banach space valued random variables), but exploit different complexity measures for the range of the random object. Asymptotic large deviation result for random sets in a separable Banach space was obtained in (Cerf, 1999). We derive explicit non-asymptotic concentration inequalities for bounded random sets and mappings in a separable infinite dimensional Hilbert space.

In the present paper we sequentially review and update concentration inequalities for bounded random variables, functions, vectors, random sets and set valued mappings, deriving next inequalities from preceding cases. Especially sharp and explicit results are obtained in case of discrete distributions. A closely related asymptotic result, a central limit theorem for random sets with a discrete distribution, was obtained in (Cressie, 1979).

Thus the main contribution of the paper consists in the following. We improve (Artstein's, 1984) concentration results for bounded random sets making the estimates much sharper and equally applicable to finite and infinite dimensional (separable Hilbert space) cases. The estimates still remain non-asymptotic, i.e. valid for any finite sum of independent random sets (unlike (Cerf, 1999)). We derive concentration inequalities from the sharpest available analogues results for random vectors and random functions. Concentration inequalities for random mappings are completely new, although they were obtained only for a discrete distribution. Extensions of these results to general distributions and to unbounded random sets and mappings are still open problems.
2. Concentration inequalities for sums of independent random variables and their extensions

Classical concentration inequalities for random variables are due to Bernstein, Chernoff and Hoeffding (see, e.g. (Boucheron et al., 2005), (Steinwart and Christmann, 2008)).

Next statements extend concentration inequalities to random functions. Further they are used for derivation of concentration inequalities for random vectors and sets.

2.1 Theorem (see, e.g., (Boucheron et al., 2005)). Let \((Y,d)\) be a separable metric space with metric \(d\), \((\Xi,\Sigma,P)\) be a probability space and \(F := \{ f_y : Y \times \Xi \to \mathbb{R} \}\) be a set of functions \(f_y : Y \times \Xi \to \mathbb{R}\) continuous in \(y \in Y\) for all \(\xi \in \Xi\), \(\Sigma\)-measurable in \(\xi\) and \(E f_y = 0\) for all \(y \in Y\). Furthermore, let \(b \geq 0\) be a constant such that \(\| f_y \|_\infty \leq b\) for all \(y \in Y\). For independent random variables \(\xi_1, \ldots, \xi_n\), we define a random variable \(G_n : Z \to \mathbb{R}\) by \(G_n := \sup_{f \in F} \left| \sum_{j=1}^n f(\xi_j) \right|\). Then, for all \(t > 0\) and all \(\gamma > 0\), we have

\[
P\left\{ G_n > E G_n + \sqrt{2 t b} \right\} \leq e^{-t}.
\]

The following theorem presents a refinement of the (Talagrand’s, 1994, 1996) inequality.

2.2 Theorem (Talagrand’s inequality in i.i.d. case, see (Steinwart and Christmann, 2008)). Let \(b \geq 0\), \(\sigma \geq 0\), and \(n \geq 1\). Moreover, let \((\Xi,\Sigma,\mu)\) be a probability space and \(F\) be a countable set of \(\Sigma\)-measurable functions such that \(E \mu f = 0\), \(E \mu f^2 \leq \sigma^2\) and \(\| f \|_\infty \leq b\) for all \(f \in F\). We write \(Z := \Xi^\prime\) and \(P := \mu^\prime\), \(E\) denotes expectation over \(P\). Furthermore, for independent random variables \(\xi_1, \ldots, \xi_n\), we define a random variable \(G_n : Z \to \mathbb{R}\) by \(G_n := \sup_{f \in F} \left| \sum_{j=1}^n f(\xi_j) \right|\). Then, for all \(t > 0\), we have

\[
P\left\{ G_n \geq E G_n + \sqrt{2 t (n \sigma^2 + 2 b E G_n) + 2 b t / 3} \right\} \leq e^{-t}.
\]

To use Theorems 2.1, 2.2 one needs estimates of the quantity \(G_n\), which are given in the following lemmas.

2.3 Lemma (\(E G_n\) in case of finite \(\Xi\)). Suppose the probability space is discrete, \(\Xi\) contains \(N_\Xi\) elements, and \(\sup_{f \in F, \xi \in \Xi} | f(\xi) | \leq M_{F,\Xi}\). Then \(E G_n \leq 2 M_{F,\Xi} \sqrt{N_\Xi} v\).

2.4 Lemma (\(E G_n\) in case of finite \(F\), (Boucheron et al., 2005, Theorem 3.3)). Suppose the family \(F\) is finite and bounded, i.e. it contains \(|F|\) number of elements and \(\sup_{f \in F, \xi \in \Xi} | f(\xi) | \leq M\). Then \(G_n \leq M \sqrt{2 \ln |F| / \sqrt{v}}\).

3. Concentration inequalities for sums of random vectors in a separable Hilbert space

In the present section we derive concentration inequalities for sums \(S^\prime = \sum_{i=1}^n \xi_i\) of independent bounded random vectors \(\xi_i\) with values in a separable infinite dimension Hilbert space \(H\). In the next section these results will be used to derive concentration inequalities for random sets. Similar results for finite dimensional regular Banach spaces (obtained in a different way) can be found in (Nemirovski, 2004).
Concentration inequalities for sums $S^v = \sum_{i=1}^v \xi_i$ of independent random vectors $\xi_i$ can be obtained from such inequalities (Theorems 2.1, 2.2) for random functions, since for any $s \in H$ holds $\|s\| = \sup_{f \in H} \|fs\|$.  

3.1 Theorem. Let $\xi_1, \ldots, \xi_v$ be independent random variables (in a separable Hilbert space) such that $\|\xi_i - E\xi_i\|_\infty \leq b$, $E\|\xi_i - E\xi_i\|^2 \leq \sigma^2$ for all $i$, then for any $t > 0$ holds

$$P \left( \frac{1}{v} \left\| S^v - E S^v \right\| > \sigma \sqrt{v} + \frac{\sqrt{2t(b + \sigma^2 \sqrt{v})}}{\sqrt{v}} \right) \leq e^{-t},$$

and (for iid case)

$$P \left( \frac{1}{v} \left\| S^v - E S^v \right\| \geq \sigma \sqrt{v} + \frac{\sqrt{2t(b + 2\sigma^2 \sqrt{v})}}{3\sqrt{v}} \right) \leq e^{-t}.$$

As an illustration we apply Theorem 3.1 to derive concentration inequalities for frequencies in the law of large numbers. The next theorem establishes rate of convergence (of order $1/v$) and the exponential decay of the probabilities of large deviations for frequencies in the law of large numbers with countable realizations. Later it is used for establishing concentration inequalities for random mappings.

3.2 Theorem. Let $\xi_1, \xi_2, \ldots$ be a sequence of independent random variables taking values from a finite or countable collection $\{\xi_1, \xi_2, \ldots\}$ with probabilities $p_1, p_2, \ldots = p$ respectively. Denote $\lambda^v = \left\{ \lambda_1^v, \ldots, \lambda_v^v \right\}$ a random vector of frequencies such that $\lambda_j^v$ is the quotient of $\xi_i \in \{\xi_i\}_{i=1}^v$ hitting the value $\xi_j$. (If $\xi_i \in \{\xi_i\}_{i=1}^v$ does not hit the value $\xi_j$, then $\lambda_j^v = 0$). Then for any $v$ and $t > 0$

$$P \{|\sqrt{v} \left\| \lambda^v - p \right\| > 1 + t| \leq e^{-t/4},$$

$$P \left\{ \sqrt{v} \left\| \lambda^v - p \right\| > 1 + t \left( 1 + \frac{2\sqrt{v}}{3} \right) \right\} \leq e^{-t/2},$$

where $\|\lambda^v - p\| = \left( \sum_j (\lambda_j^v - p_j)^2 \right)^{1/2}$.

4. Concentration inequalities for bounded random sets 

Concentration inequalities from Theorem 3.1 can be extended to random sets. The first result of this type for bounded $m$-dimensional random sets was obtained by (Artstein, 1984). The estimate of the probability of large deviations of Minkowski's averages from its expectation in (Artstein, 1984) depends on the size of the deviation $t$ through a multiplier $1/t^{m-1}$ standing before the exponential term, so it makes sense only for a finite dimensional case. An asymptotic large deviation result for random sets in a separable Banach space was presented in (Cerf, 1999).

Consider random sets $\{X_i\}$, i.e. Borel-measurable vector functions from some probability space $(\Xi, \Sigma, P)$ to the space of non-empty closed subsets of a separable Hilbert space $H$ with norm $\|\cdot\|_H$. A random vector $\xi : \Xi \to H$ is called a selection of $X_i$ if with probability one holds $\xi \in X_i$. Define the expectation $EX_i$ of $X_i$ to be

$$EX_i = \{E\xi : \xi \text{ is a selection of } X_i \text{ and } E\|\xi\|_H < +\infty\}.$$
Define the deviation of a set $A \subset H$ from a set $B \subset H$ as $\Delta(A, B) = \sup_{a \in A} \inf_{b \in B} \|a - b\|_H$, and Hausdorff distance between sets $A$ and $B$ as $H(A, B) = \max\{\Delta(A, B), \Delta(B, A)\}$. In particular for $a \in H$ denote $\text{dist}(a, B) = \Delta(a, B)$. Denote $\text{co}A$ a convex hull of $A \subset H$, $\|A\|_v = \sup_{x \in A} \|x\|$. Define a sample average set

$$S^v = \frac{1}{v} \sum_{i=1}^v X_i = \left\{ s = \frac{1}{v} \sum_{i=1}^v \xi_i : \xi_i \text{ is a selection of } X_i \right\}. $$

In the next theorems we extend and sharpen finite dimensional results by (Artstein, 1984) to a separable infinite dimensional Hilbert space.

**4.1 Theorem.** Let $X_1, \ldots, X_v$ be independent closed valued random sets with $\bar{X}_i = \text{E} \text{co}X_i$, $H(\text{co}X_i, \bar{X}_i) \leq b < +\infty$ with probability one, $E H^2(\text{co}X_i, \bar{X}_i) \leq \sigma^2$ for all $i$. Denote

$$D_v = H\left(\frac{1}{v} \sum_{i=1}^v X_i, \frac{1}{v} \sum_{i=1}^v \bar{X}_i\right).$$

Then for any $t > 0$ we have

$$P\left(D_v \geq E D_v + \frac{2t b}{\sqrt{v}}\right) \leq e^{-t};$$

and for iid $\{X_i\}$

$$P\left(D_v \geq E D_v + \frac{2t \left(\sigma^2 + 2\sigma b/\sqrt{v}\right)}{\sqrt{v}} + \frac{2tb}{3}\sqrt{v}\right) \leq e^{-t}.$$ 

If $\{X_i\}$ take on values from a finite collection of size $N_X$, then the term $E D_v$ in the inequalities can be replaced by $2b \sqrt{N_X} / \sqrt{v}$.

In a finite dimensional case, $\{X_i \subset \mathbb{R}^m\}$, the term $E D_v$ in the inequalities can be replaced by $2b \sqrt{m} (1 + \sqrt{\ln v}) / \sqrt{v}$.

Theorem 4.1 states a concentration result for convex valued random sets $\{\text{co}X_i\}$. In a finite dimensional case, $X_i \subset \mathbb{R}^m$, the result can be extended by means of Shapley-Folkman lemma to non-convex valued mappings similar to (Artstein, 1984). In an infinite dimensional case this is not possible. In the next theorem we obtain the desired result for one-sided distance $\Delta\left(\frac{1}{v} \sum_{i=1}^v X_i, E \text{co} X_i\right)$.

**4.2 Theorem.** Let $X_1, \ldots, X_v$ be iid closed valued random sets in a Hilbert space $H$, $\|X_i\|_v \leq b < +\infty$ with probability one, $E \|X_i\|_v^2 \leq \sigma^2$, and $\bar{X} = E \text{co} X_i$. Then for any $t > 0$ and $v$ we have

$$P\left(\Delta\left(\frac{1}{v} \sum_{i=1}^v X_i, \bar{X}\right) \geq \frac{\sigma}{\sqrt{v}} + \frac{\sqrt{2tb}}{\sqrt{v}}\right) \leq e^{-t},$$

$$P\left(\Delta\left(\frac{1}{v} \sum_{i=1}^v X_i, \bar{X}\right) \geq \frac{\sigma}{\sqrt{v}} + \frac{2t \left(\sigma^2 + 2\sigma b/\sqrt{v}\right)}{\sqrt{v}} + \frac{2tb}{3}\sqrt{v}\right) \leq e^{-t}.$$ 
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5. Concentration inequalities for random sets and mappings in case of a discrete distribution

In this section we establish concentration inequalities for bounded random set valued mappings in the case when the random mapping has a discrete distribution. If the mapping is constant then these inequalities become concentration inequalities for random sets. In a similar setting (Cressie, 1979) obtains a central limit theorem for random sets with finite discrete distribution. Unlike, our results are non-asymptotic, valid for countable discrete distributions and are extended to random mappings.

Assume that

(i) $\xi$ is a discrete random variable taking at most countable number of values $\{\xi_1, \xi_2, \ldots\}$ with probabilities $\{p_1, p_2, \ldots\} = p$;

(ii) $\{S_j(x), S_2(x), \ldots\}$ are mappings defined on a set $X \subset \mathbb{R}^n$ with convex values in a Banach space;

(iii) mappings $\{S_j\}$ are uniformly bounded on $X$, $\|S(X)\| = \sup_j \sup_x \|S_j(x)\| < +\infty$.

Define a random mapping $S(\xi, x) := S_j(x)$ if $\xi = \xi_j$, and let $\{\xi_i, i = 1, 2, \ldots\}$ are iid realizations of the random variable $\xi$, sample average mapping $S^v(\xi^v, x) = \nu^{-1} \sum_{i=1}^v S(\xi_i, x)$ and the expectation mapping $E S(\xi, x) = \sum_j p_j S_j(x) = \{s = \sum_j \xi_j p_j : s_j \in S_j(x)\}$. Denote

$$S(x) = (S_1(x), S_2(x), \ldots), \quad \|S_j(x)\| = \sup_{x \in X} \|S_j(x)\| < +\infty, \quad \|S(X)\| = \left(\sum_j \|S_j\|^2\right)^{1/2} < +\infty.$$  

5.1 Theorem. In conditions (i)-(iii) for any $t > 0$ and $\nu$ the following estimates hold true for the uniform distance $U(S^v, ES) = \sup_{x \in X} H(S^v(\xi, x), ES(\xi, x))$ and graph distance $H(gphS^v, gph ES)$ between graphs of mappings $S^v$ and $S$,

$$P \left\{ \sqrt{\nu} H(gphS^v, gph ES) > (1 + t) \|S(X)\| \right\} \leq$$

$$\leq P \left\{ \sqrt{\nu} U(S^v, ES) > (1 + t) \|S(X)\| \right\} \leq \exp \left( -t^2/4 \right).$$

These estimates have a non-asymptotic character, do not depend on the distribution $p$ and contain explicit constants. If applied to random sets with discrete distribution, this theorem gives a sharper result than Theorem 4.1.

6. Conclusions

We have obtained a number of new explicit concentration results for vectors (Theorem 3.1), random sets (Theorems 4.1, 4.2) and random set valued mappings (Theorem 5.1) in infinite dimensional spaces. In a sense, concentration phenomenon reflects the law of small numbers, describing non-asymptotic behavior of sample averages. One interesting consequence of Theorem 3.1 is a concentration result for frequencies in the law of large numbers with countable number of realizations (Theorem 3.2). One more interesting consequence (of Theorem 5.1) is that in case of a discrete distribution a uniform law of large numbers for random mappings, i.e. $\lim_{\nu \to \infty} U(S^v, ES) = 0$, holds with probability one without any semicontinuity assumptions on the involved (convex valued uniformly bounded) mappings $\{S_j(x)\}$ (compare to (Shapiro and Xu, 2007)). All these results contribute to the substantiation of the Monte Carlo method in infinite dimensional spaces. Extensions of these results to general distributions and to unbounded random sets and mappings are still open problems.
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