MAT 132A Homework assignment #9



Exercise 5.5 ¢! by lack of memory.

Exercise 5.7
P{X1 < Xg,min(Xl,Xg = t)}

P{min(Xl, XQ) = t}
P{Xl = t,XQ > t}

p{Xl < XQ‘ min(Xl,Xz) — t} =

P{X;=t,Xo >t} + P{Xo=1t,X; >t}
fit)[1 — Fo(t)]
AN = Fa()] + fa(t)[1 = (1))
Dividing through by [1 — Fj(¢)][1 — F5(t)] yields the result. Here
fi and Fj are the density and distribution function of X;,z = 1, 2.

To make the above derivation rigorous, we should replace “ =t”
by €(t,t + €) throughout and then let € — 0.

Exercise 5.14

(a) The conditional density of X given that X < c is

) e
CP{X <c} 1—e

f(z| X < ¢ O<zx<c

hence,

EX|X <= / e Mdx /(1 — e )
0
Integration by parts yields that

Cc C
/ e Mdr = xe NS+ / e Mdx
0 0

= ce M+ (1—e /N

Hence,
EX|X < =1/A—ce /(1 —e)
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(b)
1/JA=FE[X|X <1 —e)+ (c+1/N)e

This simplifies to the answer given in part (a).

Exercise 5.37

(a) 196/2.5 =178.4
(b) 196/(2.5)% = 31.36

We use the central limit theorem to justify approximating
the life distribution by a normal distribution with mean 78.4

and standard deviation 1/31.36 = 5.6. In the following, Z is a

standard normal random variable.
(c) P{L <0672}~ P{Z <284} = P{Z < -2} =0.0227
(d) P{L>90} ~ P{Z > %84} = P{Z > 2.07} = 0.0192

(e) P{L > 100} ~ P{Z > =84} = P{Z > 3857} =
0.00006

Exercise 5.40

(a) E[Si=4/)

(b)  E[S4N(1) = 2] = 1+ E[time for 2 more events] = 1+2/A



() E[N(4) = N(2)|N(1) =3] = E[N(4) = N(2)] = 2/A
The first equality used the independent increments property.

Exercise 5.48

Let T denote the time until the next train arrives; and so T'
is uniform on (0, 1). Note that, conditional on 7', X is Poisson
with mean 77T

(a) E[X]= E[E[X|T]] = E[7T] = 7/2

(b) FE[X|T] = 7T, Var(X|T) = 7T. By the conditional vari-
ance formula

Var(X) = TE[T| 4+ 49 Var(T) = 7/2 + 49/12 = 91 /12

Exercise 5.56

(a) 1—¢e3

(b) 67

© (2 @)°
Exercise 5.59

Each of a Poisson number of events is classified as either being
of type 1 (if found by proofreader 1, but not by 2) or type 2 (if
found by proofreader 2, but not 1) or type 3 (if found by both).
or type 4 (if found by neither).
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(a) The X, are independent Poisson random variables with
means

E[Xq] = Api(1 — p2), E[Xo] = A(1 = p1)p2
E[X3] = Apip2, E[Xy] = M1 —p1)(1 —p2)

(b) Follows from the above.



