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Problem 1 (20 pts) Suppose we are given three data points inR2, (x, y) = (−π/2,1), (0,1), (π/2,−1).
Now, we want to find the best function to fit these points in the form ofy =α+βsin x in the
sense of the least squares.

(a) (7 pts) Write a system of equation in the formAx = b, wherex =
[
α

β

]
as if this function passes

through all these three points.

Answer: Sincesin x =−1,0,1 whenx =−π/2,0,π/2, respectively, the system of equation can be
easily written as: 1 −1

1 0
1 1

[
α

β

]
=

 1
1
−1

 .

(b) (7 pts) Solve the least squares problem using the normal equation, and write the solution in the
form of y =α+βsin x.

Answer: This is simply can be solved by[
α

β

]
= (AT A)−1 AT b =

[
3 0
0 2

]−1 [
1
−2

]
= 1

6

[
2 0
0 3

][
1
−2

]
=

[
1/3
−1

]
.

Thus the least square solution is:

y = 1

3
− sin x .

(c) (6 pts) Let̂x be the least squares solution you computed in (b). Compute the residual (or error)
vectorb − Ax̂ and its length in 2-norm. Compare this error size o the error size of the case[
α

β

]
=

[
0
1

]
, and confirm that the error of the least squares solution is smaller.

Answer: The error vector is simply,

b − Ax̂ =
 1

1
−1

−
1 −1

1 0
1 1

[
1/3
−1

]
=

−1/3
2/3
−1/3

 .

Thus its 2-norm is: ∥∥∥∥∥∥
−1/3

2/3
−1/3

∥∥∥∥∥∥=
p

6

3
,

which is in fact smaller than∥∥∥∥b − A

[
0
1

]∥∥∥∥=
∥∥∥∥∥∥
 1

1
−1

−
−1

0
1

∥∥∥∥∥∥=
∥∥∥∥∥∥
 2

1
−2

∥∥∥∥∥∥= 3 >
p

6

3
.
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Problem 2 (20 pts) Consider the following matrix:

A =
1 0

1 1
1 2

 .

(a) (5 pts) Find a basis ofR(A). What is the rank of this matrix?

Answer: Let’s computeE A, the RREF of A, together with the transformation matrixP ∈ R3×3 so
thatPA = E A.

[
A | I

]=
1 0 | 1 0 0

1 1 | 0 1 0
1 2 | 0 0 1

 R2←R2−R1−−−−−−−→
R3←R3−R1

1 0 | 1 0 0
0 1 | −1 1 0
0 2 | −1 0 1

 R3←R3−2R2−−−−−−−−→
1 0 | 1 0 0

0 1 | −1 1 0
0 0 | 1 −2 1

= [
E A |P

]
Therefore, we have two basic columns inA, which forms the basis ofR(A), i.e.,

1
1
1

 ,

0
1
2

 .

Clearly, rank(A) = 2 .

(b) (5 pts) What isN(A) in this case?

Answer: The dimension of the input space is2 since it isR2. Now from the rank-nullity theorem,
we have:

rank(A)+dimN(A) = 2.

But rank(A) = 2. Hence,dimN(A) = 0. This means thatN(A) = {0} =
{[

0
0

]}
.

(c) (5 pts) Find a basis ofR(AT ).

Answer: The nonzero rows ofE A form the basis ofR(AT ). Thus, the answer is:{[
1
0

]
,

[
0
1

]}
.

(d) (5 pts) Find a basis ofN(AT ).

Answer: The row vectors ofP corresponding to the zero rows ofE A form the basis ofN(AT ).
Thus, the answer is: 

 1
−2
1

 .
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Problem 3 (20 pts) LetT : R2 → R2 be a linear transform defined byT (x, y) = (
2x + y, x +2y

)
.

Consider the vectorv =
[

1
2

]
and the basis

B=
{[

1
0

]
,

[
1
2

]}
.

Let U =
[

1 1
0 2

]
be the matrix representing this basis.

(a) (5 pts) Determine[T ]B and[v]B .

Answer: Let A be the matrix associated with this linear transformationT . Then,

A

[
x
y

]
=

[
2x + y
x +2y

]
=⇒ A =

[
2 1
1 2

]
.

Now, we have

[T ]B =U−1 AU = 1

2

[
2 −1
0 1

][
2 1
1 2

][
1 1
0 2

]
= 1

2

[
3 3
1 5

]
.

As for [v]B, it is easy to get:

[v]B =U−1v = 1

2

[
2 −1
0 1

][
1
2

]
=

[
0
1

]
.

(b) (5 pts) Compute[T (v)]B and verify that[T ]B[v]B = [T (v)]B .

Answer: In this case,T (v) = Av. So,

[T (v)]B = [Av]B =U−1 Av = 1

2

[
2 −1
0 1

][
4
5

]
= 1

2

[
3
5

]
.

On the other hand, using the results of Part (a), we have:

[T ]B[v]B = 1

2

[
3 3
1 5

][
0
1

]
= 1

2

[
3
5

]
.

So, they surely agree.
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(c) (5 pts) Now, let a new basis inR2 be

B̃=
{[

1
1

]
,

[−1
1

]}
.

Let V =
[

1 −1
1 1

]
be the matrix representing this basis. Now determine the change of basis

matrix [I ]BB̃ .

Answer: The matrix we want to compute is:

[I ]BB̃ =V −1U = 1

2

[
1 1
−1 1

][
1 1
0 2

]
= 1

2

[
1 3
−1 1

]
.

(d) (5 pts) determine[T ]BB̃ and demonstrate that[I ]BB̃[T ]B̃ = [T ]BB̃ .

Answer: This can be easily done as follows:

[T ]BB̃ =V −1 AU = 1

2

[
1 1
−1 1

][
2 1
1 2

][
1 1
0 2

]
= 1

2

[
3 9
−1 1

]
.

[I ]BB̃[T ]B
1

2

[
1 3
−1 1

]
· 1

2

[
3 3
1 5

]
= 1

2

[
3 9
−1 1

]
.

So, they surely agree.
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Problem 4 (20 pts) Consider the following matrix

A =
1 −1

1 0
1 1

 .

(a) (5 pts) Compute the Frobenius norm‖A‖F .

Answer: Using the definition of the Frobenius norm, we have

‖A‖F =
√∑

i , j
|ai j |2 =

√
12 +12 +12 + (−1)2 +02 +12 = p

5 .

(b) (4 pts) Compute the 1-norm‖A‖1.

Answer: Using the definition of the 1-norm, we have

‖A‖1 = max
j

‖A∗ j‖1 = max{3,2} = 3 .

(c) (7 pts) Compute the 2-norm‖A‖2.

Answer: We need to compute the eigenvalue ofAT A because‖A‖2 =
√
λmax(AT A). The charac-

teristic equation ofAT A is:

det(AT A−λI ) = det

[
3−λ 0

0 2−λ
]
= (3−λ)(2−λ) = 0.

Therefore, clearly,λmax = 3. Thus, we have‖A‖2 =
p

3 .

(d) (4 pts) Compute the∞-norm‖A‖∞.

Answer: Using the definition of the∞-norm, we have

‖A‖∞ = max
i

‖Ai∗‖1 = max{2,1,2} = 2 .
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Problem 5 (20 pts) LetB= {u1, . . . ,un} be anorthonormal basisof an inner product spaceV with
dimV= n.

(a) (5pts) Letx ∈V be any vector inV. Expressx as a linear combination of the basis setB, i.e.,
determine the linear combination coefficients,α1, . . . ,αn such thatx =α1u1 +·· ·+αnun.

Answer: Taking an inner product of the both sides of the above equation withu j (1 ≤ j ≤ n) gives
us:

〈u j , x〉 = 〈u j ,α1u1 +·· ·+α j u j +·· ·+αnun〉
= 〈u j ,α1u1〉+ · · ·+〈u j ,α j u j 〉+ · · ·+〈u j ,αnun〉
= α1〈u j ,u1〉+ · · ·+α j 〈u j ,u j 〉+ · · ·+αn〈u j ,un〉
= α j ,

since〈u j ,uk〉 = δ j k . This holds for allj = 1, . . . ,n. So, we have

x = 〈u1, x〉u1 +·· ·+〈un , x〉un .

(b) (5 pts) Prove the Pythagorean theorem:

‖x‖2 = |α1|2 +·· ·+ |αn |2.

Answer: Using the definition of the norm induced from the inner product, we have:

‖x‖2 = 〈x , x〉
= 〈α1u1 +·· ·+αnun ,α1u1 +·· ·+αnun〉
= 〈α1u1,α1u1〉+ · · ·+〈αnun ,αnun〉 because of the orthogonality

= ‖α1u1‖2 +·· ·+‖αnun‖2

= |α1|2‖u1‖2 +·· ·+ |αn |2‖un‖2

= |α1|2 +·· ·+ |αn |2 because they have a unit length.

(c) (5 pts) Supposen = 3 andB =


0
0
1

 ,

0
1
1

 ,

1
1
1

, which are not orthonormal. Make this set

orthonormal.

Answer: Let B = {x1, x2, x3} be that initial basis. Now, using the Gram-Schmidt procedure, we
make the basis vectors orthonormal as follows.

u1 = x1

‖x1‖
=

0
0
1

 ,
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becausex1 is already of unit norm.

ũ2 = x2 −〈u1, x2〉u1 =
0

1
1

−1 ·
0

0
1

=
0

1
0

 ,

which is also of unit norm. So,u2 =
0

1
0

. Now,

ũ3 = x3 −〈u1, x3〉u1 −〈u2, x3〉u2 =
1

1
1

−1 ·
0

0
1

−1 ·
0

1
0

=
1

0
0

 ,

which is again of unit norm. Hence, we have the orthonormal set derived fromB as follows:

{u1,u2,u3} =


0
0
1

 ,

0
1
0

 ,

1
0
0

 .

(d) (5 pts) Expand a vectorx =
 1
−2
1

 with respect to the orthonormal vectors derived in Part (c).

Answer: This can be easily done becausex = 〈u1, x〉u1〈u2, x〉u2 +〈u3, x〉u3. The only thing to do
is to compute these three inner products, which are in fact,1, −2, and1, respectively. Thus,
we have

x =
 1
−2
1

= 1 ·u1 −2 ·u2 +1 ·u3 =
0

0
1

−2

0
1
0

+
1

0
0

 .


