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Problem 1 (20 pts) We would like to find the best line for the given three poiais), (1,1),
(2,2) in the planeR? in the least squares sense, wherie some real-valued parameter.

(a) (6 pts) Let us write an equation of line §s= px + g. Then write a system of equation of the

form Ax = b wherex =

Z] as if the line passes through all the three points.

Answer: Enteringx=0,1,2 andy = a, 1,2, respectively to the equation of line= px + g yields
the following system of equations.

1 0 a
-
1 2 2
N—— xS~
A b

(b) (7 pts) Show that this system is inconsistent (i.e., the line cannot pass all the three points) if
a #0. What happens whew=07?

Answer: Form the augmented matrix, and obtain its Reduced Row Echelon Form:

IOIaRRRIOIaRRZRIOIa
11 ] 1225101 | 1l-a| =201 ]| 1-a
12| 2f B R 19 2| 22a 00| a

So, if a # 0, then the(3,3) elementa does not match with the zero elements of the last row.
Therefore, this system is inconsistent.

If @ =0, then the system is consistent. By inserting 0 to the above matrix, we get:

1 01 0
0 1 | 1Y,
0010

which means that the solution(g, p) = (0,1). Thus, we have the ling = x passing through
all these three points i = 0.

(c) (7 pts) Form the normal equation, and compute the best line by solving this normal equation.

Answer: This is simply can be solved by

-1 5a
q _ T av—=1 ATq. _ 3 3 a+3 _l 5 -3 a+3 _ 5
[p]_(AA) Ab_[s 5] 5 | 6[-3 5 5 | [1-%]
Thus the least square solution is:
« 5a
y:(l—g)x+F
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Problem 2 (20 pts) Consider the following matrix:

I

220

(@) (5pts) Find a basis dR(A).

Answer: Let's computeE,, the RREF of A, together with the transformation matPix R>*? so

thatPA=E,.
A= 1 0 2 | 1 O ReeRo—2rR;, |1 O 2 | 1 O] R—a/m2r, |1 0 2 | 1 0 _E
1220 1] 01 0 2 -4 | =21 01 -2 | -1 1/2| 4

Thus it is clear that the first two columns are the basic columng @fhich are the basis of

R(A). In other words,
1 0
21712 )

Answer: We need to solve the homogeneous system of equations 0. Since we already know
the RREFE,4, we need to solve:
X
y
z

x+2z =0
y—2z =0.

(b) (5 pts) Find a basis dN(A).

1 0 2

Eax=19 1 o

From this, we get the following equations:

Thus,z is a free variable, and the general solution is:

X -2z] -2
y| = 2z | =z| 2 =Z'h1.
z z 1

Therefore, the basis 6f(A) is

1Rl




Score of this page: 3

(c) (5pts) Find a basis dR(AT).

Answer: The nonzero rows aof 4 form a basisR(AT). Therefore, the answer is:
1
of, .
2

Answer: Using the Rank-Nullity Theorem fot”, we have:

0
1
-2

(d) (5pts) WhatisN(AT) in this case?

dim(RAT) + dimNAT) =2

And clearly dim(R(AT)) = rank(AT) = rank(A) = 2. Therefore,dim(N(AT)) = 0, which

means that
Ty _ )10
N(A )—{0}—{[0]}.
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Problem 3 (20 pts) LetT :R?> — R? be a linear transform defined §(x, y) = (‘/gg”y, _x+2‘/§y).

1] and the basis

Consider the vector = [1

(a) (6 pts) DetermingT]s and[v]g .
Answer: Let A be the matrix associated with this linear transformafiorThen,

X V3x+y V3 o1
A[y]: _xf\/?—)y = A= _21 é]
2 2 2
Let U be a matrix representing the ba$isi.e.,
1 _V3
o-4 4|
2 2
Now, we have
o 1 B[ 1][L1 _»B o 11[L1 _¥8 V3 o1
(Tip=U"AU=| %5 1| } [_2; él [é N ] - [—1 0] [é v ] - [_21 é]
2 2 2 2 2 2 2 2 2 2
As for [v]g, it is easy to get:
4 1 V3l 1+v3
wa=uv=| & 3 [1]-[ 12
2 2 2
(b) (7 pts) ComputéT (v)]g and verify thatl Tz [vlg = [T(V)]5 .
Answer: In this case,
Vi 1]l V3+1
2 2 2
So,
1 V3] [vB3n1 1
(TWiz=U"(An=| 25 21| 2 |= [_1].
2 2 | 2
On the other hand, using the results of Part (a), we have:
v3 1 1+v3 1
[T]glvlg = _21 é 1_2\/5 = _1]
2 2 2

So, they surely agree.
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(c) (7 pts) Now, let a new basis R’ be

Then determingT] ;7 .
Answer: Let U be a matrix representing the bagis
1
o
V2

So,[T]y5 can be easily computed as follows:

U=

(Tlyg = U ‘AU

L _L1][v8 1 1
vz vall=2 2 1l%
1 [V3+1 —V3+1][ 1
T o422 1V3-1 V3+1[|V3
1 [V3-1 -v3-1
T |2v2 [V3+1 \/§—1]'
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Problem 4 (20 pts) Consider the following matrix

cosf —sinf

sinf cos@ |’ 0=0=

Q:

SRR

(@) (5 pts) Compute the Frobenius nofiRg | r.
Answer: Using the definition of the Frobenius norm, we have

|RgllF = \/2(c0820+sin29) =[v2|.

(b) (5 pts) Explain whyl Ryll2 = 1.

Answer:

(c) (5 pts) Show thalRyll; = Il Rgllco-

Answer: Using the definition of the 1-norm, we have

NS

[Rglly = max||Rg,«;ll1 = |cosO| +|sinf| = cosb +sinf since0 <0 <
J

Similarly, we have:

[Rolloo = max || Ry ;«ll1 =|cosB] +|sinf| = cosO +sinf.
l

Hence, in this case, we have

IRl = IRg llow |
(d) (5 pts) For what value df is || Ry |l; maximized? What is that maximum valuelidty |, ?
Answer: The easiest way to solve this problem is to use the trigonometric identity, i.e.,

IRgll; = cosO +sinf = V2 cos (6 — %)

Because) < 6 < 7, this quantity attains the maximum @t:% . And the maximum

value ig| [| Re/allh = V2 |

Note that you can also derive this maximum value by calculus without using the above
trig. identity, i.e., taking the derivative @bs6 + sinf, setting it to0, and finding the
root, which is the extremal point.
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Problem 5 (20 pts) LetB = {u,,...,u;} be anorthonormal sebf an inner product space with
dimV = n.
(&) (5 pts) Prove thad,,...,u; are linearly independent i < n.
Answer: Let us form a linear combination of;, ..., u,
auy +---apuE =0,

wherea; is a scalar] < j < k. Taking the inner product of the above wiih, we have

(uj,aiu +---+agug) = (u;,0)

o

(uj,aruy) +---+{uj,apug) =
ar(uj,u)+---+ap(uju) = 0
aj{uj,uj) = 0 due tothe orthogonality
0

aj = due to the normality

which is true for anyl < j < k< n. Thus,{uj}’lc is a linearly independent set.

(b) (5 pts) Fork > n, prove thatu,,...,u; are linearly dependent.

Answer: Because the dimension ¥fis n, the maximum number of linearly independent vectors
we can have is less than or equabktoTherefore, ifk > n, some of the vector{mj}’lC must
be linearly dependent.
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1 1 2
(c) (5 pts) Suppose now = R3 andB = { [0] , [0‘ , [1
1 0 0

Make these vectors orthonormal.

}, which are not an orthonormal set.

Answer: We apply the classical Gram-Schmidt procedure to these vectors. Let us denote these
three vectors as;, x», x3. Let {u;,uy, u3} be their orthonormal version. Then,

=g
1=— =—
I~ V2 |,

1 [1 1 1
Uy =X — (U, x20u; = |0 —L[l 0 1]10 1 0 _1 0
2 — ) - = .
of V2 ol V2|1 2|4
Thus,
LI Y
9= ——=— .
lazll 2 -1
Now,
uz3 = x3—(up,x3)u;—{uy,x3)uy
o

1 1 2 1 1
e L

=uz already unit length.

2
1 —i[l 0 1]|1 1
o] V2 of V2
0
1
0]

Thus, we have the following orthonormal basis:

(i)l Bl

1
V2
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1
1
1

(d) (5 pts) Expand a vector = with respect to the orthonormal vectors derived in Part (b).

Answer: We can expand this vectareasily as follows:

X

(ug, x)u; + (uy, x) uy + (uz, x) uz
1

1 0 1][1

1

1
1
w+—[1 0 —1I] [1

1
1

1

V2

w+[0 1 0][1|us
1 V2 1

= \/E-u1+0-u2+u3 .




