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Abstract

Breast cancer continues to be a signi"cant public health problem in the world. Approximately, 182,000 new cases of breast
cancer are diagnosed and 46,000 women die of breast cancer each year in the United States. Even more disturbing is the
fact that one out of eight women in US will develop breast cancer at some point during her lifetime. Primary prevention
seems impossible since the causes of this disease still remain unknown. Early detection is the key to improving breast cancer
prognosis. Mammography is one of the reliable methods for early detection of breast carcinomas. There are some limitations of
human observers, and it is di9cult for radiologists to provide both accurate and uniform evaluation for the enormous number
of mammograms generated in widespread screening. The presence of microcalci"cation clusters (MCCs) is an important sign
for the detection of early breast carcinoma. An early sign of 30–50% of breast cancer detected mammographically is the
appearance of clusters of "ne, granular microcalci"cation, and 60–80% of breast carcinomas reveal MCCs upon histological
examinations. The high correlation between the appearance of the microcalci"cation clusters and the diseases show that the
CAD (computer aided diagnosis) systems for automated detection/classi"cation of MCCs will be very useful and helpful for
breast cancer control. In this survey paper, we summarize and compare the methods used in various stages of the computer-aided
detection systems (CAD). In particular, the enhancement and segmentation algorithms, mammographic features, classi"ers
and their performances are studied and compared. Remaining challenges and future research directions are also discussed.
? 2003 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Breast cancer continues to be a signi"cant public health
problem in the world. Approximately, 182,000 new cases of
breast cancer are diagnosed and 46,000 women die of breast
cancer each year in US. Even more disturbing is the fact that
one out of eight women in US will develop breast cancer
at some point during her lifetime [1,2]. Primary prevention
seems impossible since the causes of this disease still remain
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unknown. Early detection is the key to improving breast can-
cer prognosis. The earlier the cancer is detected, the better a
proper treatment can be provided. For women whose tumors
were discovered early by mammogram the "ve year survival
rate was about 82% as opposed 60% that not been found
early [1]. Mammography is one of the most reliable methods
for early detection of breast carcinomas. However, it is dif-
"cult for radiologists to provide both accurate and uniform
evaluation for the enormous number of mammograms gen-
erated in widespread screening. There are some limitations
of human observers: 10–30% of breast lesions are missed
during routine screening. With the advances of digital image
processing, pattern recognition and arti"cial intelligence,
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Fig. 1. Block diagram of mammography CAD system.

radiologists have an opportunity to improve their diagnosis
with the aid of computer systems [3–15]. On average, the
readers’ sensitivity can be increased by 10% with the as-
sistance of CAD (computer aided diagnosis) systems [16].
The presence of microcalci"cation clusters (MCCs) is an
important sign for the detection of early breast carcinoma.
An early sign of 30–50% of breast cancer detected mam-
mographically is the appearance of clusters of "ne, granular
microcalci"cation [2,3,17,18], and 60–80% of breast carci-
nomas reveal MCCs upon histological examinations [19].
The high correlation between the appearance of the micro-
calci"cation clusters and the diseases show that the auto-
mated detection/classi"cation of MCCs can be very helpful
for breast cancer control. Although computer-aided mam-
mography has been studied over two decades, automated
interpretation of microcalci"cations remains very di9cult.
It is mainly due to their fuzzy nature, low contrast and low
distinguishability from their surroundings:

(1) Microcalci"cations are very small. The sizes of micro-
calci"cations are in the range of 0.1–1:0 mm, and the
average is about 0.3 mm. Some isolated ones smaller
than 0.1 mm cannot be distinguished in the "lm-screen
mammography from the high-frequency noise.

(2) Microcalci"cations with various sizes, shapes, and dis-
tributions, therefore, simple template matching is im-
possible.

(3) Microcalci"cations may be low contrast so that the in-
tensity diIerence between suspicious areas and their
surrounding tissues can be quite slim.

(4) Microcalci"cations may be closely connected to sur-
rounding tissues, and simple segmentation algorithms
cannot work well.

(5) In some dense tissues, and/or skin thickening, espe-
cially in the breasts of younger women, suspicious ar-
eas are almost invisible. The dense tissues especially in
younger women may easily be misinterpreted as micro-
calci"cations, and a high false-positive (FP) rate, that
is the major problem with most of the algorithms, will
be yielded. Most of FPs are due to "lm emulsion error,
digitization artifacts, or anatomical structures such as
"brous strands, breast borders, or hypertrophied lobules
that look like microcalci"cations.

To deal with the above problems, it is very important
to suppress the noise, to enhance the contrast between
the region of interest (ROI) and background, to extract

and select the features of microcalci"cations eIectively,
and hence, to detect/classify microcalci"cations more ac-
curately. There are many approaches for enhancement
of microcalci"cation clusters, including various "ltering
methods, global and local thresholding methods, histogram
equalization, mathematical morphology transformations,
statistic methods, wavelet transformations, multiresolution
processing approaches, neural networks, stochastic models,
fractal models, high-order statistic methods, fuzzy logic
approaches, etc. A typical computer-aided mammography
screening system can be described by the block diagram in
Fig. 1. Usually, the preprocessing block includes digitiza-
tion of the mammograms with diIerent sampling and quan-
tization rates. Then, the regions of interests selected from
the digitized mammogram are de-noised and enhanced. The
segmentation block is designed to "nd suspicious areas
containing MCCs, and to separate the MCCs from the back-
ground that will be used for extracting features of MCCs.
In the feature extraction and selection block, the features
of MCCs will be extracted and selected, and MCCs will be
classi"ed into benign, malignant and normal.

2. Enhancement of microcalci�cations

The contrast enhancement methods can be categorized as
indirect and direct approaches. Indirect approaches, mainly,
modify the histograms without de"ning the contrast. Di-
rect approaches de"ne the contrast "rst, then enhance the
contrast based on the de"ned measurements. We can also
categorize contrast enhancement algorithms according to if
they will use global information, local information or both
global and local information. The major problem with the
contrast enhancement algorithms is that for an image, some
regions may be under-enhanced while some regions may be
over-enhanced. Under-enhancement can cause false nega-
tives (FNs), and over-enhancement can cause false positive
(FPs).

Mainly, image enhancement includes intensity and con-
trast manipulation, noise reduction, background removal,
edges sharpening, "ltering, etc. The task of mammogram
enhancement is to sharpen the edges or boundaries of ROIs,
or to increase the contrast between ROIs and background
[20]. It is well-known that if a region diIers in luminance
from its surroundings by less than 2%, it is indistinguishable
to human eye [21]. Although microcalci"cations usually
are brighter than their surroundings, the contrast for some
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Fig. 2. (a) Original mammogram, (b) enhanced image of (a), (c) Original mammogram, (d) enhanced image of (c).

microcalci"cations in a dense breast is quite low that hu-
man eyes can hardly distinguish them. The aim of contrast
enhancement is to increase the contrast of microcalci"ca-
tions over the threshold. Fig. 2 displays some digital mam-
mograms and the corresponding enhanced images [22]. In
this section, we summarize the enhancement techniques and
discuss some measurements for evaluating the performance
of the enhancement algorithms.

2.1. Conventional enhancement techniques

Conventional enhancement techniques mainly are the
global and "x-neighborhood techniques that may adapt to
the global features or local features within a "x neighbor-
hood, and they modify the images based only on global
properties. The contract stretching techniques, histogram
equalization, unsharp masking, spatial "ltering are the ma-
jor techniques. Microcalci"cations vary greatly in sizes and
shapes, and the contrast between the ROIs and the sur-
rounding tissues is varying greatly, therefore, mammograms
cannot be enhanced by the global or "x-neighborhood
techniques due to their lack of adaptiveness. Most of the
conventional enhancement techniques enhanced not only
the microcalci"cations but also the background and noise.
It will have the under-enhancement and over-enhancement
problems, i.e., some regions are underenhanced while some
regions are overenhanced.

2.1.1. Contrast stretching
Contrast stretching is the simplest enhancement method.

Typically, it is employed when the gray-level distribution is
narrow. The method is to adjust the histogram to achieve a
greater separation between the foreground and background
gray-level distributions. The simplest transformation is the
linear rescaling transformation

f(x) = kx + m; (1)

where x is the input image gray scale value and f(x) is
the transformed gray scale value, k and m are constants. It
is easy to see that all the values increase at the same rate.
Alternatively, a nonlinear transformation is used

f(x) = kxp (2)

and a more general transformation is

f(x) =


f1(x); 06 x ¡ s1;

f2(x); s16 x ¡ s2;

...

fn(x); sn−16 x6 L;

L is the maximum gray
value of the original image:

(3)

Although these transforms can remove the uniform back-
ground, it is di9cult to reduce the noises whose gray levels
are similar to that of the microcalci"cations.

2.1.2. Enhancement by histogram equalization method
Considering the histogram of a mammogram as a

probability distribution, base on information theory, the
mammogram with a uniform histogram will have more infor-
mation. We can get the maximum entropy if we equalize the
histogram as uniform as possible, and it results in the
enhancement of mammograms. In order to equalize the his-
togram independently in segmental regions, adaptive
histogram equalization method can be used [23]. However,
some normal tissues and noise will still be enhanced.

2.1.3. Convolution mask enhancement
Convolutional masking is commonly used for mammog-

raphy enhancement. The unsharp masking [24,25] and Sobel
gradient operators are two examples. The unsharp masking
can be expressed as [25]

Dp(x; y) = Do(x; y) + K(x; y)

×
[
Do(x; y) − 1

mn

n∑
j=1

m∑
i=1

Do(xi; yj)

]
; (4)

where D0(x; y) and Dp(x; y) are the densities of the orig-
inal and the processed mammograms, respectively. The
last term is the unsharp term with an m × n area centered
at pixel (x; y). K(x; y) is a weight factor. The mask size
and the weight factor determine the frequency range and
the degree of enhancement. The unsharp masking method
reduces the low-frequency information while ampli"ed
the high-frequency detail. However, these processes could
change the images dramatically to be applied to the mam-
mograms.
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2.1.4. Fixed and adaptive neighborhood enhancement
Though there are some modi"cations of the above tech-

niques based on local properties, they are still lack of the
adaptiveness to the local information. For some mammo-
grams with inhomogeneous background, the local-based en-
hancement method can be more useful. Local enhancement
techniques use statistical properties such as the local mean
and the local standard deviation in a "xed neighborhood
of the pixel to estimate the background, and to suppress it
to increase the local contrast [26]. Gordon and Rangayyan
[27] used "xed neighborhood method to enhance the mam-
mogram. But the square-root function used in the algorithm
enhanced the noise and other background variations as
well that it is di9cult to distinguish the microcalci"cations
from the enhanced noise and background. Furthermore, the
contrast-ratio adaptive neighborhood process also resulted
in the loss of some microcalci"cation features, hence, both
the false positive rate and false negative rate are high.
Dhawan et al. [28] used an optimal adaptive enhancement
method to reduce the inMuence. One of the requirements
of the contrast enhancement function is to provide 40–50◦

slope in the low input range (0–0.1) to reduce noise en-
hancement. Four contrast enhancement functions were
studied: the square root function (

√
�), the exponential

(1 − e−k�), the logarithm (ln(1 + k�), and the trigono-
metric (sin(k�); tan(k�); tanh(k�)) where � is the local
contrast. For each function F(k�); k was selected to satisfy
the requirement |dF(k�)=d�|�=0:1

�=0 = 1.

2.2. Region-based enhancement

Region-based image processing technique has been ap-
plied to segmentation and contrast enhancement [29–33].
Here, we only focus on its application to contrast enhance-
ment. Region-based approach enhances the contrast of the
mammographic features of ROIs with various sizes and
shapes according to the change of their surroundings. The
extent and shape of the grown region adapt to local varia-
tion of the gray levels. Contrast is computed with respect to
its background. The de"nition of extent of regions is critical
for region-based process. Usually there are two classes of
regions: nonoverlapping regions, which are obtained by im-
age segmentation technique, and overlapping regions, which
are achieved by the region growing techniques. Overlapping
regions were employed to avoid noticeable edge artifacts
and an inferior enhanced mammogram [29]. Region-based
method can enhance more anatomical detail without signi"-
cantly introducing artifacts, and has demonstrated that it can
identify calci"cations more eIectively in the image of dense
breasts where the contrast between calci"cations and breast
tissue is quite low [29].

2.3. Feature based enhancement

As mentioned above, the conventional enhancement tech-
niques cannot be useful for enhancing microcalci"cation

features. Recently, there were two approaches to enhance
microcalci"cations adapted to their features. One is to in-
crease the contrast of suspicious areas [34–40], and another
is to remove the background structures and noise according
to microcalci"cation features [1,2,21,41–48].

The mammographic image was processed by a sub-
band decomposition "lterbank, and then the unoverlapping
squares in the bandpass subimage used higher order sta-
tistical (HOS) parameters such as third-order correlation,
skewness, and fourth-order correlation, kurtosis, etc., as
the measures of the asymmetry and impulsiveness of the
distribution to detect microcalci"cation clusters. If the val-
ues of skewness and kurtosis are distinctly greater than
zero, it implies that the regions have microcalci"cations.
On the other hand, if they are very close to zero, it means
that the areas have a gaussian-like distribution with no
microcalci"cations [34,35]. An enhancement technique us-
ing fuzzy set theory and geometrical statistics to increase
the contrast of microcalci"cations was studied [22,36,49].
Since mammograms have some degree of fuzziness such
as indistinct borders, ill-de"ned shapes, and diIerent den-
sities, the original images are transformed into a fuzzi"ed
image according to the maximum fuzzy entropy principle,
and then the geometrical statistics is used to measure the
nonuniformity of the regions. In order to reduce the FP fur-
ther, a curve detector is employed to remove those line-like
or curve-like irrelevant breast structures. Multiscale anal-
ysis methods were also used to enhance the MCCs [36].
The methods of contrast enhancement are based on three
multiscale representations: the dyadic wavelet transform,
the ’-transform and the hexagonal wavelet transform.
Mammograms are reconstructed from wavelet coe9cients
modi"ed at one or more levels by local and global non-
linear operators [37]. An adaptive mammographic image
enhancement using "rst derivative and local statistics was
studied [38–40].

An alternative to contrast enhancement is the removal
of background from foreground. Usually the resulting im-
age can be obtained by subtracting a low-pass "ltered ver-
sion of the image from the original. In Refs. [1,2], the sup-
pressed image is subtracted from the enhanced image to
remove structure background. Mascio et al. [48] enhanced
the image by the round high-emphasis technique which is
a high-pass "lter preserving round edges and texture gist
which is the average of morphological opening and clos-
ing subtracted from the original image. In Refs. [41,42], a
pattern-dependent enhancement algorithm based on the frac-
tal modeling scheme was studied. Comparing with micro-
calci"cations, the breast background tissues have high local
self-similarity which is the basic property of fractal objects.
A fractal modeling approach was used to analyze and model
breast tissue background. Then, microcalci"cations can be
enhanced by employing the diIerence between the original
image and the modeled image. Morphological processing
[21,43] and wavelet reconstruction [44–48] are two other
successful methods to estimate the background. They both
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employed transforms to estimate the background according
to the features and to remove the background.

2.4. Evaluation of enhancement algorithms

It is very di9cult to measure the improvement of the
enhancement objectively. If the enhanced image can make
observer perceive the region of interest better, then we can
say that the original image has been improved. In order
to compare diIerent enhancement algorithms, it is better
to design some methods for the evaluation of enhancement
objectively. The statistical measurements such as variance or
entropy can always measure the local contrast enhancement,
however, that show no consistency for the mammograms.

Morrow et al. [29] propose a measure of contrast his-
togram that is a graph of the distribution of contrast over
image. The width of a contrast histogram can be quanti"ed
by the second moment,

M2 =
N∑

i=1

c2
i p(ci); (5)

where ci computed by using Eq. (7) are the contrast values
falling in the ith bin of N bins, p(ci) is the normalized
number of occurrences of the contrast ci. A low-contrast
image has a narrow contrast histogram, while a high-contrast
image has a broader contrast histogram. The second moment
M2 for the enhanced image is bigger than that of the original
image, and it indicates that the contrast spread is wider in
the enhanced image.

Laine et al. [37] proposed the contrast improvement index
(CII) as the measure of the enhancement performance:

CII =
Cprocessed

Coriginal
; (6)

where Cprocessed and Coriginal are the contrasts for a ROI in the
processed and original images, respectively. The contrast C
of a region is de"ned by

C =
f − b
f + b

; (7)

where f is the mean gray-level value of the foreground and
b is the mean gray-level value of the background. The bigger
value of CII , the better performance.

In Refs. [38–40] the measures of enhancement perfor-
mance are the contrast improvement ratio (CIR) and the re-
ceiver operating-characteristics (ROC) analysis. The bigger
CIR indicates the better performance of the enhancement.
The local contrast c(x; y) is adopted to de"ne CIR [20]:

c(x; y) =
|S(x; y) − NE(x; y)|
S(x; y) + NE(x; y)

; (8)

CIR =

∑
(x;y)∈R [c(x; y) − c̃(x; y)]2∑

(x;y)∈R c(x; y)2
; (9)

where S(x; y) is the output of the "lm-artifact removal "l-
tering and NE(x; y) is the mean edge gray level. c(x; y) and
c̃(x; y) are the local contrast values of the original image and
the enhanced image, respectively.

Li et al. [41,42] used contrast, contrast improvement in-
dex (CII), background noise level, peak signal-to-noise ra-
tio (PSNR), and average signal to noise ratio (ASNR) to
evaluate the enhancement performance. The de"nitions of
contrast and CII are the same as Eqs. (6) and (7) [37],
and the background noise level is measured by the standard
derivation ' of the background:

' =

√√√√ 1
N

N∑
i=1

(bi − b)2; (10)

where bi is the gray-level value of a surrounding background
region, and N is the total number of pixels in the surrounding
background region.

PSNR and ASNR are de"ned as follows:

PSNR =
p − b

'
and ASNR =

f − b
'

; (11)

where p is the maximum gray-level value of a foreground.
The values of the two indexes larger, the enhancement
performance better. In Table 1, we list some enhancement
techniques with the evaluation measures. We add a column
listing image resolutions, since the resolutions of the images
will aIect the results of the enhancement. Readers should
notice that the evaluation of enhancement just like the
evaluation of segmentation that it is still an open problem.

3. Segmentation of microcalci�cations

In general, segmentation is to divide the image I into
nonoverlapping regions Si:⋃

Si = I and Si ∩ Sj = (; i �= j:

Image segmentation deals with the extraction of objects from
the background. When an object is in a uniform background,
the histogram of the image will have two distinct peaks
separated by a valley. If we choose a threshold T at the
valley, then we can segment the image by letting

g =

{
Lmin if g6 T;

Lmax otherwise;

where Lmin and Lmax are the minimum and maximum grey
levels, respectively. However, due to the variations in
shapes, sizes and intensities of microcalci"cations, it is dif-
"cult to choose a threshold at the valley of the histogram
which, in general, is not bimodal.

There are two diIerent goals for the segmentation of mi-
crocalci"cations [50]. One is to obtain the locations of sus-
picious areas to assist radiologists for diagnose. The other
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Table 1
An overview of the enhancement techniques

Methods Examples Evaluation

Conventional enhancement tech-
niques (global or "xed size win-
dow)

Unsharp masking [25]. The unsharp masking
method reduces the low frequency information while
ampli"ed the high frequency detail. However these
processes change the images too dramatically.

0:1 mm × 0:1 mm per pixel
10 bits=pixel. 12 images with MCCs
and 12 normal images

Optimal adaptive neighborhood image processing
[28]. Four contrast enhancement functions were
studied.

8 bits=pixel. Use the entropy as the
measurement

Adaptive mammography enhancement using the "rst
derivative operators such as Sobel operators, the
compass operations, and local statistics of a mam-
mogram [38].

180 �m × 180 �m per pixel
12 bits=pixel. Contrast Improvement
Ratio (CIR) and ROC analysis

Region-based enhancement Region-based contrast enhancement uses each pixel
as a seed to grow a region [29]. Contrast is enhanced
by applying an empirical transformation based on
each region’s seed pixel value, its contrast, and its
background.

Less than 0:1 mm square pixel size,
12 bits=pixel, 10 case images. Con-
tract and Contrast histogram

Feature based enhancement Multiscale analysis [37] based on the dyadic wavelet
transform, the ’-transform, and the hexagonal
wavelet transform.

200 �m × 200 �m per pixel
12 bits=pixel. Contrast Improvement
Index (CII)

Fractal approach compared with the partial wavelet
reconstruction and the morphological operation ap-
proaches [41,42]. (1) The fractal and morphological
approaches can remove more background structures
than wavelet approach does, especially for those
ROIs with very low contrast compared with the sur-
rounding background. (2) The wavelet approach can
preserve the overall shape of spots better than the
fractal and morphological approaches.

0:1 mm × 0:1 mm per pixel,
12 bits=pixel, 30 mammogram im-
ages. (1) Contrast, (2) The CII, (3)
Standard derivation ', (4) PSNR,
(5) ASNR

is to classify the abnormalities of the breast into benign
or malignant. Local thresholding is used by setting thresh-
old values for sub-images. It requires selection of a win-
dow size and threshold parameters. In Ref. [4], the thresh-
old for a pixel is set as the mean value plus the RMS noise
value multiplied by a selected coe9cient in a selected square
region around the thresholded pixel [5,51]. The threshold
is based on an expected bimodal intensity distribution in
a selected size window that contains the sub-image to be
segmented. The original image is partitioned into square
sub-images and any quarter of a sub-image is overlapped by
four other sub-images (Fig. 3). Each grey level histogram
of the sub-image is smoothed by a median "lter to remove
local maxima and minima. Then, the resulting histogram is
classi"ed as either bimodal or unimodal. A threshold is set
at the valley of the histogram if the histogram is bimodal,
otherwise, the threshold is set initially at the present maxi-
mum grey level. Once all sub-images have been processed,
each unimodal threshold is replaced by a value interpolated
from neighboring sub-images. For any pixel, it will have up
to "ve separately determined thresholds. A threshold such

Fig. 3. Five sub-images used for local area thresholding (solid line)
[51].

as the average or the median of the "ve thresholds or the
ith (i = 1; 2; 3; 4; 5) biggest threshold is chosen to decide if
the pixel belongs to the normal background.
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Region growing is a well-known method of segmentation.
This method groups the pixels with the properties similar
to these of a “seed” pixel. This method requires the speci-
"cation of two variables: the window size and the absolute
diIerence in gray levels between the processed pixel and
the seed pixel. Once the growing region algorithm is termi-
nated, if the average intensity of the grown region is much
greater than the surrounding region, then the pixel is clas-
si"ed as a pixel of the microcalci"cation. Every pixel in
the image is chosen successively as the seed pixel and the
above procedure is repeated. Kallergi et al. [30] compared
local thresholding and region growing methods. It showed
that the local thresholding method has greater stability, but
is more dependent on parameter selection. Woods et al. [31]
used local thresholding by subtracting the average intensity
of a 15×15 window from the processed pixel. Then, region
growing is performed to group pixels into objects. Bankman
et al. [52] developed a new segmentation algorithm without
threshold or window selection or parametric data models.
Comparing with the multi-tolerance region growing algo-
rithm [32] and the active contour model [53], it showed that
the speed of the algorithm is more than an order of magni-
tude faster than the other two.

Edge detection is a traditional method for segmentation.
Many operators, Roberts gradient, Sobel gradient, Prewitt
gradient and Laplacian operator, were published. Some
mathematical morphological operations such as erosion,
top-hat transformation and more complicated morpholog-
ical "lters with multi-structure elements can also be used
[21,54–57]. It is good in dealing with geometrically an-
alytic aspects of image analysis problems. When using
multiscales and multistructuring elements, the results will
not be aIected by the complex background information
and the extracted images are not distorted much. But mor-
phological operation requires a priori knowledge of the
resolution level of the mammograms in order to determine
the sizes and shapes of the structure elements. Zhao et al.
[56] developed a method to extract suspicious calci"cations
based on morphological adaptive threshold and morpholog-
ical skeleton information. The threshold set is decided by
the index numbers in the skeleton of shapes that represent
calci"cations. The parameters of the adaptive threshold
sets were obtained from interpreting umbra shadows from
an image function. The control parameter is based on the
integer value extracted from a single layer of the skeleton
transform as follows

SK(X ) =
⋃
r¿o

Sn(X );

= Sn(X )(X,nB) − (X,(n + 1)B); (12)

where X is the object and nB is the n dilations of structure
element B, i.e., nB = B ⊕ B ⊕ · · · ⊕ B︸ ︷︷ ︸

n

and ⊕ is the dilation

operation. , denotes the erosion operation. The criterion
for selecting the threshold value is that the skeleton should
match with the size description of calci"cations.

CAD also applies wavelet transform for feature enhance-
ment, segmentation and classi"cation [9,55,58–75]. The
multiresolution wavelet representation provides a natural
hierarchy to embed an interactive paradigm for accom-
plishing scale-space feature analysis. Similar to traditional
coarse to "ne matching strategies, the radiologist may "rst
look at coarse features within a low frequency level of the
wavelet transform and later examine "ner features (e.g. mi-
crocalci"cations) at a high frequency level. The common
scheme for wavelet transform on the detection of microcal-
ci"cation is to reconstruct the image from transform coe9-
cients modi"ed at each level by local and global nonlinear
operators. Using the multiresolution capability, the wavelet
transform could separate small objects (microcalci"cations)
from large objects (background structures). Yoshida et al.
[60] showed that the resolution level 1 mainly included the
high-frequency noise, whereas levels 2 and 3 enhanced mi-
crocalci"cations eIectively. Levels greater than 3 showed
a large correlation with the nonuniform background. In
order to obtain the maximum performance, two keys issues
should be paid more attention: wavelet base and nonlinear
functions of the wavelet coe9cients. Tree-structure wavelet
transform is also used to obtain better microcalci"cation
segmentation [68,69,76]. Nonlinear multistage tree struc-
tured "lter suppressed the noise and an quasi-range edge
detection and wavelet transform completed the segmenta-
tion. The morphology of the segmented microcalci"cation
and the spatial extent of the cluster were preserved well,
which is important for the later classi"cation. A list of dif-
ferent wavelets used for processing microcalci"cations is
given in Table 2.

Stochastic approaches have also been used to segment
calci"cations [23,65,78,81,82,92]. Stochastic and Bayesian
methods have provided a general framework to model im-
ages and to express prior knowledge. Markov random "eld
model was used to deal with the spatial relations between
the labels obtained in an iterative segmentation process
[23,78,81,82]. The process assigning pixel labels iteratively
can be achieved by maximizing either a posteriori estima-
tion or posterior marginal estimation. The pixel labels xi

are iteratively updated by maximizing their probabilities,
given the image data in a small neighborhood y.i of site i
and given the current estimate of the rest of the labels X̂ S\i

x′i = max
l

[p(xi = l | y.i ; X̂ S\i)]; (13)

where l represents four pixel classes: background, micro-
calci"cations, line/edge and "lm emulsion error. The image
data y.i is presented by three local image features: the two
local contrasts at two diIerent spatial resolutions and the
output of a line/edge detector. The probability to be maxi-
mized can be written as

p(xi = l | y.i ; X̂ S\i)˙ f(,i | xi = l; X̂ S\i)

·p(xi = l | X̂ S\i); (14)
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Table 2
An overview of the segmentation methods

Segmentation technique and descrip-
tion

Advantages and disadvantages References

Statistical method: Using global or
local statistics such as histogram,
mean, standard deviation, etc.

It does not need a prior information
for the histogram thresholding of the
image and can be used widely work
very well with low computation com-
plexity, but it do not work without
peaks and sometimes the segmented
region cannot be contiguous.

Histogram threshold-holding
[4,5,30,31,50,51,55,77–80], MRF
Method [23,54,65,81,82]

Region-based approach: Group pixel
into homogeneous regions.

Works best when the region homo-
geneity criterion is easy to de"ne. It
depends on the selection of seed re-
gion and the termination conditions.
It is expensive both in computational
time and memory.

Region growing approach [32,57,83]
Surrounding region dependence [39]

Mathematical morphology: Using
morphological "lters or transforms to
get the edge or skeleton information
to threshold the region.

It is good in dealing with geomet-
ric analytic aspects of image analysis
problems. When using the multiscale
and multistructuring elements, the re-
sults are not aIected by the complex
background and the extracted images
are not distorted much. But it requires
a priori knowledge of the resolution
level of the mammograms in order to
determine the sizes and shapes of the
structure elements.

Top-hat [21,54,56] Erosion [55] Mor-
phological "lter with multiscale and
multi elements [57]

Multiscale analysis: Design
wavelet-based "lters to transform the
image from spatial domain to spatial
frequency domain, and to perform
further processing.

Due to its ability of discriminating
diIerent frequencies, the method can
preserve the resolution of the portion
of ROI. And it does not require the
use of heuristics or a prior knowledge
of the size and the resolution of the
mammogram.

Multichannel wavelet transform
[76,84,85] B-spline function [79]
Multiresolution statistics analysis
[86] Multiscale analysis [64,86,87]
Decimated wavelet transform [47,60]
Undecimated biorthogonal transform
[61–64]

The fractal model: Image context can
be modeled by fractal objects which
are attractors of sets of 2-D a9ne
transformations.

Mammograms possess structures
with high local self-similarity which
is the basic property of fractal object.
But it consumes too much computa-
tion time.

Fractal model [41,42,50]

Fuzzy approaches: Apply fuzzy op-
erators, property, inference rules to
handle the uncertainty inherent in the
image.

Due to variable shapes of microcal-
ci"cations, it is a good way to use
fuzzy rules to perform approximate
inference. But the determination of
fuzzy membership is not easy.

Fuzzy logic [36,88–91]

where ,i is a vector with the values of the above three
features at a particular site. The a priori probability
p(xi = l | X̂ S\i) of labels represents the Markov random
"eld (MRF) and models the spatial relations.

The merit of MRF image modeling is that it provides a
strong exploitation of the pixel correlations. The segmen-
tation results can be further enhanced via the application
of maximum a posteriori (MAP) segmentation estimation
scheme based on the Bayesian learning paradigm [81,82].

4. Microcalci�cation detection

We will analyze diIerent microcalci"cation detection ap-
proaches based on feature extraction methods.

The following feature sets are used:

• individual microcalci"cation features;
• statistical texture features;
• multi-scale texture features;
• fractal dimension features.
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4.1. Template matching

Template matching is the simplest and earliest approach
to pattern recognition. A template, typically, is a 2D pat-
tern. The pattern to be recognized is matched against the
stored templates. The bivariate Gaussian function is used to
detect smaller microcalci"cations and two dimension sech
functions are used to detect bigger microcalci"cations [93].
However, it only gave a simulation result and the test on
mammograms was not performed. Template approach has
some disadvantages. For instance, it is computationally de-
manding due to the great variation in sizes and shapes of mi-
crocalci"cations. Another disadvantage is that it will fail if
the pattern of the microcalci"cation is distorted or too noisy.

4.2. Microcalci:cation detection base on its features

A lot of research uses features extracted from mammo-
gram to directly describe individual microcalci"cation. Nam
and Choi [43] selected 7 features from a set of 29 features to
evaluate seven classi"ers. The features are: the area of the
object, average grey level of the object, gradient strength of
the object’s perimeter pixels, root mean square (RMS) noise
Muctuation, RMS noise Muctuation in an 3:5 mm × 3:5 mm
local background, contrast (average grey level of the object
minus the average grey level of a two pixel wide border
surrounding the object), and a low order moment based on
shape descriptor. With this set of features as the inputs, the
linear classi"er has the best performance. Veldkamp and
Karssemeijer [81] also uses a large set of microcalci"cation
features such as: perimeter, area, compactness, elongation,
eccentricity, thickness, orientation, direction, line, the mean
intensity level of the background, the mean intensity of the
detected microcalci"cations, and the contrast. These fea-
tures form a feature vector, and their distributions are used
as cluster features. With a KNN classi"er, the method was
tested on a set of 245 digitized mammograms having 341
clusters. The result showed that line/edge related features
are more important at lower sensitivity. Zhang et al. [94]
used a two-stage-scheme to reduce the false positive. Mi-
crocalci"cation features were divided into two categories:
spatial features and morphology features. The "rst set of
features includes: average gray level of the foreground,
average gray-level of the background, standard deviation
of the gray-level of the foreground, standard deviation of
gray-level of the background. The second set of features
includes: compactness, moment, and Fourier descriptor.
Features to describe clusters are also used including spatial
features, morphology features and the cluster description
features. In the "rst stage, Zhang et al. [94] used a set of mi-
crocalci"cation features as the inputs of a back-propagation
neural network to reduce the false detection. In the second
stage, two more cluster features (cluster region size and
cluster shape rate) are used as the inputs of the neural
network to further reduce the false detection rate. Exper-
imental results showed that the method could reduce the

false detection rate by 42%, and a false detection rate of
3.15 per image was obtained. Davies et al. [95] used fewer
features: area, mean gray level, ratio of area to the square
of the maximum linear dimension, shape parameter, and
edge strength. It can get 100% true positive rate and 5 false
clusters on the 50 tested mammograms. We list several
feature sets in Table 3.

4.3. Microcalci:cation detection based on statistical
texture features

4.3.1. Surrounding region dependence method (SRDM)
This method is based on a second order histogram ma-

trix which is calculated from two surrounding regions of a
pixel [40,114]. Let us consider three rectangular windows
centered at pixel (x; y), as shown in Fig. 4. R1 and R2 are
the inner surrounding region and the outer surrounding re-
gion, respectively, and the values of !1; !2 and !3 denote
the sizes of the three regions. A region of interest is trans-
formed into a surrounding region-dependence matrix that is
de"ned as

M (q) = [1(i; j)]; 06 i6m; 06 j6 n; (15)

where q is a given threshold value and the values of m and
n are the total numbers of the pixels in regions R1 and R2,
respectively. In Eq. (15), the element 1(i; j) is given as

1(i; j) = #{(x; y) |CR1 (x; y) = i

and

CR2 (x; y) = j; (x; y)∈ Lx × Ly}; (16)

where # denotes the number of elements in the set, and
Lx × Ly is the two-dimensional image space. In Eq. (16),
the inner count CR1 (x; y) and the outer count CR2 (x; y) of
the current pixel (x; y) are de"ned as follows:

CR1 (x; y) = #{(k; l) | (k; l)∈R1

and

[S(x; y) − S(k; l)]¿q}; (17)

CR2 (x; y) = #{(k; l) | (k; l)∈R

and

[S(x; y) − S(k; l)]¿q}; (18)

where S(x; y) is the image intensity of pixel (x; y). In gen-
eral, the larger the thresholding value q is, the more mi-
crocalci"cations could be missed, whereas the smaller the
value q is, the more sensitive to the random noise and FP
rate could be higher.

A set of four features can be extracted from the matrix:
(a) Horizontal-weighted sum (HWS)

HWS =
1
N

m∑
i=0

n∑
j=0

j2r(i; j): (19)
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Table 3
Features for microcalci"cation detection

Features Details References

Individual microcalci"cation
features

Features extracted from mammogram directly
such as perimeter, area, compactness, elonga-
tion, eccentricity, thickness, orientation, direc-
tion, line, background, foreground, distance, and
contrast. They are easy to extract and they orig-
inate from the experience of radiologists.

[7,31,46,51,55,81,88,92,94–108]

Co-occurrence features Features extracted from spatial gray level depen-
dence matrix (co-occurrence matrix)

[7,100,109–113]

Surround region dependence
(SRDM) features

Four directional-weighted sum extracted from
the SRDM

[40,114]

Gray level run length (GLRL)
features

Features extracted from the GLRL matrix [40]

Gray level diIerence (GLD)
features

Features extracted from the GLD matrix [40,115]

Wavelet features Energy, entropy, and norm extracted from the
wavelet transform sub-images

[7,63,101,113,116–118]

Gabor "lter bank features Features extracted from gabor "lter bank pro-
cessed image

[108,119]

Scale-space features Features extracted from the image processed by
Laplacian of Gaussian "lter

[86]

Fractal dimension Features extracted from fractal model of the im-
age

[109,117,119]

Cluster features Features used to describe the distribution of the
microcalci"cation, cluster area, and number of
microcalci"cations in an area

[3,51,81,88,94,95,100,120,121]

Fig. 4. Surrounding regions of pixel (x; y). R1 and R2 are the inner
surrounding region and outer surrounding region, respectively. The
values of !1; !2 and !3 denote the sizes of the three windows,
respectively. [40].

(b) Vertical-weighted sum (VWS)

VWS =
1
N

m∑
i=0

n∑
j=0

i2r(i; j): (20)

(c) Diagonal-weighted sum (DWS)

DWS =
1
N

m+n∑
k=0

k2

(
m∑

i=0

n∑
j=0

r(i; j)

)
; i + j = k: (21)

(d) Grid-weighted sum (GWS)

GWS =
1
N

m∑
i=0

n∑
j=0

ijr(i; j): (22)

N is the number of total elements in the surrounding re-
gion dependence matrix,

N =
m∑

i=0

n∑
j=0

1(i; j) (23)

and r(i; j) is the reciprocal of the element, which is de"ned
as:

r(i; j) =

{
1=1(i; j) if 1(i; j)¿ 0;

0 otherwise:
(24)

4.3.2. Spatial gray level dependence method (SGLDM)
This method is based on an estimation of the second-order

joint conditional probability density functions P(i; j |d; 6)
for 6 = 0◦; 45◦; 90◦, and 135◦. The function P(i; j |d; 6)
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is the probability that two pixels, that are located with an
inter-sample distance d along direction 6, have gray level
i and a gray level j, respectively. The estimated joint con-
ditional probability density functions are de"ned as follows
[40]:

p(i; j |d; 0◦) = #{((k; l); (m; n))∈ (Lx × Ly) × (Lx × Ly)|
l = n; |k − m| = d; S(k; l) = i; S(m; n) = j}=T (d; 0◦);

(25)

p(i; j |d; 45◦) = #{((k; l); (m; n))∈ (Lx × Ly) × (Lx × Ly)|
(k − m = −d; l − n = −d) or (k − m = d; l − n = d);

S(k; l) = i; S(m; n) = j}=T (d; 45◦); (26)

p(i; j |d; 90◦) = #{((k; l); (m; n))∈ (Lx × Ly) × (Lx × Ly)|
(|l − n| = d; k = m; S(k; l) = i; S(m; n) = j}=T (d; 90◦);

(27)

p(i; j |d; 135◦) = #{((k; l); (m; n))∈ (Lx × Ly)

×(Lx × Ly) : (k − m = −d; l − n = d)

or (k − m = d; l − n = −d);

S(k; l) = i; S(m; n) = j}=T (d; 135◦); (28)

where # denotes the number of elements in the set, S(x; y)
is the intensity of the pixel (x; y), and T (d; 6) stands for the
total number of pixel pairs within the image which have the
inter-sample distance d along direction 6.

Each of the estimated joint probability density functions
can be written in a matrix form, and the spatial gray-level
dependence matrix ((d; 6) is as follows:

((d; 6) = [p(i; j |d; 6)]; 06 i; j6Ng; (29)

where Ng is the maximum gray level. If the texture is coarse
and d is small compared to the sizes of the texture elements,
the pair of the pixels at the inter-sample distance d should
usually have similar gray level. This means that the proba-
bility distribution in the matrix ((d; 6) is concentrated on
or near its diagonal. On the other hand, the gray levels of
the points separated by the distance d should be quite diIer-
ent, therefore, the probability distribution in ((d; 6) is away
from its diagonal. The textural features can be extracted
from the co-occurrence matrix. They are related to speci"c
textural characteristics such as the homogeneity, contrast,
entropy, energy and regularity of the structure within the
image [100,109,110,112,113,122].

4.3.3. Gray level run length method (GLRLM)
This method is based on computing the number of gray

level runs of various lengths [40]. A grey-level run is a set
of consecutive and collinear pixel points having the same

gray level value and its length is the number of pixel points
in the run.

The gray level run length matrix is as follows:

R(6) = [g(i; j|6)]; 06 i6Ng; 06 j6Rmax ; (30)

where Ng is the maximum gray-level and Rmax is the maxi-
mum run length which is equal to max{Lx; Ly}. The element
g(i; j|6) speci"es the estimated number of times that a given
image contains a run length j for a gray level i along direc-
tion 6. Four gray-level run-length matrixes along four dif-
ferent directions (6=0◦; 45◦; 90◦, and 135◦) are computed
for a ROI of size Lx × Ly. Five features can be measured
from the matrix R(6): short run emphasis, long run empha-
sis, gray level nonuniformity, run length nonuniformity, and
run percentage.

4.3.4. Gray level di<erence method (GLDM)
This method is based on the occurrence of two pixels

that have a given absolute diIerence in gray levels and are
separated by a speci"c displacement '. For any given dis-
placement vector '=(Xx;Xy); S'(x; y)= |S(x; y)−S(x+
Xx; y + Xy)| and D(i | ') is the estimated probability den-
sity function de"ned by

D(i | ') = Pr[S'(x; y) = i]: (31)

Five features can be extracted from D(i | '): contrast, angu-
lar second moment, entropy, mean, and inverse diIerence
moment [40,115].

Lee et al. [114] extracted four features from the SRD ma-
trix of ROIs. A neural network could classify the regions
as normal or microcalci"cation regions. Lee et al. [114]
test the method on a set of 66 mammograms. The result
shows that the detection sensitivity is 70.3% and speci"city
is 67.9%. Geronimo et al. [115] extract three features from
co-occurrence matrix and two features from GLD matrix.
Ferrari et al. [110] extracted a set of 13 SGLD features
from 200 mammograms and using a multi-layer percep-
tron neural network, it got 88% correct rate to classify the
microcalci"cation clusters as malignant or benign. Meers-
man et al. [112] extract raw features (the N 2-dimensional
feature vector constructed by the normalized intensities of
the pixels of a local N × N neighborhood centered at the
candidate microcalci"cations) and a set of 16 SGLD fea-
tures from 40 mammograms of Nijmegen database and em-
ployes a multilayer feedforward neural network, it got 90%
true positive microcalci"cation cluster detection rate with
1.2 false positive per image. Kim and Park [40] extracted
features from SRD matrix, SGLD matrix, GLRL matrix, and
GRD matrix, respectively. The test results on a set of 120
images show that the performance of SRD method, in terms
of the area under the ROC curve, was superior to those of the
other three methods in detecting microcalci"cation clusters.
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4.4. Microcalci:cation detection based on multiscale
texture features

4.4.1. Wavelet based method
Wavelet theory provides a powerful framework for mul-

tiresolution analysis, and it can be used for texture analysis
[123,124]. The discrete wavelet transform is used to map
the ROIs into a series of coe9cients, which constituted a
multiscale representation of the ROIs. To obtain the features
reMecting scale-dependent properties, a set of features can
be extracted from each scale of the wavelet transform. The
most frequently used features are energy, entropy, and norm
of the coe9cients [7,63,101,113,117,118].

Yu et al. [101] used two wavelet transform coe9cients
and two local statistic features: median contrast and normal-
ized gray level value. A 93% true positive and 1 false alarm
per image was reported based on the tests of 40 images
from Nijmegen database. Yu and Guan [7] further improved
the performance by adding more features (a set of 31 fea-
tures) extracted from microcalci"cation and co-occurrence
matrix. It could reduce the false alarm rate to 0.5 per image.
However the true positive detection rate is also dropped to
90%. Dhawan et al. [122] used texture features extracted
from co-occurrence matrix and wavelets as the inputs to a
radial-basis-function neural network. A maximum area 0.74
under ROC curve was obtained when using the method to
detect the microcalci"cations in 191 hard to diagnose mam-
mograms. Dhawan et al. [113] increases this area to 0.86
by adding more cluster features. Zadeh et al. [118] ex-
tracted three kinds of features from ROIs: wavelet features,
multi-wavelet features, and co-occurrence based features.
Using a neural network, it could classify benign and ma-
lignant microcalci"cation clusters. The test results on a set
of 103 regions containing microcalci"cations show that the
multi-wavelet method has better performance, and gets an
area of 0.91 under the ROC curve.

4.4.2. Gabor :lter bank method
Bhangale et al. [108] and Rogova et al. [119] used a

set of Gabor "lters to process mammograms. By changing
the center frequencies of Gabor "lters, this method could
change the original images into diIerent scales and orien-
tation spaces. The "ltered images are divided into small
nonoverlapping blocks. For each block, the mean and stan-
dard deviation of the intensities are calculated and a feature
vector is formed. Bhangale et al. [108] used a set of Ga-
bor "lters to process mammograms. By inputting the fea-
ture vectors extracted from the "ltered image into a K-mean
clustering classi"er, it could get a 93.48% true positive and
1.09 false positive detection rate on 32 mammograms from
Nijmegen database.

4.4.3. Laplacian of Gaussian method
Netsch and Peitgen [86] used a Laplacian of Gaussian

"lter to process mammograms. By changing the size of the

"lter, this method transforms the original image into diIerent
scale spaces. The Laplacian of Gaussian response at diIerent
scale is calculated as the features. By comparing Laplacian
of Gaussian response of microcalci"cation with a prede"ned
threshold, Netsch and Peitgen [86] could decide whether a
spot is a microcalci"cation or not. The method was tested
on the 40 mammograms of Nijmegen database and got 84%
detect rate at the price of 1 false alarm per image.

4.5. Microcalci:cation detection based on fractal
dimension features

Fractal dimension is a numerical value used to character-
ize a fractal, and it can be used as an indicator of the rough-
ness of an image. Smoother areas of the images have lower
fractal dimension values than rougher areas [109,119,125].
Caldwell et al. [125] used a simple method to calculate the
fractal dimension of a mammogram. It supposed the mam-
mogram was represented as 3D contours, and the third topo-
logical dimension was provided as a distance measure of
each point’s intensity. The calculation becomes a problem
to measure the area of a ‘mountainous’ surface. The fractal
dimension for the ‘mountain’ surface is related to the slope
of a plot of log{A(7)} versus log{7}. A(7) = 872−D is the
area of the surface measured with a square of side 7; 8 is
a scaling constant, and D is a constant characteristic of the
surface. By choosing two parameters, it could divide the
microcalci"cations into four Wolfe grades which are ‘N1’,
‘P1’, ‘P2’, and ‘DY’ [125]. It compared the classi"cation
result with those of four radiologists and 84% agreement
has been got on a set of 70 mammograms. Enderwich and
Tzanakou [109] calculated the fractal dimension from the
slope of a log–log plot of ROIs. By combining features ex-
tracted from co-occurrence matrix, it achieved a 100% de-
tection rate on a set of 24 microcalci"cation clusters using
a neural network. Rogova et al. [119] calculated the fractal
dimension of a mammogram based on alternating sequential
"lters. It extracted a four-dimension feature vector by using
Gabor "lter bank. These features were input into a neural
network and 100% sensitivity and 41.6% speci"city were
achieved, comparing 89% sensitivity and 58.3% speci"city
obtained by radiologists when processing 40 mammograms
from LLNL/UCSF database [119].

4.6. Microcalci:cation cluster detection using clustering
features

After individual microcalci"cations are detected, cluster
features are used to group them into clusters. Zhang et al.
[94] used spatial features, morphology features, and the clus-
ter description features. Davies et al. [95,126] used the dis-
tance between the microcalci"cations as a measure to group
microcalci"cations into clusters. Hojjatoleslami and Kittler
[103] used the number of microcalci"cations within a region
of a "xed area. A square of 1 cm2 is used as discontinuity
measure to distinguish a new cluster. Nishlkawa et al. [121]
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used the similar technology with [103]. However, it used 3
as the threshold while Hojjatoleslami and Kittler [103] used
4 as the threshold. There are some other features, neverthe-
less, cluster area and number of microcalci"cations are the
most popular cluster features due to their simplicity and ef-
fectiveness. The classi"ers for MCCs detection are listed in
Table 4.

5. Malignancy analysis

It is usually very di9cult to distinguish benign from ma-
lignant MCCs because of the variability associated with
their appearances. The human breast varies considerably in
composition, and mammographic appearances varying from
relative uniformity to complex patterns of bright streaks or
blobs. The technologies similar to those in Section 6 are
used for determining the malignancy. Here, we will discuss
the feature sets, classi"ers, and experimental results.

5.1. Feature sets

The feature sets are mainly the same with those used for
microcalci"cation detection. They are: multiscale statisti-
cal features, wavelet features, co-occurrence features, sur-
round region dependence features, individual microcalci"-
cation features, and cluster features. Table 5 lists the fea-
tures used for malignant analysis.

5.2. Classi:ers

Classi"ers play an important role in the implementation
of computer-aided diagnosis of mammography. The features
or a subset of these features are employed by classi"ers to
classify microcalci"cations into benign and malignant. A
brief introduction of four kinds of classi"ers is given here.

5.2.1. Neural networks
An arti"cial neural network is a parallel, distributed in-

formation processing structure consisting of processing el-
ements interconnected by directional connections. A neural
element carries out local operations. The key characteris-
tics of the arti"cial neural networks is the distributed repre-
sentation, local operations, and nonlinear processing. These
attributes make arti"cial neural networks suitable for appli-
cations where only a few decisions are required from a mas-
sive amount of data, and also for the applications where a
complex nonlinear relation needs to be learned. Thus, when
the expert knowledge is not explicitly de"ned or cannot be
represented in terms of statistically independent rules, ar-
ti"cial neural networks may provide a better solution than
expert systems, and arti"cial neural networks can e9ciently
learn nonlinear mappings through examples contained in
a training set, and conduct complex decision making. Fi-
nally, arti"cial neural networks can be eIectively updated
to learn new features. Dhawan et al. [111] used a backprop-

agation neural network by inputting a set of 10 SGLD fea-
tures extracted from 85 di9cult-to-diagnose mammograms,
and obtained a classi"cation accuracy of 74%. Verma and
Zakos [8] also used a backpropagation neural network. A
fuzzy technology is used to extract suspect regions and then
features are extracted from the regions. The neural net-
work could correctly classify 88.9% of the 40 cases from
Nijmegen database. Jiang et al. [134] compared the classi"-
cation result of neural network classi"er with those of "ve
radiologists. Experimental results showed that the neural
network classi"er had better performance than the radiolo-
gists in term of the area under the ROC curve (AZ) and a par-
tial area index (0:90A′

Z). Patrocinio et al. [135] demonstrated
that only several features such as irregularity, number of mi-
crocalci"cations in a cluster, and cluster area, were needed
as the inputs of a neural network to separate images into two
distinct classes: suspicious and probably benign. An optimal
neural network architecture selected by a simulated anneal-
ing optimization technique was used to improve the clas-
si"cation performance [136,137]. Genetic algorithms were
also used to optimize features for diIerentiating malignant
from benign [138–140].

5.2.2. K-nearest neighbor classi:ers
K-nearest neighbor (KNN) classi"er distinguishes un-

known patterns based on the similarity to known samples.
The KNN algorithm computes the distances from an un-
known pattern to every sample and selects the K nearest
samples as the base for classi"cation. The unknown pattern
is assigned to the class containing the most samples among
the K-nearest samples.

Kramer and Aghdasi [129] used co-occurrence features
and wavelet features as the inputs of a KNN classi"er. 100%
classi"cation accuracy was achieved when classifying 40
images of Nijmegen database. Kramer and Aghdasi [127]
compared the performances of KNN classi"er and NN. The
experiments showed that NN had better performance than
KNN classi"er. Zadeh et al. [133] used a set of shape fea-
tures and co-occurrence features as the inputs of a KNN clas-
si"er. Using the 40 mammograms of Nijmegen database, it
could only get an area of 0.82 under the ROC curves, which
was much worse than that in Ref. [129]. Table 6 lists the
classi"ers and their performances.

5.2.3. Bayesian belief network (classi:er)
Bayesian belief network (BBN) is an optimal pattern

recognition method, which uses a probabilistic approach
to determine an optimal segmentation given a speci"c
database. A BBN builds an “acyclic” graph in which nodes
represent feature variables, and connections between nodes
represent direct probabilistic inMuences between the vari-
ables [145]. Each variable must have at least two discrete
states and each state is associated with a probability value.
For each node, the total of probability values for all states
equal 1. If there is no path between any two nodes, it in-
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Table 4
An overview of classi"ers for MCCs detection

Classi"ers Results References

Neural networks 88% correct rate in the test case of 200 images in USF database [110]
TP: 90% and FP: 1.2c/f, 40 images in Nijmegen database [112]
The area under ROC curve is 0.88, 120 images, source N/A [40]
TPF: 90% and FP: 0.77% on 30 images, source N/A [46]
93% mean TPF and FP 1c/f., 40 images in Nijmegen database [101]
90% mean TPF and FP 0.5c/f on 40 images in Nijmegen database [7]
100% sensitivity and 41.6% speci"city the corresponding radiologists is
89% and 58.3% in 40 images in LLNL/UCSF

[119]

TPF: 100% on MCC on 24MCC, source N/A [109]
TPF: 97.6% and FPF; 3.15c/f on 63 images in USUHS database [94]
TPF: 90% and FP; 1% 40 images in Nijmegen database [96]
Detection Rate: 88.89%. 5 images, source N/A [97]
90% TP, and less than half of the test images showing false images. 9
images: 288 samples with 144 for each class, source N/A

[98]

TP 93% and FP: 1.5 c/f 27 images, source N/A [99]
TP: 90.6% on 128 ROIs, source N/A [100]
TP: 88.9%; 40 images in Nijmegen database [8]
Maximum area 0.86 under ROC, source N/A [125]
Area under ROC curve 0.935, 24 images, source N/A [31]

K-nearest neighbor
classi"er

Maximum area 0.76 under ROC, 191 images, source N/A [113]

TPF: 100% and FP: 0.23 c/f , 80% correct rate and 0.25 c/f FP, 150 images
from MIAS database

[103]

TP: 80% and FP: 1 c/f , test image is generated by computer simulation [3]
Discussion is given on diIerent parameter set, 245 images, source N/A [81]
TP: 85% and 0.1 FP, 40 images in Nijmegen database [117]
TP: 93.48 and FP: 1.09% on 32 images in Nijmegen database [108]
Area under ROC curve 0.929, 24 images, source N/A [31]
More than 80% classi"cation accuracy on 180 images in Nijmegen
LLNL/UCSF database

[127]

Bayesian classi"er TP: 92% with FP: 1c/f, 65 images, source N/A [92]
The agreement between this classi"er and the radiologists is 84% on 70
images, source N/A

[125]

Quadratic classi"er Incorrect: 7.05%, Correct: 40%, Undecided: 52.86%, close to the mean
performance of three expert radiologists 146 images, source N/A

[105,107]

Area under ROC curve 0.918 on 24 images, source N/A [31]
Linear classi"er TPF: 85% and FP: 1.5c/f, 78 images, source N/A [106]

Maximum area 0.70 under ROC, 70 images, source N/A [125]
Area under ROC curve 0.936, 24 images, source N/A [31]
TPF: 88% and FP: 1.1c/f, 50 image, source N/A [128]
TPF: 100% and FP: 5c/f, 50 images, source N/A [51,95]
TPF¿ 85%, FP: 2c/f, 78 images, source N/A [55,102]
TPF: 85% and FP: 2.5c/f, 78 images, source N/A [121]

Multiple expert system The area under the ROC curve is 0.786, 40 images for USF [120]
Fuzzy decision tree Speci"city: 73% and sensitivity: 60%, 118 images, source N/A [88]
Binary decision tree Area under ROC curve 0.9, 24 images, source N/A [31]

c/f, clusters/frame. USF database: http://marathon.csee.usf.edu/Mammography/Database.html. Nijmegen database: http://marathon.
csee.usf.edu/Mammography/OtherResources.html#NIJMEGEN. LLNL/UCSF database: http://marathon.csee.usf.edu/Mammography/
OtherResources.html#LLNL. USUHS database: http://spaceline.usuhs.mil/. MIAS database: http://www.wiau.man.ac.uk/services/MIAS/
MIASweb.html.

http://marathon.csee.usf.edu/Mammography/Database.html
http://marathon.csee.usf.edu/Mammography/OtherResources.html#NIJMEGEN
http://marathon.csee.usf.edu/Mammography/OtherResources.html#NIJMEGEN
http://marathon.csee.usf.edu/Mammography/OtherResources.html#LLNL
http://marathon.csee.usf.edu/Mammography/OtherResources.html#LLNL
http://spaceline.usuhs.mil/
http://www.wiau.man.ac.uk/services/MIAS/MIASweb.html
http://www.wiau.man.ac.uk/services/MIAS/MIASweb.html
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Table 5
Features for malignancy analysis

Features Details References

Multiscale statistical features Features extracted from the spatial gray level dependence matrix which
is calculated from the wavelet decomposition of the original mammo-
gram

[127,129]

Wavelet features Energy, entropy, and norm extracted from the wavelet transform
sub-images

[122,130]

Co-occurrence features Features extracted from the spatial gray level dependence matrix [111,122,130–133]
Surround region dependence method
(SRDM) features

Four directional-weighted sum extracted from SRDM [114]

Individual microcalci"cation features Features extracted from mammogram directly such as compactness,
moments, average of the gray level, etc.

[8,33,131–135]

Cluster features Features used to describe the distribution of the local features in the
detected clusters: cluster area, and number of microcalci"cations in an
area.

[132–135]

Table 6
An overview of the classi"ers for malignancy analysis

Classi"er Results Studies

Neural net-
works

88.9% classi"cation accuracy, 40 images in Nijmegen database [8]

A maximum area of 0.74 under ROC curve, 191 images source N/A [122]
An average of 0.6 under ROC curve, 191 ‘hard-to-diagnosis’ images, source N/A [132]
88% accuracy, 94 ‘di9cult to diagnose’ cases, source N/A [130]
TPF¿ 90%, 157 images, source N/A [134]
87% classi"cation accuracy, 105 ROIs in LLNL [141]
Sensitivity: 79.5% and speci"city: 85.1%, 285 images from Department of Radiology at Asian Medical
Center, Seoul, Korea

[114]

More than 90% classi"cation accuracy, 180 images in Nijmegen and LLNL/UCSF database [127]
K-nearest
neighbor

The area under ROC curve is 0.82 for grey-level features, and 0.72 for SGLD features, 40 images in
Nijmegen database

[133]

Classi"cation accuracy ranges form 71.08% to 83.13% with diIerent settings, 180 images in Nijmegen and
LLNL/UCSF database

[127]

100% classi"cation accuracy, 40 images in Nijmegen database [129]
Bayesian clas-
si"er

Using 12 features, the area under the ROC for 433 images from Washington University Medical School in
St. Louis was 0:873 ± 0:009

[142]

The areas under ROC for linear and quadratic Bayesian classi"er are 0.936 and 0.918 on a set of 24
mammograms, respectively. Source N/A

[31]

Decision tree 94% sensitivity can be achieved with 1.5 FP per image on a set of 50 normal and 45 abnormal mammograms.
Database source N/A

[143]

A sensitivity of 97.3% with 3.92 FP per image on 322 mammograms in the Mammographic Image Analysis
Society Database.

[144]

dicates the probabilistic independence of two variables. In
Refs. [99,146], a Bayesian classi"er was used to merge "ve
extracted features. The algorithm obtained a sensitivity of
100% with 0.22 false-clusters per mammogram on a test of
9 mammograms. In Ref. [31], seven classi"cation methods,
i.e., linear classi"er, quadratic classi"er, binary decision
trees, backpropagation neural network, the cascade correla-
tion neural network, the divide and conquer neural network
and k-nearest neighbors algorithm, are compared on a set

of 24 mammograms, each of them contains at least one
biopsy-proven malignant cluster of microcalci"cations. The
result showed that Bayesian classi"ers outperformed three
types of arti"cial neural networks. The Bayesian techniques
and arti"cial neural network are able to produce many
ROC points, which indicate there are inherent Mexibilities
of these classi"ers. In Refs. [142,147], common databases
and the same genetic algorithm were used to optimize both
Bayesian belief network and neural network. The results
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Fig. 5. The structure of a binary decision tree [144].

showed that the performance of the two techniques con-
verged to the same level, therefore, it was concluded that
the performance of CAD system might be more dependent
on feature selection and training database than on any par-
ticular classi"er [142,147]. Bayesian methods have also
been applied to arti"cial neural networks in order to reg-
ularize training to improve the robustness of the classi"er
[148,149].

5.2.4. Binary decision tree
Binary decision tree is an ordered list of binary threshold

operations on the features organized as a tree. Each node
will move down to its two descendents by thresholding val-
ues of the features. This procedure will continue until it ar-
rives at a terminal node which assigns a classi"cation. The
control parameters at each node are selected by simply de-
termining the feature and threshold that best separates the
current data into two classes. The process recursively par-
titions the remaining training samples and generates a tree.
Comparing with neural networks, the decision tree approach
is much simpler with low computational overhead. And it
also does not need extensive knowledge of the probability
distribution of the features like Bayesian classi"er.

Fig. 5 shows an example of decision tree [144].
Fuzzy logic can improve the performance of decision

tree [88,143,150,151]. Fuzzy subset allows taking into ac-
count a grading of membership which is useful to follow
a diIerent path for two values located on both sides of the
threshold of the test. In Ref. [88], fuzzy decision tree was
used as the classi"er of the 82 images, and a speci"city of
92% with a sensitivity of 96% was obtained. Comparing the
performance of fuzzy decision tree with several diIerent
approaches (KNN, Bayesian ID3), the fuzzy decision tree
outperformed others [88].

6. Evaluation for detection algorithms

6.1. Sensitivity and speci:city

Usually, an image region can be called cancerous (pos-
itive) or normal (negative), and a decision for a detection
result can be either correct (true) or incorrect (false). A de-
cision for a detection result, therefore, will be one of four
possible categories as shown in Table 7 [152]: true positive
(TP), true negative (TN), false positive (FP), and false neg-
ative (FN). FN and FP are two kinds of errors. A false neg-
ative error implies that a true abnormality was not detected,
and a false positive error occurs when a normal region was
falsely identi"ed as abnormality. A TP decision is a cor-
rect judgment of an actual abnormality, and a TN decision
means a normal region was correctly labeled.

For years, the performance of diagnostic systems has been
measured and reported in terms of a kind of “percent cor-
rect” which is the percentage of diagnostic decisions that
proved to be correct [153]. But the “percent correct” measure
depends strongly on disease prevalence and cannot reveal
the relative rates of false positive and false negative errors.
These disadvantages can be overcome by using a pair of
indices: “sensitivity” and “speci"city”. The terms “sensitiv-
ity” and “speci"city” are synonymous with true positive and
true negative rate (or ratio, or fraction), respectively. That is
sensitivity=TPs=(TPs+FNs) and speci:city=TNs=(TNs+
FPs).

However, if one just uses the sensitivity and speci"city pa-
rameters to compare the performance of two systems, there
has a dilemma in which one system provides higher sensitiv-
ity, meanwhile lower speci"city than the other [154]. For a
"xed discrimination capacity, the sensitivity and speci"city
of a diagnostic system will depend on the particular con"-
dence threshold that the observer or the computer diagnostic
system uses to partition continuously distributed perceptions
of evidence into categorical decisions. Both sensitivity and
speci"city will change if the con"dence threshold is changed
[153]. A solution to this problem is suggested by the use
of ROC (receiver operating characteristic) curve which in-
dicates the tradeoIs between sensitivity and speci"city that
are available from a diagnostic system, and thus describes
the inherent discrimination capacity of that system.

Table 7
A decision made on a detection task [152]

True state

CAD A cancer Not a cancer

Claimed True False
A cancer Positive Positive
Not claimed False True
A cancer Negative Negative
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Fig. 6. (a) ROC curves and (b) FROC curve [152].

6.2. ROC and FROC curve analysis

Receiver operating characteristic (ROC) analysis is a well
known evaluation method for detection tasks [153–158]. It
is based on statistical decision theory and "rst developed in
signal detection theory [159]. In [160–162], ROC analysis
was "rst used in medical decision making. Subsequently, it
was used in medical imaging. An ROC curve is a plot of
operating points which can be considered as a plotting of
true positive as a function of false positive. When we de-
sign a computer-aided diagnosis system, generating oper-
ating points is usually done by applying thresholds to the
detection algorithm outputs that roughly correspond to the
concept of con"dence thresholds used by human observers.
Most statistical classi"ers produce outputs that can be easily
thresholded to generate a large number of operating points.
A typical ROC curve is shown in Fig. 6(a) [152]. A higher
ROC, approaching the perfection at the upper left hand
corner, would indicate greater discrimination capacity. The
CLABROC program is a kind of procedures employed to
test the statistical signi"cance of the diIerence between two
ROC curves [163]. In this program, a bivariate chi-square
test is applied to the diIerence between the a parameters
(y-intercepts on the normal-deviate axes) and the b parame-
ters (the slopes of straight lines on the normal deviate axes)
of the two ROC curves.

For evaluating true-positive detection, sometimes it is re-
quired not only the existence but also the localization of
the tumor. A better method for this case is free-response re-
ceiver operating characteristic (FROC) analysis which is a
plot of operating points showing the tradeoI between the
TP rate versus the average number of false positives per im-
age [152,164–166]. A FROC curve is shown in Fig. 6(b).
The diIerence between FROC and ROC methods can be
displayed by the abscissa of the FROC plot that begins at
zero and no upper limit, while the abscissa of the ROC plot

is from zero to one. The ordinate of an FROC curve is 0
–100% sensitivity, the same as for ROC curve. However,
both FROC and ROC analysis suIer from their limitations.
For instance, they do not address the complexity of images
and are di9cult to transform the subjective measurements
(radiologist’s observations) to the objective FROC curve.

6.3. AZ values computing

The area under the ROC curve or the FROC curve is an
important criterion for evaluating diagnostic performance
[153,154]. Usually it is referred as the AZ index. The AZ

value of ROC curve is just the area under the ROC curve.
The AZ value of FROC curve should be computed by nor-
malizing the area under the FROC curve by the range of
the abscissa. The value of AZ is 1.0 when the diagnostic de-
tection has perfect performance which means that TP rate
is 100% and FP rate is 0%. The ROCFIT program [167] is
for estimating AZ from the observer responses in the ROC
experiment. The method assumes that the observers make a
yes/no decision on each image, depending on whether the
decision variable exceeds a threshold value. The estimation
of the AZ value can be obtained with the trapezoidal rule
which can underestimate areas under the curve. More op-
erating points are generated, less underestimation error will
be obtained. The AZ value can also be computed by "tting a
continuous binormal curve to the operating points, provided
the functional form of the ROC curve is given [153].

7. Conclusions

Automated breast cancer detection has been studied for
more than 20 years, the CAD mammography systems for
microcalci"cation detection have gone from crude tools
in the research laboratory to commercial systems. Several
commercial companies such as R2 Technology Inc., Hewlett
Packard Co., Sterling Diagnostic Imaging, Siemens, GE,
MedDetect/Lockheed Martin, were developing or design-
ing mammography systems for clinical applications. R2
Technology Inc. has produced a system ImageCheckerJ

for MCCs and mass detection. It received the approval
from the US Food and Drug Administration (FDA) in June
1998 and from the Japanese Ministry of Health and Welfare
(MHW) for use of the ImageChecker System in breast can-
cer screening in February 2000. It also received CE Mark
certi"cation from the European Union. The performance
obtained on a large, consecutive set of cancer cases can be
as high as 98.3% sensitivity with a false-positive rate of 0.3
clusters per image [168,169].

Although by now some progress has been achieved, there
are still remaining challenges and directions for future re-
search, such as

• Developing better enhancement and segmentation algo-
rithms.
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• Designing better feature detection and selection algo-
rithms.

• Integration of classi"ers to reduce both FPs and FNs.
In order to reduce false positive, several diIerent types
of features, sometimes, with clinical information should
be used. As the complexity of algorithm increases, the
time complexity of the CAD will also increase. How to
keep the balance between the accuracy and computational
complexity is quite important since long time delay could
make the clinical use of a CAD system less attractive
[170,171].

• De"ning a standard test set (database) and better evalua-
tion criteria are still very important. With some rigorous
evaluations, and objective and fair comparison could de-
termine the relative merit of competing algorithms and
facilitate the development of better and robust systems
[16,152].

• Employing high resolution mammograms. Although it
was suggested that a pixel matrix of at least 2048×2560 be
the minimum spatial resolution required for digital mam-
mography [25,172], the spatial resolution and dynamic
range (gray-levels per pixel) required to adequately rep-
resenting microcalci"cations in a digitized "lm mammo-
gram is still an open question. It requires high resolution
to see "ne details and wide dynamic range to capture
in a single image structures, and low light sensitivity to
shorten exposure and reduce X-ray dosage.

• Integrating other imaging modalities with X-ray mam-
mography. Although CAD for mammography uses mainly
X-ray mammography, there are some alternatives [173–
176]. Ultrasound has been used as an adjunct to mam-
mography in detecting breast cancer [175]. Although the
result of sensitivity is still low comparing with mammo-
graph, [177] showed a result with a sensitivity of 95%
and speci"city of 87% in the detection of microcalci"-
cations that indicated the perspective for future improve-
ment. Grable et al. [174] described vibro-acoustography
based on radiation force of ultrasound. The spatial resolu-
tion of vibro-acoustography is in the submillimeter range
which makes the technique suitable for imaging microcal-
ci"cation [178]. The ultrasound energy can easily pene-
trate dense tissues which are opaque and di9cult to X-ray.
The method can be a nonionizing alternative to conven-
tional X-ray mammography to detect microcalci"cations
in women of pregnant, lactating, with radio-opaque breast
implants, or with dense tissue. Further development of ul-
trasound, MRI and CT combined with X-ray mammogra-
phy may lead to a novel eIective CAD system for breast
cancer control.

• Investigating 3D mammograms. Mammograms are
two-dimension representations of three-dimensional
structures. The spatial distribution of the microcalci"-
cation clusters is inevitably distorted in the projected
two-dimension mammograms and will loss the depth and
location of the imaged structures. Although the research
on the three-dimension mammograms is much less than

that on the brain, heart, or lung [179–182], recently
three-dimension visualization and analysis of breast has
aroused growing interest. Some new mammographic
technologies generating and combining multiple views
of the breast, and 3-D mammogram reconstruction have
been studied [183–185]. Enhancement and segmentation
methods have been studied for three-dimension images
[182,186]. To develop new and better imaging process-
ing algorithms for three-dimension mammograms is still
a big challenge.
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