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ABSTRACT

In recent years, the advent of new sensor technologies and social network infrastructure has provided huge opportuni-
ties and challenges for analyzing data recorded on such networks. In the case of data on regular lattices, computational
harmonic analysis tools such as the Fourier and wavelet transforms have well-developed theories and proven track
records of success. It is therefore quite important to extend such tools from the classical setting of regular lattices to
the more general setting of graphs and networks. In this article, we first review basics of graph Laplacian matrices,
whose eigenpairs are often interpreted as the frequencies and the Fourier basis vectors on a given graph. We point
out, however, that such an interpretation is misleading unless the underlying graph is either an unweighted path or
cycle. We then discuss our recent effort of constructing multiscale basis dictionaries on a graph, including the Hierar-
chical Graph Laplacian Eigenbasis Dictionary and the Generalized Haar-Walsh Wavelet Packet Dictionary, which are
viewed as generalizations of the classical hierarchical block DCTs and the Haar-Walsh wavelet packets, respectively, to
the graph setting. Finally, we demonstrate the usefulness of our dictionaries by using them to simultaneously segment
and denoise 1-D noisy signals sampled on regular lattices, a problem where classical tools have difficulty.

Keywords: spectral graph partitioning, multiscale basis dictionaries on graphs, wavelets on graphs, the best basis al-
gorithm, signal segmentation, denoising

1. INTRODUCTION

In recent years, the advent of new sensors, measurement technologies, and social network infrastructure has provided
huge opportunities to visualize complicated interconnected network structures, record data of interest at various loca-
tions in such networks, analyze such data, and make inferences and diagnostics. We can easily observe such network-
based problems in truly diverse fields: biology and medicine (e.g., voltages at dendrites connected to neurons, blood
flow rates in a network of blood vessels); computer science (e.g., Internet traffic, email correspondences among user
accounts); electrical engineering (e.g., sensor networks); hydrology and geology (e.g., river flow measurements in a
ramified river network); and civil engineering (e.g., traffic flow on a road network), to name just a few. Consequently,
there is an explosion of interest and demand to analyze data sampled on such irregular grids, graphs, and networks, as
evidenced by many recent special issues of journals.1–4

What about mathematical and computational tools for analyzing such datasets? Traditional harmonic analysis
tools such as Fourier and wavelet transforms have been the ‘crown jewels’ for analyzing regularly-sampled data. They
have found widespread use in a variety of applications, some of the most common being data compression, image
analysis, and statistical signal processing. However, these conventional harmonic analysis tools originally developed
for functions on simple Euclidean domains (e.g., a rectangle) or signals sampled on regular lattices cannot directly
handle datasets recorded on general graphs and networks. Hence, the community of applied and computational har-
monic analysts has recognized the importance of transferring these tools to the graph setting, resulting in many efforts
to extend classical wavelets to the ever-expanding realm of data on graphs.5–14

A fundamental difficulty in extending wavelets to the graph setting is that we lack a true notion of frequency. Indeed,
much of classical signal processing relies on our ability to view a signal through two complementary lenses: time and
frequency. Without a notion of frequency, we cannot apply the Littlewood-Paley theory (i.e., the dyadic partitioning
of the frequency domain), which is the theoretical foundation of classical wavelets. Therefore, a common strategy has
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been to develop wavelet-like transforms rather than trying to directly transfer classical wavelets to the graph setting.
We will review some of these transforms in Section 2.2.

The objective of this article is twofold. First, we review some basic concepts for understanding data analysis on
graphs and the challenges that lie therein. Second, we introduce our own contributions to harmonic analysis on graphs:
generalizations of overcomplete, multiscale dictionaries from classical signal processing, including wavelet packets
and local trigonometric transforms. We conclude with some applications.

2. NOTATION AND REVIEWS

In this section, we will first establish our notation and define some important quantities which will be used throughout
this article. Next, we will review some of the recent wavelet-like transforms proposed by other groups, and discuss the
fundamental problem of the lack of a true frequency domain in the graph setting. Finally, we will briefly review classical
dictionaries of multiscale bases and the corresponding concept of a “best basis.”

2.1 Laplacians on graphs

Let us fix our notation and basic concepts in graph theory first. We mostly follow the commonly used notation; see
e.g., Ref. 15 for undirected graphs. Let G = (V ,E) be a graph, where V = V (G) = {v1, v2, . . . , vn} is the vertex set of G and
E = E(G) = {e1,e2, . . . ,em} is its edge set, where ek connects two vertices vi , v j for some 1 ≤ i , j ≤ n. We only deal with
finite n and m in this article. For simplicity, we often write i instead of vi . A subgraph H of a graph G is a graph such
that V (H) ⊆ V (G) and E(H) ⊆ E(G). An edge connecting a vertex i ∈ V and itself is called a loop. If there exists more
than one edge connecting some i , j ∈V , then they are called multiple edges. A graph having loops or multiple edges is
called a multiple graph (or multigraph); a graph with neither of these is called a simple graph.

An edge e ∈ E connecting two distinct vertices i , j ∈ V may or may not have a direction. If e is directed from i to j ,
then we write e = (i , j ), and i , j are called the tail and the head of e, respectively. A directed edge is also referred to as
an arc. If e is an undirected edge between i and j , then we write e = i j , and i , j are called the endpoints of e. We also
say an edge e = i j is incident with i and j , and e joins i and j . If e = i j , then i , j are said to be adjacent and we write
i ∼ j . If e = (i , j ), then i is adjacent to j , but not vice versa, and we write i j . If each edge in E is directed, G is called
a directed graph or digraph. An undirected graph is a graph where none of its edges has a direction. A mixed graph is a
graph with some directed and some undirected edges.

If each edge e ∈ E has a weight (normally nonnegative), written as we , then G is called a weighted graph. G is said
to be unweighted if we ≡ 1 for each e ∈ E . For some problems edge weights are given while for the other problems one
needs to define edge weights carefully.

A path from i to j in a graph G is a subgraph of G formed by taking a sequence of distinct vertices, starting with i
and ending with j , and a minimal set of edges such that consecutive vertices are adjacent. A path starting from i that
returns to i (but is not a loop) is called a cycle. For any two vertices in V , if there is a path connecting them, then such
a graph is said to be connected. In the case of a directed graph, it is said to be strongly connected. A tree is a connected
graph without cycles, and is often denoted by T instead of G . For a tree T , we have |E(T )| = |V (T )|−1, where |·| denotes
the cardinality of a set.

We say the length (or cost) `(P ) of a path P is the sum of its corresponding edge weights, i.e., `(P ) := ∑
e∈E(P ) we . Let

P i j be the set of all possible paths from i to j in G . The graph distance from i to j is defined by d(i , j ) := inf
P∈P i j

`(P ).

Clearly, for an undirected graph, we always have d(i , j ) = d( j , i ), but that is not the case for a directed graph in general.

We say two graphs are isomorphic if there is a one-to-one correspondence between the vertex sets such that if two
vertices are joined by an edge in one graph, the corresponding vertices are also joined by an edge in the other graph.

Let us now define a few important matrices associated with a given graph G . The (weighted) adjacency matrix of
G , denoted by W (G) = (wi j ) ∈ Rn×n , is a matrix consisting of the edge weights in G . Note that wi j = 0 if i j ∉ E(G)
(undirected) or (i , j ) ∉ E(G) (directed). It is clear that W (G) is symmetric if G is undirected. The degree of vertex i
is defined as d(i ) = di := ∑n

j=1 wi j , i.e., the i th row sum of W (G). If G is directed, then the above definition of the
degree is also called the outdegree of vertex i , denoted by dout(i ). In that case, one can also define the indegree of
vertex i by din(i ) := ∑n

j=1 w j i , i.e., the i th column sum of W (G). Occasionally, we need the unweighted versions of



Figure 1: A path graph Pn provides a simple yet important example.

the adjacency matrix and degrees of a weighted graph. These versions are often called the combinatorial adjacency
matrix and combinatorial (out)degrees, denoted by A(G) and d c (i ) = d c

i , respectively. In other words, Ai j (G) = 1 if
Wi j (G) > 0, otherwise Ai j (G) = 0, and d c

i is the i th row sum of A(G), which is the number of incident edges with i . The
combinatorial indegree of i is the i th column sum of A(G). Hence, the earlier definition of d(i ) = di is also referred to
as a weighted degree. The degree matrix D(G) of G is the diagonal matrix diag(d1, . . . ,dn).

Sometimes, each vertex is associated with spatial coordinates in Rp . For example, if we want to analyze a network
of sensors and build a graph whose vertices represent the sensors under consideration, then these vertices have spatial
coordinates in R2 or R3 indicating their current locations. In that case, we write xi ∈Rp for the location of vertex i . Let
f = ( f (1), . . . , f (n))T ∈ Rn be a data vector, where f (i ) ∈ R is the value measured at the vertex i of the graph. Let us also
define 1n := (1, . . . ,1)T ∈Rn for future use. Similarly, for a subset of the vertices X ⊆V (G), we define 1X to be the vector
which is one at all positions corresponding to vertices in X and zero elsewhere.

In order to analyze a graph, we often utilize the eigenvalues and eigenvectors of its (unnormalized) Laplacian ma-
trix, defined as

L(G) := D(G)−W (G). (1)

Two other versions of the Laplacian matrix which are often used in literature include the random-walk normalized
Laplacian and the symmetrically normalized Laplacian:

Lrw(G) := D−1(G)L(G) = I −D−1(G)W (G), (2)

Lsym(G) := D−1/2(G)L(G)D−1/2(G) = I −D−1/2(G)W (G)D−1/2(G). (3)

Which version should be used depends on the application. For example, von Luxburg16 recommends the use of Lrw

for graph partitioning. We let λ0 ≤ λ1 ≤ ·· · ≤ λn−1 be the sorted eigenvalues of L(G), and we denote by φ0,φ1, . . . ,φn−1

their corresponding eigenvectors. Let mG (λ) denote the multiplicity of λ as an eigenvalue of L(G), and let mG (I ) be
the number of eigenvalues of L(G), multiplicities included, that belong to I ⊂ R, an interval of the real line. The corre-
sponding quantities for Lrw(G) are denoted by the superscript rw, i.e., λrw

j , φrw
j , and mrw

G (I ), and similarly for Lsym. It

is easy to show that λrw
j =λsym

j andφrw
j = D−1/2(G)φsym

j . (See Ref. 16 for additional details of the relationship between

these three matrices and their spectral properties.)

The Laplacian eigenvalues are useful because they reflect various intrinsic topological and geometric features of the
graph (e.g., connectivity, the maximum distance over all pairs of vertices, mean distance, and the Cheeger constant,17

etc.). Some simple yet important facts about the Laplacian eigenvalues are the following: for each of these three Lapla-
cian matrices, all the eigenvalues are nonnegative, the smallest eigenvalue λ0 = 0, and mG (0) ≥ 1 indicates the number

of connected components of G . For L and Lrw, the zeroth eigenvector is constant: φ0 =1n/
p

n andφrw
0 =1n/

√∑n
i=1 di .

Moreover, the smallest positive eigenvalue of the unnormalized Laplacian L(G) is called the algebraic connectivity of G
and serves as a quantitative measure of graph connectivity.18–20

For each of the three Laplacian matrices, the eigenvector corresponding to the smallest nonzero eigenvalue is re-
ferred to as the Fiedler vector, and it plays a key role in spectral clustering and spectral graph partitioning.16, 21 (See
Sections 3 and 4 for our use of the Fiedler vectors of graphs.) The full set of Laplacian eigenvectors provides us with
additional information for graph partitioning via the celebrated Courant nodal domain theorem.22, 23 Moreover, it also
provides an orthonormal basis which can be used for representation, approximation, and analysis of data on G .

The simple path Pn consisting of n vertices, shown in Figure 1, provides an important insight for the development
of our new multiscale transforms. The graph Laplacian of such a path graph can be easily obtained and is instructive:
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As pointed out in Ref. 24, the eigenvectors of this matrix are nothing but the DCT Type II basis vectors, which are used
in the JPEG image compression standard; see e.g., Ref. 25 for more about the DCT. In fact, we have

λk = 4sin2
(
πk

2n

)
; φk ( j ) = ak;n cos

(
πk

n

(
j − 1

2

))
, j = 1, . . . ,n; k = 0,1, . . . ,n −1, (4)

where φk = (
φk (1), · · · ,φk (n)

)T is the eigenvector corresponding to λk , and ak;n is a normalization constant that en-
sures ‖φk‖2 = 1 for k = 0,1, . . . ,n−1. From (4), it is clear that these eigenvectors are simple global oscillations and do not
reveal wavelet-like localizations. In addition, it is straightforward to show that the eigenvectors of Lsym(Pn) are the DCT
Type I basis vectors. Also, for the unweighted cycle Cn consisting of n vertices, it is easy to notice that the eigenvectors
of L(Cn) are exactly the n-point DFT basis vectors. Finally, for a graph which is the Cartesian product of two or more
graphs, the Laplacian eigenvectors are the tensor product of the eigenvectors of those underlying graphs.

2.2 Multiscale wavelet-like basis functions on graphs

For both the development and theory of conventional wavelets on regular lattices and rectangular domains in Rp , the
Fourier series and transforms on those domains have played a significant role; see e.g., Ref. 26 (Chap. 2) and the refer-
ences therein. Hence, when attempting to develop wavelet theory for graphs and networks, some researchers have used
Laplacian eigenvalues and eigenfunctions in place of the frequencies and complex exponentials, respectively, used in
classical Fourier theory. While tempting to do so, there are at least two fundamental problems in viewing the Lapla-
cian eigenfunctions as the equivalent of the Fourier basis functions for building wavelet-like multiscale basis functions.
First, it is difficult to know the essential support of the Laplacian eigenvectors a priori, which strongly depends on the
structure of the graph: sometimes they are completely global, like those of Pn , whereas in other cases they may be quite
localized, e.g., on dendritic trees of neurons.24, 27 Hence, it is worth controlling the support of the eigenvectors explic-
itly. (In fact, this observation has led us to our HGLET construction using recursive graph partitioning, as discussed in
Section 3.)

The second problem of viewing the Laplacian eigenfunctions as the equivalent of the Fourier basis functions is
the intricate relationship between the frequencies and the Laplacian eigenvalues. For very simple 1-D graphs such as
Pn and Cn , the eigenvectors are the Fourier basis vectors and the eigenvalues are a nondecreasing function of their
corresponding frequencies, as shown in (4) in the case of Pn . Consequently on Pn as well as Cn , we can develop the
classical wavelets using the Littlewood-Paley theory [26, Chap. 2] by appropriately partitioning the eigenvalue axis into
blocks and combining the corresponding eigenfunctions. However, as soon as the domain becomes even slightly more
complicated, the situation completely changes: we cannot view the eigenvalues as a simple monotonic function of
frequency anymore. For example, consider a long but thin strip in R2, and suppose that the domain is discretized as
Pm ×Pn (m > n). In this case, using (4), its Laplacian eigenpairs are:

λk = 4

[
sin2

(
πkx

2m

)
+ sin2

(
πky

2n

)]
, φk (x, y) = akx ;m aky ;n cos

(
πkx

m

(
x − 1

2

))
cos

(
πky

n

(
y − 1

2

))
,

where k = 0, . . . ,mn −1; kx = 0, . . . ,m −1; ky = 0, . . . ,n −1; x = 1, . . . ,m; and y = 1, . . . ,n. As always, let {λk } be ordered
in the nondecreasing manner. In this case, the smallest eigenvalue is clearly λ0 = λ(0,0) = 0, and the corresponding
eigenvector is constant. The second smallest eigenvalue λ1 is λ(1,0) = 4sin2(π/2m), since π/2m < π/2n, and its eigen-
vector has one oscillation in the x-direction. But, how about λ2? Even for such a simple situation there are several
possibilities for λ2, depending on m and n. If m > 2n, then λ2 = λ(2,0) < λ(0,1). On the other hand, if n < m < 2n,
then λ2 = λ(0,1) < λ(2,0). More generally, if K n < m < (K + 1)n for some K ∈ N, then λk = λ(k,0) = 4sin2(kπ/2m) for
k = 0, . . . ,K . Yet we have λK+1 = λ(0,1) = 4sin2(π/2n) and λK+2 = λ(K+1,0) = 4sin2((K +1)π/2m). As one can see from
this, the mapping between k and (kx ,ky ) is quite nontrivial. Notice that φ(k,0) has k oscillations in the x-direction



whereasφ(0,1) has only one oscillation in the y-direction. In other words, all of a sudden the eigenvalue of a completely
different type of oscillation sneaks into the eigenvalue sequence. Hence, on a general domain or a general graph, by
simply looking at the Laplacian eigenvalue sequence {λk }k=0,1,..., it is almost impossible to organize the eigenpairs into
physically meaningful dyadic blocks and apply the Littlewood-Paley approach unless the underlying domain is of very
simple nature, e.g., Pn or Cn . For complicated domains, the notion of “frequency” is not well-defined anymore, and
thus wavelet construction methods which rely on the Littlewood-Paley theory, such as the spectral graph wavelet trans-
form (SGWT),11 may lead to unexpected problems on general graphs. We also note that the notion of “translations” or
“shifts” on general graphs is not well-defined either despite some effort to generalize it.28

How about wavelets that rely less on the Fourier/Littlewood-Paley theory? A number of efforts have been made to
build Haar-like wavelets on graphs and networks.7, 8, 10, 29, 30 Sharon and Shkolnisky use a subset of Laplacian eigen-
vectors of subgraphs of a given graph to construct construct a multiresolution analysis and consequently multiwavelet
bases, which can include the Haar wavelet basis.14

Coifman et al. take a different approach, using the diffusion/random walk on a graph to build diffusion wavelets5

and diffusion wavelet packets.6 Jansen et al. developed a wavelet-like transform for signals on graphs by generalizing
the classical lifting scheme.9 Rustamov recently constructed two different wavelet-like transforms on graphs. The first
one12 is based upon the average-interpolation wavelets and also uses a top-down partitioning. The second one13 used
the lifting scheme whose update and prediction operators are adaptively learned from a given set of signals so that the
resulting wavelet coefficients of a signal belonging to the same signal class become sparse.

As we will describe in the next sections, we have developed the so-called Hierarchical Graph Laplacian Eigen
Transforms (HGLET) and Generalized Haar-Walsh Transform (GHWT) for undirected graphs. We can say these are
complementary to the previously proposed methods listed above. For example, our algorithms utilize a top-down
recursive graph partitioning to construct the wavelet-like basis functions, while the others5–8 utilize the bottom-up
approach. We do not use the lifting scheme9, 13 nor the average-interpolation wavelet scheme.12 Perhaps, our HGLET
and GHWT are most closely related to the construction by Szlam et al.,30 which uses the top-down partitioning to build
the Haar-like basis using the average and difference operations on subgraphs, and the local cosine dictionary using the
graph/manifold version of the folding and unfolding operators initially proposed by Coifman and Meyer for functions
on the real line (or on the regular 1D lattice);31 see also Ref’s. 26 (Chap. 6), 32 (Chap. 8), 33 (Chap. 4). Unfortunately,
based on our considerable experience with the local cosine dictionary on regular lattices,34 we can predict that such
generalized local cosines may not work well in practice. In fact, the direct use of such folding/unfolding operations in
the graph setting may be unnecessary or even harmful for many applications. As we will show later in Section 4, our
Generalized Haar-Walsh Transforms go much further than the scope of Ref. 30.

2.3 Basis dictionaries and best bases for regularly-sampled signals

In this subsection, we will briefly review the so-called basis dictionaries for signals sampled on regular lattices and the
concept of best basis selection from such dictionaries. For the details, we refer to Ref’s. 33, 35–39 as well as Ref’s. 32
(Chap. 8) and 26 (Chap. 6, 7).

In this article, we associate with a basis dictionary a binary tree whose nodes Ω j
k are subspaces of Ω0

0 = Rn with
different localization characteristics in the original domain and in the “transformed” domain, as shown in Figure 2.
Examples of such dictionaries previously developed for signals sampled on regular lattices include: the wavelet packet
transform dictionary (WPT), block discrete cosine transform dictionary (BDCT), and local trigonometric/Fourier trans-
form dictionary (LTT). It costs O(n[logn]p ) to generate a dictionary for a signal of length n, i.e., to compute the inner
products between such a signal and each element in the dictionary, where p = 1 for WPT and p = 2 for BDCT/LTT. We
would like to point out that for practical implementation of these transform algorithms, the signal length n must be a
dyadic number, i.e., n = 2n0 for some n0 ∈N. On the other hand, our generalizations of these dictionaries to the graph
setting, which will be described in Sections 3 and 4 in detail, do not have any such restriction on n; i.e., an arbitrary
positive integer will be allowed for n.

Now, each dictionary contains up to n(1+ log2 n) basis vectors, but it also contains more than 2n/2 possible or-
thonormal bases from which to choose. Hence, a big question is how to select the best possible basis for a given task
at hand (e.g., compression, denoising, classification, regression, etc.). To answer this question, Coifman and Wicker-
hauser proposed the best basis algorithm for the purpose of signal compression and denoising.35 Later, Saito, Coif-
man, and their groups generalized the original best basis algorithm for classification and regression problems.36–39
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Figure 2: A binary-tree-structured basis dictionary (with depth of decomposition set to 4). In the case of the block
cosine/local trigonometric dictionaries, the tree represents a decomposition of the time (or spatial) domain, with each
node being split into two children nodes of finer time (and coarser frequency) resolution. In the case of the wavelet
packet dictionary, the tree represents a decomposition of the frequency domain, and each node is split into two children
nodes of finer frequency (and coarser temporal/spatial) resolution. The wavelet basis is a subset of the wavelet packet
dictionary, which we demarcate in bold.

Let us define a cost functional C such that (i) the lower the cost, the better and (ii) the cost functional is additive:

C
(
Ω

j1

k1

⋃
Ω

j2

k2

)
= C

(
Ω

j1

k1

)
+C

(
Ω

j2

k2

)
. As seen in Fig. 2, each non-leaf node Ω j

k has two children nodes, Ω j+1
2k and Ω j+1

2k+1.

The best basis algorithm essentially boils down to the following question:

C
(
Ω

j
k

) ?≤C
(
Ω

j+1
2k

⋃
Ω

j+1
2k+1

)
(5)

If the left-hand side is smaller or equal to the right-hand side, then we keep the parent node and discard these two
children nodes. Otherwise, we replace the parent node by the union of its two children nodes. The actual algorithm
starts from the bottom level of the binary tree until it reaches to the top level j = 0. The end result, i.e., the union of the
retained nodes/subspaces, is called the best basis w.r.t. the cost functional C . For various examples and success stories,
we refer to the above references. In this article, we will generalize such basis dictionaries and the best basis selection
algorithm for graphs and networks, as will be discussed in Sections 3 and 4.

3. HIERARCHICAL GRAPH LAPLACIAN EIGEN TRANSFORMS

In this section, we describe the Hierarchical Graph Laplacian Eigen Transform (HGLET), which we introduced in
Ref. 40. This transform recursively partitions the graph into a binary tree using Fiedler vectors of subgraphs, and then
computes the graph Laplacian eigenvectors of each subgraph. Similar to the wavelet packet and local trigonometric
dictionaries for regularly-sampled signals, this dictionary of bases on the graph allows one to select an orthonormal
basis that is most suitable for one’s task at hand using a best basis type algorithm. See Ref. 40 for the full details.

Below, for simplicity, we describe our algorithm using the unnormalized graph Laplacian matrix of an input graph
as well as those of its subgraphs. However, one can use Lrw or Lsym of L instead of L, as will be discussed after we
present the algorithm.

Given a connected graph G (which may be weighted or unweighted), the first step of the HGLET algorithm com-
putes the complete set of eigenvectors of L(G): φ0,φ1, . . . ,φn−1 with corresponding eigenvalues 0 =λ0 <λ1 ≤ ·· · ≤λn−1.
Then we partition the graph into two disjoint subgraphs according to the signs of the entries in the Fiedler vector, φ1.
Partitioning the graph in this manner is supported by the theory discussed in Ref. 21.

We repeat this process recursively on each such subgraph. In order to state this process more precisely, let us in-

troduce notation which is more appropriate for such multiscale transforms. Instead of the notationΩ j
k used to denote

coefficient subspaces for classical signals in the previous section, we will use the notation G j
k for subgraphs in our

graph setting. Let n j
k :=

∣∣∣V (
G j

k

)∣∣∣, and let
(
λ

j
k,l ,φ j

k,l

)
, l = 0,1, . . . ,n j

k −1, be the sorted eigenpairs of L
(
G j

k

)
, with j de-

noting the level (or depth) of the partition, k denoting the region (i.e., subgraph) number on level j , and l indexing the



eigenvectors for region k on level j . Let K j be the number of regions at level j . Hence, G0
0 = G ,

(
λ0

0,l ,φ0
0,l

)
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,
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but E(G)) E
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)
. The whole process can now be summarized as follows:

Algorithm 1 (HGLET)

Step 0: Set G0
0 =G and n0

0 = n = |V (G)|; initialize K 0 = 1 and K 1 = 0; set j = 0 and k = 0.

Step 1: Construct the Laplacian matrix L
(
G j

k

)
.

Step 2: Compute its eigenvectors,
{
φ

j
k,l

}n
j
k−1

l=0
.

Step 3: If n j
k > 1, then partition G j

k by the sign of the Fiedler vectorφ j
k,1 into G j+1

K j+1 and G j+1

K j+1+1
; set n j+1

K j+1 =
∣∣∣V (

G j+1

K j+1

)∣∣∣,
and n j+1
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=

∣∣∣V (
G j+1

K j+1+1

)∣∣∣, and K j+1 = K j+1 +2 ; else set G j+1

K j+1 =G j
k , n j+1

K j+1 =
∣∣∣V (

G j
k

)∣∣∣, and K j+1 = K j+1 +1.

Step 4: If k +1 < K j , then set k = k +1 and go back to Step 1; else go to Step 5.

Step 5: If
∣∣∣V (

G j+1
k

)∣∣∣= 1 for k = 0, . . . ,K j+1 −1, then finish; else set j = j +1, k = 0, K j+1 = 0, and go back to Step 1.

Several remarks on this algorithm are in order.

• The above algorithm uses the Fiedler vectors to generate a bipartition tree of subgraphs of G , and the recursive
partitioning and the HGLET are performed concurrently. However, one can replace this partitioning scheme with
a pre-computed recursive bipartitioning generated by the algorithm of one’s choice, e.g., the one based on the
diffuse interface model.41

• As previously mentioned, we can instead expand the signal in terms of the eigenvectors of either Lrw

(
G j

k

)
or

Lsym

(
G j

k

)
. Each of the three Laplacians has its advantages. L and Lsym both emit orthonormal eigenvectors.

L and Lrw are such that the zeroth eigenvector is constant. Lrw and Lsym may lead to better partitions, as the
Fiedler vector of Lrw (whose entries have the same signs as that of Lsym) is an approximate minimizer of the
Normalized Cut cost functional,42 whereas the Fiedler vector of L is an approximate minimizer of the RatioCut

cost functional;43 see also Ref. 16. If using either Lrw or Lsym, we replace L
(
G j

k

)
in Step 1 with Lsym

(
G j

k

)
. For both

L and Lsym, the eigenvectors are orthonormal and so we compute expansion coefficients simply by taking the
standard inner products of the eigenvectors and the signal f . If using Lrw, we obtain expansion coefficients via

the weighted inner product

〈
f

∣∣
V

(
G

j
k

),φsym, j
k,l

〉
D

(
G

j
k

)1/2
:=

(
φ

sym, j
k,l

)T
D

(
G j

k

)1/2
f

∣∣
V

(
G

j
k

), where f
∣∣
V

(
G

j
k

) ∈ Rn
j
k is the

portion of f supported on V
(
G j

k

)
. Computing the coefficients in this manner exploits the relationship φrw, j

k,l =
D

(
G j

k

)−1/2
φ

sym, j
k,l and allows us to expand the signal in terms of the Lrw eigenvectors without solving a linear

system.

• Similar to dictionaries of orthonormal bases such as wavelet packet or local trigonometric dictionaries for regularly-
sampled signals reviewed in Section 2.3, our HGLET yields a highly overcomplete basis set for data measured

on the vertices V (G) (after extending each eigenvector φ j
k,l from its original support V

(
G j

k

)
to V (G) by zeros).

There are in fact more than 2bn/2c possible bases choosable from this overcomplete set if the partition tree is
well-balanced.

• The computational cost of generating the whole set of eigenvectors in the HGLET is clearly O(n3). For large
graphs, one can bound this cost by specifying a parameter nmax and only expanding the signal on subgraphs

with n j
k < nmax vertices, thereby limiting the computational cost to O(nn2

max).
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Figure 3: The HGLET eigenvectors computed on the Minnesota road map (n = 2636). Edge weights are the inverse
physical (Euclidean) distances between vertices. The random-walk Laplacians were used to generate the recursive
partitioning, and the unnormalized Laplacians were used to generate the basis vectors. The color scheme ranges from
black (negative) to white (positive), with the radius of each vertex proportional to the absolute value of the component.
Positive vertices are encircled.

• For an unweighted path graph Pn , the HGLET using the unnormalized Laplacian matrices exactly yields a dictio-
nary of the block DCT-II bases. If using the symmetrically normalized Laplacians, the HGLET yields a dictionary
of the block DCT-I bases. Thus, the HGLET can be viewed as a true generalization of the block DCT dictionaries.

Figure 3 shows some HGLET eigenvectors computed on the Minnesota road network.

4. GENERALIZED HAAR-WALSH TRANSFORM

We now introduce our Generalized Haar-Walsh Transform. As with the HGLET, the two main steps in this transform are
1) recursively partitioning the graph and 2) generating a full orthonormal basis on each level of the graph partitioning.

Our notation for the basis vectors is ψ j
k,l , where j ∈ [0, jmax] denotes the level, k ∈ [0,K j ) denotes the index of the

region on level j , and l ∈ [0,2 jmax− j ) denotes the tag of the basis vector. A basis vector’s tag is an integer which, when
expressed in binary, specifies the sequence of averaging and differencing operations that were used to generate it.
Within a given region k on level j , the tags are never duplicated, and thus they serve as unique identifiers for the basis
vectors within the region. We refer to basis vectors with tag l = 0 as scaling vectors, those with tag l = 1 as Haar-like
vectors, and those with tag l ≥ 2 as Walsh-like vectors.

The GHWT algorithm can be summarized as follows:

Algorithm 2 (GHWT)

Step 0: Generate a full recursive partitioning of the graph, as described in Section 3. This yields a set of regions G j
k ,

with 0 ≤ j ≤ jmax and 0 ≤ k < K j .

Step 1: Generate an orthonormal basis {ψ jmax

k,0 }0≤k<n on level jmax. Since each region contains a single vertex, we simply

haveψ jmax

k,0 =1
V (G

jmax
k )

∈Rn .



Step 2: For j = jmax, . . . ,1, use the orthonormal basis on level j to generate an orthonormal basis on level j − 1 as
follows. For k = 0, . . . ,K j−1 −1:

Step 2a: Compute the scaling vector on G j−1
k as

ψ
j−1
k,0 := 1

V (G
j−1
k )

/√
n j−1

k . (6)

Step 2b: If n j−1
k > 1, then compute the Haar-like vector on G j−1

k as

ψ
j−1
k,1 :=

√
n j

k ′+1ψ
j
k ′,0 −

√
n j

k ′ψ
j
k ′+1,0√

n j−1
k

, (7)

where G j−1
k is split into G j

k ′ and G j
k ′+1.

Step 2c: If n j−1
k > 2, then compute the Walsh-like vectors on G j−1

k . For l = 1, . . . ,2 jmax− j −1:

Case 1: If neither subregion has a basis vector with tag l , then do nothing.

Case 2: If (without loss of generality) only subregion G j
k ′ has a basis vector with tag l , then set

ψ
j−1
k,2l := ψ j

k ′,l . (8)

Case 3: If both subregions have a basis vector with tag l , then compute

ψ
j−1
k,2l : =

(
ψ

j
k ′,l +ψ

j
k ′+1,l

)/p
2 (9)

ψ
j−1
k,2l+1 : =

(
ψ

j
k ′,l −ψ

j
k ′+1,l

)/p
2. (10)

The result is an overcomplete dictionary of orthonormal bases, each of which we view as an orthogonal matrix in
Rn×n . The overall cost of generating these bases is O(n2), which is due to forming a dense n ×n matrix via simple
arithmetic operations. If we simply wish to expand a signal on the graph (i.e., f ∈ Rn) in terms of these bases, the cost
is O(n logn). This is done by expanding the signal in terms of the basis on the level jmax (which merely amounts to
reordering the signal), and then performing the operations in (6)-(10) on the coefficients rather than the basis vectors.
Fig. 4 shows some GHWT basis vectors on the MN road network.

At this point we make several observations about the GHWT. First, note that the GHWT basis vectors on each level
are localized; i.e., their support does not extend beyond the region to which they correspond. This is due to the way
in which the basis vectors are defined on the finest level (where each region contains a single vertex) in Step 1, and
to how the basis vectors on regions containing multiple vertices are formed by taking linear combinations of basis

vectors on their two subregions in Step 2. Therefore, the bases corresponding to subgraphs G j
k and G j ′

k ′ will be disjoint

if V (G j
k )∩V (G j ′

k ′ ) = ;. Furthermore, if region G j
k is divided into subregions G j+1

k ′ and G j+1
k ′+1, then the basis vectors

corresponding to G j
k will span the same space as the union of those corresponding to G j+1

k ′ and G j+1
k ′+1. By making use of

these properties, we can select an orthonormal basis containing basis vectors corresponding to multiple levels of the
graph partitioning.

To demonstrate these points, we use the simple example of P6; that is, the unweighted path graph of length six. We
group the basis vectors by region and arrange them as in Fig. 5a. This illustrates both the manner in which the graph is
recursively partitioned and how the span of each block of basis vectors includes the span of all blocks of basis vectors
directly beneath it. We refer to this ordering of basis vectors as the coarse-to-fine dictionary.

In addition to grouping basis vectors by their corresponding region, we can also group them by their tag, l , and we
call this the fine-to-coarse dictionary. From Step 2, note that the basis vectors on level j with tag l are used to generate
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Figure 4: GHWT basis vectors on the Minnesota road network (n = 2636), where the random-walk normalized Lapla-
cian Lrw was used for recursive partitioning. The edge weights of the graph were the inverse of the physical distances
between the corresponding vertices.

the basis vectors on level j −1 with tags 2l and 2l +1. Therefore, the vectors {ψ j
k,l }k span the same space as the vectors

{ψ j−1
k,2l }k ∪ {ψ j−1

k,2l+1}k . Exploiting this relationship affords us more options for selecting a basis.

Again, we use P6 as an example. Reversing the order of the levels in Fig. 5a and grouping the basis vectors by tag,
we obtain Fig. 5b. As with the coarse-to-fine dictionary, the span of each block of basis vectors in the fine-to-coarse
dictionary includes the span of all blocks of basis vectors directly beneath it. However, notice that the structure of the
groups/blocks differs between the coarse-to-fine and fine-to-coarse dictionaries.

Not only do the tags allow us to regroup the basis vectors, thereby providing more choosable bases, they also impart
upon the basis vectors an approximate notion of frequency. From (6), we see that the scaling vectors (l = 0) are constant
on their support. From (7), we see that the Haar-like vectors (l = 1) assume exactly two distinct values on their support.
And from (8)-(10), we see that the tags of the Walsh-like vectors (l ≥ 2) specify the sequence of average and difference
operations by which they were generated. Generally speaking, larger l values indicate more oscillation, with exceptions
occurring when imbalances in the partitioning necessitate the use of (8), as opposed to (9) and (10).

5. BEST BASIS ALGORITHM

Our multiscale basis dictionaries, i.e., the HGLET and the two arrangements of the GHWT, allow us to generalize the
best basis algorithm of Coifman-Wickerhauser35 to the graph setting in a straightforward manner. We first specify
a cost functional C . For example, if our objective is efficient approximation of the signal, we would choose a cost
functional which favors sparse representations (e.g., ‖ · ‖1). For the HGLET and the coarse-to-fine GHWT, we initialize
the best basis as the union of the bases on the bottom level of the dictionary ( j = jmax) and we proceed upwards one
level at a time, using C to compare the cost of a block of basis vectors to the cost of its descendant basis vectors in the
current best basis and updating the best basis when necessary. Upon completion, this search yields the coarse-to-fine
best basis. For the fine-to-coarse GHWT dictionary, we start at the bottom level ( j = 0) and proceed upwards until
we have obtained the fine-to-coarse best basis. In the case of the HGLET, each of the three graph Laplacians (L, Lrw,
and Lsym) leads to a different best basis. In fact, the three HGLET dictionaries and the GHWT coarse-to-fine dictionary
all conform to the same hierarchical structure. We can take advantage of this by choosing different transforms on the
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Figure 5: The coarse-to-fine (a) and fine-to-coarse (b) GHWT dictionaries for P6. The markers denote the type of the
basis vectors: scaling (•), Haar-like (◦), and Walsh-like (×). The basis vectors are grouped by region in (a) and by tag in
(b).

various regions. The result of searching among these four dictionaries is a “hybrid” best basis which is, by construction,
orthonormal.

6. SIMULTANEOUS SEGMENTATION AND DENOISING OF CLASSICAL 1-D SIGNALS

In Ref. 44 we presented our preliminary denoising results using the HGLET and GHWT in conjunction with the best
basis algorithm. In this article, we elect to showcase our recent results in which we use an iterative procedure involving
the HGLET and the best basis algorithm to simultaneously segment and denoise classical 1-dimensional signals, which
we treat as signals on unweighted path graphs. This experiment is in the same spirit as Ref. 45, but in place of the
polyharmonic local sine transform we use our HGLET. Doing so affords us more flexibility in our segmentation, as
we no longer have to work within a dyadic constraint on the segment lengths. The objective here is three-fold: 1) to
divide the signal into segments of similar characteristics; 2) to reduce the noise in the signal; and 3) to achieve better
approximation and compression of the underlying signal.

As our cost functional for the best basis algorithm, we use the minimum description length (MDL) criterion, which
chooses between two or more models for input data by considering their costs in terms of bits.46, 47 Specifically, for each
model we compute the number of bits needed to encode the model parameters and quantized expansion coefficients
of the input data that are necessary to fit the model to the data. In accordance with the MDL, we then select the
model that best captures the nature of the underlying signal in the input data using the fewest bits. Thus, the MDL
provides an intelligible, objective, parameter-free means of choosing between competing models. Furthermore, the
resulting quantized coefficients can be used to denoise the signal since the MDL automatically selects the precision
and threshold that best capture the noise-free portion of the signal.

The first step in our algorithm is to recursively partition the path graph. The ordering of the vertices is preserved,

and so each subgraph G j
k is associated with an integer interval I j

k ⊆ [1,n], where n is the length of the signal. Next,
we analyze the graph using the HGLET with the eigenvectors of each of the three Laplacians, which are the variants
of the DCTs as we explained earlier. From the resulting three dictionaries, we select a hybrid best basis using the best
basis algorithm equipped with the MDL criterion as its cost functional. In our experiments, the model parameters that
the MDL determines are: (i) the segmentation configuration of the signal (i.e., the set of disjoint intervals such that

∪i I ji
ki

= [1,n], which we quantize via the levels list description method33) and (ii) a flag to specify the HGLET variation
used for each segment. Thus, by using the MDL cost functional to perform the best basis search, we are searching
for the segmentation whose structure is choosable from the current partitioning tree that allows us to most efficiently
represent the signal.

The MDL-guided best basis search yields two outputs: a segmentation of the signal and the corresponding set of
quantized expansion coefficients. Utilizing the segmentation obtained by the best basis algorithm, we modify the edge
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Figure 6: Simultaneous segmentation and denoising results. Blue portions are represented by HGLET with L, red por-
tions correspond to HGLET with Lrw, and black portions are HGLET with Lsym.

weights of the graph. The purpose of doing so is to encourage edges between regions of similar characteristics to be
preserved in the next iteration and to encourage those edges between regions of different characteristics to be cut. We
have tried several different means of doing so, and the method we have found most effective in our experiments is as

follows. If two adjacent regions I j1

k1
= [·, i ] and I j2

k2
= [i +1, ·] are represented by the same HGLET variation (e.g., Lrw),

then we double the weight of edge ei i+1 between them and halve the weights of edges ei−1 i and ei+1 i+2. Whereas we
began with an unweighted path graph, we now have a weighted one.

We then iterate this process. We generate a new recursive partitioning of the signal, which will differ from the
previous recursive partitioning due to the modified edge weights. We analyze the signal again using the three HGLET
variations, although we treat the graph as being unweighted. This is because the purpose of modifying the edge weights
is to influence the partitioning while preserving the relationship between the HGLET on a path graph and the block
DCTs. As the recursive partitioning of the signal is different, the expansion coefficients will be different as well. We
then find a new best basis and corresponding segmentation, and we modify the edge weights as before. We repeat this
process until it converges to a particular basis, which gives us both a segmentation of the signal and a set of quantized
coefficients. Empirically, we have observed that convergence occurs between 6 and 15 iterations. We denoise the signal
by reconstructing with these quantized and thresholded HGLET coefficients. Fig. 6 shows some results obtained via this
procedure.

7. DISCUSSION

In this article, we have discussed applied and computational harmonic analysis on graphs and networks, highlighting
key difficulties in extending classical wavelets to the graph setting. We review two transforms that we have proposed:
the HGLET and the GHWT, which are generalizations of the hierarchical block DCTs and the Haar-Walsh wavelet pack-
ets that yield overcomplete, multiscale dictionaries comprised of orthonormal bases. For constructing such basis dic-
tionaries, we have used “sharp” (i.e., mutually exclusive) recursive graph partitionings generated via Fiedler vectors. It
is important to note, however, that one can use other graph partitioning techniques, e.g., the one based on the diffuse
interface model.41 Moreover, it may be necessary to consider graph partitioning with overlaps, i.e., smoother cutoff
functions, if one wants to construct smoother wavelet packets and local cosine dictionaries on graphs; see, e.g., Ref. 30
for their attempt on this issue.



Due to the page limitation, we could not discuss more applications of our tools. Currently, we have been conducting
numerical experiments of various applications including denoising and matrix data analysis. We hope to report these at
a later date. In order to deepen our understanding of efficient approximation and denoising of data on graphs, a more
theoretical consideration, which was done for wavelet bases for functions defined on the rectangular domains,48, 49 is
indispensable. However, it will be quite a challenge to define appropriate “smoothness” classes of functions defined
on graphs. We can see some attempts toward this in Ref’s. 10, 14. Of course, if one deals with the so-called quantum
(or metric) graphs, certain function classes, such as the Sobolev spaces, have been defined,50 and hence we can expect
closer interactions with that field.

Finally, we want to remark on directed graphs, which have become more and more important in many applications.
If G is a directed graph, both W (G) and L(G) are asymmetric. Hence, their eigenpairs are complex-valued in general.
Consequently, their interpretation and analysis become more difficult than the undirected case. In order to resolve this
problem, many different graph Laplacians for directed graphs have been proposed.51–53 Unfortunately, most of them
strongly depend on the specific properties of the directed graph under consideration (e.g., strong connectivity); hence
a universal definition of digraph Laplacian has yet to be found or defined. Instead of searching for digraph Laplacians,
we believe that it will be quite fruitful to consider the distance matrix of a given directed graph, and the associated
integral operator defined on it. Our viewpoint is the following: on a directed graph, the connectivity between any two
vertices is not a local concept; rather it is a global concept, i.e., the existence of paths connecting these two vertices,
and in particular the length of the shortest such path, is the most important information on a directed graph. The latter
author previously proposed a method of computing Laplacian eigenfunctions on a domain of general shape in Rp ,54

and we believe similar operators should be developed for directed graphs.
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