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Classification of Data

Use the collection method of data

by design

by observation

Use the size of data

“small" data

“big" data

Use the quality of data

“good" quality: complete and no error

“bad" quality: incomplete and error-prone
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Part 1: Noisy Data - Measurement Error
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Buzas (2019)

Brakenhoff et al. (2018). Journal of Clinical Epidemiology, 98, 89-97.

“Measurement error is often neglected in medical literature: a systematic review".

Key Findings

Almost half (247/565) of research studies published in 2016 in top 12 general medicine

and epidemiology journals mention measurement error.

7% of the 247 (18/247) did something about it (investigated measurement error effects

or did a measurement error analysis).

Conclusions

“More guidance and tutorials seem necessary to assist the applied researchers with

the assessment of the type and amount of measurement error as well as the steps that

can subsequently be taken to minimize its impact on the studied relations."

“Given the increasing use of data not originally intended for medical or epidemiological

research, we anticipate that the use and understanding of measurement error

analyses and corrections will become increasingly important in the near future."
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Measurement Error Examples and Sources
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Example 1 - Cost Concern

Example (Case-Control Study, Carroll et al. 1993)

Interest:

association between invasive cervical cancer (Y ) and exposure to herpes simplex

virus type 2 (HSV-2) (X)

Exposure to HSV-2 was assessed by

a refined western blot procedure (X)

a less accurate western blot procedure (X∗)

for cases (Y = 1) and controls (Y = 0)

Issue: X is only directly observed for less than 6% of the subjects.
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Example 2 - Protection of Privacy

Example (Survey Data, Hwang 1986)

Interest: the relationship between energy consumption and housing characteristics

5,979 households: randomly selected from U.S.; yearly energy consumed by a chosen

family was reported yearly energy was reported

household conditions: # of windows, enclosed heated area, inches of wall insulation,

roof insulation, floor insulation etc.

family income

whether there were persons staying in the house during the day

whether there were certain major appliances

geographic region index

local weather conditions

Complexion

some Xj are not reported but instead:

X∗

j = Xj · ej

is reported where ej follows a given distribution
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Example 3 - Reporting Error

Example (Survey Data, Bollinger 1998)

Reporting errors are typical in survey data. For example, it was found that

Response error is negatively related to earnings, there is more measurement

error among men than women;

Overreporting of income is concentrated in the lower end of the income

distribution for men. High overreporting of income for low-income men is driven by

about 10% of the reporters who grossly overreport their income;

For men a nonlinear relationship between reported earnings and true earnings

existed but for women the relationship was linear;

Response error in income cannot be treated as additive white noise because of its

relationship with gender and true earnings;

Measurement error is not related to age, education, and weeks worked.
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Example 4 - Imaging Data

Prostate Cancer (e.g., Ward et al. 2012)

It is the second most common type of cancer in men.

Early diagnosis and confirmation of prostate cancer is crucial.

Diagnosis of Prostate Cancer

Screening: Prostate-Specific Antigen (PSA)

Diagnosis of prostate cancer

imaging contour

biopsy confirmation: 2D ultrasound guided biopsy

Issues

The diagnosis process involves substantial variations.

The image diagnosis procedure depends on both doctors’ experiences and the

types of images.

Biopsy conformation: 2D ultrasound may not guide the needle to the right position

precisely.
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Example 4 - Imaging Data
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Other Examples

measuring radiation dose

measuring exposure to arsenic in drinking water, dust in the workplace, radon gas in

the home and other environmental hazards

The study of diet and disease has been a major motivation for studying measurement

error problems.

In these studies, it is typical to measure diet via a self-report instrument, for

example, a food frequency questionnaire (FFQ), or a 24-hour recall interview. It

has been shown that these self-report instruments are only imperfect measures of

long-term diary intakes, and hence that measurement error is a major concern.
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Some Sources of Measurement Error (Yi 2017)

Measurement error may refer to random noise, sampling error, or uncertainty/variation

in the measuring process.

Flawed or mismanaged data collection procedures result in imprecise measurements.

Variables are not accurately measured due to reporting errors for sensitive questions.

Variables are impossible to measure precisely.

Variables represent averages of certain quantities over time.

Variables may be manipulated artificially.

Variables are too expensive or time consuming to measure precisely.

Measurement Error= reading error + biological variability + sampling error + others
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Impact of Ignoring Measurement Error

– p.16/61 –



Example 1 - Attenuation Effects

Simple Linear Regression (Fuller 1987)

Y = β0 + βxX + ǫ with X ∼ (µx, σ2
x), ǫ ∼ (0, σ2), indep.

X∗ = X + e with e ∼ (0, σ2
e)

If naively replacing X with X∗, then

β∗

x =

(
σ2

x

σ2
x
+σ2

e

)
βx ⇒ attenuation effect !

var(Y |X∗) = σ2 +
β2
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Example 2 - Opposite Evidence

Red Meat Intake in Relation to Colorectal Cancer Incidence in the Health Professionals

Follow-up Study (HPFS)

49980 male health professionals who were free of cancer in 1986 were followed up to

2010 for colorectal cancer incidence. During this study period, 1281 individuals

developed colorectal cancer.

Outcome: Y = 1 if the participant has colorectal cancer and 0 otherwise

Covariates:

Z: precisely measured covariates

X: binary indicator of red meat intake at the baseline

- whether red meat intake was greater than 2 servings/week,

main study: X was assessed by the FFQ =⇒ X∗

validation subsample: X was obtained from the DR =⇒ X

Estimation of specificity and sensitivity:

P̂ (X∗ = 0|X = 0) = 0.85

P̂ (X∗ = 1|X = 1) = 0.84
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Example 2 - Opposite Evidence

Analysis

Logistic Regression Model: logit P (Y = 1|X,Z) = β0 + βxX + βT
zZ

Inference Results (Yi, Yan, Liao and Spiegelman 2018)

Method 1: indicates moderate evidence for an increase of colorectal cancer risk in

relation to red meat intake

Method 2: finds no evidence that red meat intake is associated with colorectal

cancer
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Example 2 - Opposite Evidence

Analysis

Logistic Regression Model: logit P (Y = 1|X,Z) = β0 + βxX + βT
zZ

Inference Results (Yi, Yan, Liao and Spiegelman 2018)

Method 1: indicates moderate evidence for an increase of colorectal cancer risk in

relation to red meat intake

Method 2: finds no evidence that red meat intake is associated with colorectal

cancer

Remark

Method 1 ignores the feature of measurement error in the data.

Method 2 accommodates measurement error effects in inferential procedures.
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Impact of Measurement Error

Remarks (Carroll et al. 2006; Yi 2017)

Measurement error in covariates may

change the structure of the response model

cause bias in parameter estimation

lead to a loss of power for detecting interesting relationship among variables

mask the features of the data

The effects of measurement error are very complex, depending on the form of

the inference method

the measurement error model

the response model

the association of the covariates
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Framework of Handling Measurement Error
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General Classification

Research on measurement error models may be categorized into three areas:

Measurement Error / Misclassification in Covariates

Measurement Error / Misclassification in Response

Measurement Error / Misclassification in Covariates and Response
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Objective

Obs. X∗, Z

True X,Z Resp. Y
Interest

Y |X,Z;β
-

Not All Avail.

?

�
�

�
�
�
��*

Adjustment???

Traditional Analysis

build a model between Y and X,Z: f(y|x, z)

conditional analysis is often employed:

e.g., regression Y = β0 + βT
xX + βT

zZ + ǫ

no distributional assumption is made for covariates

With Measurement Error

f(y, x, x∗, z) = f(x∗|y, x, z)f(y|x, z)f(x, z)

do we need to worry how X and X∗ are related?

do we need to model distributions for covariates?

what are the induced challenges and complications?
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Modeling Strategy

Structural Method: assuming a distribution of X

1. Model X,Z Y-

2. Model X (and Z) X∗-

3. Model X (and Z)

Functional Method: not assuming a distribution of X

1. Model X,Z Y-

2. Model X (and Z) X∗-
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Some Research Monographs
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Shameless Promotion
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Summary and Take Home Messages

When conducting statistical analysis,

the validity of modeling is a serious concern

on equal footing, the quality of data should also be taken into consideration

While measurement error arises ubiquitously in applications and has been a

longstanding concern in various fields, measurement error methods have not been

always (in fact, not frequently at all) used in the situations that merit their use.

There is the increasing use of data (e.g., EHR/EMR data, large scale administrative

data) not originally designed for answering a scientific question, developing methods of

handling faulty data becomes increasingly important.

While we may attempt to collect good quality data by careful design, measurement

error is inevitable. Understanding and correcting for measurement error effects are

critical in conducting sensible data analysis.
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Part 2: Noisy Data - Missing Value
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Missing Data: Sources and Impact

Missing data arise in many applications, such as

longitudinal studies

survey sampling

survival data

clinical trials

experimental design

cancer research

environmental studies

...

Missing data effects

may yield seriously biased analysis results

depend on missing data mechanisms

depend on analysis methods

– p.30/61 –



Handling Missing Value and Measurement Error
Separately

- Comparisons from an Example
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“Ideal” Longitudinal Data

Longitudinal Study

individuals are followed over time

a response Y with covariates X is recorded at each assessment

Data Features

correlation among repeated measurements

Yi1 Yi2 Yi3 Yi4 Yi5 Yi6

Xi1 Xi2 Xi3 Xi4 Xi5 Xi6
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Common Challenges

Yi1 Yi2/Y
∗

i2 Yi3 Yi4 Yi5��
��

Yi6��
��

Xi1/X
∗

i1 Xi2 Xi3��
��

Xi4 Xi5 Xi6��
��

missing observations

missingness in response: Ry
ij - missingness indicator for Yij

missingness in covariates: Rx
ij - missingness indicator for Xij

measurement error

error in response: Y ∗

ij - a surrogate/observed version of Yij

error in covariates: X∗

ij - a surrogate/observed version of Xij
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Accounting for Response Missingness Only

Interest

Not all observed

Adjustment

Inference Framework

f(y, x, r)
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Accounting for Covariate Error Only

Interest

Not all precisely measured

Adjustment

Inference Framework

f(y, x, x∗)
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Comparisons

Response Missingness

f(y, x, r) = f(y, x|r)f(r)

= f(y|x, r)f(x, r)
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Comparisons

Response Missingness

f(y, x, r) = f(y, x|r)f(r)

= f(y|x, r)f(x, r)

Covariate Measurement Error

f(y, x, x∗) = f(y, x|x∗)f(x∗)

= f(y|x)f(x, x∗)

assume: y ⊥ x∗|x
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Accounting for Covariate Error Only

Response Missingness

f(y, x, r) = f(y, x|r)f(r)

= f(y|x, r)f(x, r)

- Pattern Mixture Model

Covariate Measurement Error

f(y, x, x∗) = f(y, x|x∗)f(x∗)

= f(y|x)f(x, x∗)

assume: y ⊥ x∗|x

- Nondifferential Measurement Error Mechanism
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Accounting for Covariate Error Only

Response Missingness

f(y, x, r) = f(y, x|r)f(r)

= f(y|x, r)f(x, r)

- Pattern Mixture Model

Covariate Measurement Error

f(y, x, x∗) = f(y, x|x∗)f(x∗)

= f(y|x)f(x, x∗)

assume: y ⊥ x∗|x

- Nondifferential Measurement Error Mechanism

- Alternative: Selection Model

f(y, x, r) = f(r|y, x)f(y, x)

= f(r|y, x)f(y|x)f(x)
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Accounting for Covariate Error Only

Response Missingness

f(y, x, r) = f(y, x|r)f(r)

= f(y|x, r)f(x, r)

- Pattern Mixture Model

Covariate Measurement Error

f(y, x, x∗) = f(y, x|x∗)f(x∗)

= f(y|x)f(x, x∗)

assume: y ⊥ x∗|x

- Nondifferential Measurement Error Mechanism

- Alternative: Selection Model

f(y, x, r) = f(r|y, x)f(y, x)

= f(r|y, x)f(y|x)f(x)

- No Assumption: Differential Error Mechanism

f(y, x, x∗) = f(x∗|y, x)f(y, x)

= f(x∗|y, x)f(y|x)f(x)
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Accounting for Covariate Error Only

Response Missingness

f(y, x, r) = f(y, x|r)f(r)

= f(y|x, r)f(x, r)

- Pattern Mixture Model

Covariate Measurement Error

f(y, x, x∗) = f(y, x|x∗)f(x∗)

= f(y|x)f(x, x∗)

assume: y ⊥ x∗|x

- Nondifferential Measurement Error Mechanism

- Alternative: Selection Model

f(y, x, r) = f(r|y, x)f(y, x)

= f(r|y, x)f(y|x)f(x)

- Missing Data Mechanism:

f(r|y, x)
MNAR
== f(r|ymis, yobs, x)

f(r|y, x)
MAR
== f(r|yobs, x)

f(r|y, x)
MCAR
== f(r|x)

- No Assumption: Differential Error Mechanism

f(y, x, x∗) = f(x∗|y, x)f(y, x)

= f(x∗|y, x)f(y|x)f(x)

– p.39/61 –



Comparisons

Both contexts often assume parameter distinctness

parameter identifiability could be an issue

Mechanism is classified based on the relationship between response variable and the

variable characterizing the specific feature:

Response Missingness Covariates Error

MCAR : R ⊥ (Y mis, Y obs)|X nondifferential : Y ⊥ X∗|X

MAR : R ⊥ Y mis|(Y obs, X)

MNAR/NMAR : R 6⊥ Y mis|(Y obs, X) differential : Y 6⊥ X∗|X
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Handling Missing Value and Measurement Error
Simultaneously

- Two Examples
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Example 1: Longitudinal Data

What if both measurement error and missing observations are present in data?

Example: Yi, Ma and Carroll (2011) examined a data set from Continuing Survey of

Food Intake by Individuals.

The data set consists of repeated measurements for 1,737 individuals with

24-hour recall food intake interviews taken on four different days.

Information on age, vitamin A intake, vitamin C intake, total fat intake and total

calorie intake is collected at each interview.

Goal: understand the relationship among the variables

Findings

The consequence of ignoring the measurement error is attenuation of the

covariate effects towards zero.

Ignoring the missingness results in slightly overestimating the covariate effects.
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Example 1: Longitudinal Data

Question

What are covariate measurement error effects on missing response mechanisms?

Theorem (Yi, Ma and Carroll 2012)

If

P (Rij = 1 | R̃ij , Yi, Xi, Zi) = P (Rij = 1 | R̃ij , Y
obs
i , Xi, Zi)

is true, it is not necessarily true that

P (Rij = 1 | R̃ij , Yi, X
∗

i , Zi) = P (Rij = 1 | R̃ij , Y
obs
i , X∗

i , Zi)

holds.

Message

the missingness process could be missing at random in Xi,

but not missing at random in X∗

i
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Example 2: Causal Inference

Question: What is the interplay of measurement error and missingness?

Example (Lee et al. 2013)

Study on the effectiveness of a perioperative smoking cessation program:

One hundred sixty-eight patients were equally randomized to either the treatment

group or the control group, where the treatment group was assigned to the

smoking cessation intervention and the control group received standard care.

Data

Outcome:

the smoking cessation status of a patient for previous 7 days at the 30-day

follow-up postoperatively

Baseline Covariates:

gender, age, body mass index, diabetes status, hypertension, chronic obstructive

pulmonary disease (COPD), cigarettes per day, the number of years of smoking,

and the exhaled carbon monoxide (CO) level.
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Example 2: Causal Inference

Interest

quantifying the average treatment effect (ATE) of the intervention on quitting smoking

τ0 = E(Y1)− E(Y0)

Y1: potential outcome that would have been observed had the subject been treated

Y0: potential outcome that would have been observed had the subject been untreated

Remark

Estimation of τ0 cannot be obtained directly based on available measurements of

outcome variables.

Using the observed data allows us to estimate the difference of conditional mean

outcomes between the treated and untreated groups, E(Y |T = 1)− E(Y |T = 0),

which differs from ATE τ0 because of possible imbalance of X in the treated and

untreated groups.

– p.45/61 –



Example 2: Causal Inference

Propensity Score (e.g., Rosenbaum and Rubin 1983)

using the propensity score

e = P (T = 1|X)

to balance the distribution of X for the treated and untreated groups

Available Data

For subject i in a sample of size n:

Xi : pre-treatment covariates

Ti : observed binary treatment indicator

Yi : observed outcome

Consistent Estimator (Rosenbaum 1998)

τ̂ =
1

n

n∑

i=1

TiYi

êi
−

1

n

n∑

i=1

(1− Ti)Yi

1− êi

Key assumptions: Yi must be precisely measured and be observed!

– p.46/61 –



Example 2: Causal Inference

Challenges of Noisy Data

Missing Value: About 10.7% subjects have missing outcome measurements.

Misclassification:

Among those patients with complete observations, about 7.5% subjects misreport

outcome measurements.

Naive Methods: Y is subject to missingness and misclassification.

Method 1: Ignoring both misclassification and missingness ⇒ τ̂∗∗

Method 2: Ignoring missingness but accommodating misclassification effects ⇒ τ̂∗

Method 3: Ignoring misclassification but accommodating missingness effects ⇒ τ̃∗
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Example 2: Causal Inference

Theorem (Shu and Yi 2019): when p11 6= p10,

Bias(τ̂∗∗) = (p11 − p10)Bias(τ̂∗) + Bias(τ̃∗)

where p1k = P (Y ∗ = 1|Y = k) for k = 0, 1

In terms of the absolute magnitude,

|Bias(τ̂∗∗)| ≤ |Bias(τ̂∗)|+ |Bias(τ̃∗)|

Remark

It is possible that |Bias(τ̂∗∗)| can be smaller than either |Bias(τ̂∗)| or |Bias(τ̃∗)|.

There are counter-intuitive situations where simultaneously ignoring both missingness

and misclassification can perform better than merely ignoring one feature.
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Accounting for 2 Features

Interest

Not all precisely measured Not all observed
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Accounting for 2 Features

Adjustment

Interest

Not all observedNot all precisely measured

Inference Framework

f(y, x, x∗, r)

R Package “swgee" on CRAN

J. Xiong and G. Y. Yi (2019). swgee: An R Package for Analyzing Longitudinal Data with

Response Missingness and Covariate Measurement Error. The R Journal, 11:1.
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Summary and Take Home Messages

There is certain similarity in handling data with measurement error alone and data with

missing observations alone:

Extra modeling of a nuisance process is often needed:

nonidentifiability is a typical concern.

Suitable modeling assumptions/mechanisms are usually employed:

simplicity/generality/testability.

When both measurement error and missing observations are present, the induced

impacts are more complex than the effects induced from one feature.

These two features may interact in complex manners.

The effects can be counterintuitive:

ignoring both features may sometimes better than ignoring one feature.

Valid inference methods commonly requires introducing additional modeling for two

nuisance processes:

the measurement error process

the missing data process
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Part 3: Concurrent Features

measurement error, missing values, high dimensionality
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High Dimensionality and Irrelevant Measurements

High Dimensionality: p ≥ n

Contemporary technologies enable us to collect data of large volume and rich

information.

Common examples:

In disease classification using gene expression data, the number of gene

expression profiles is in the order of tens of thousands.

In the study of protein-protein interactions, the number of features can be in the

order of millions.

Traditional methods break down, and dimensionality reduction is imperative.

feature screening

variable selection
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High Dimensionality and Irrelevant Measurements

High Dimensionality: p ≥ n

Contemporary technologies enable us to collect data of large volume and rich

information.

Common examples:

In disease classification using gene expression data, the number of gene

expression profiles is in the order of tens of thousands.

In the study of protein-protein interactions, the number of features can be in the

order of millions.

Traditional methods break down, and dimensionality reduction is imperative.

feature screening

variable selection

Challenge

The impact of ignoring measurement error/missing values can be a lot more striking for

big data than for small data: THE BIGGER, THE WORSE!
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Introductory Example

NPHS Data

The National Population Health Survey (NPHS) is a longitudinal study that was

conducted every other year, beginning in 1994/1995.

The questions for the NPHS include

many aspects of in-depth health information such as health status, use of health

services, chronic conditions and activity restrictions

social background questions such as age, sex and income level, etc

Objective

understand how population health is influenced by multiple risk factors

Features

Some variables, such as HUI, and INC, are subject to measurement error.

Missing observations are present:

14.1%, 24.7%, 37.4%, and 46.6% at cycles 2, 3, 4 and 5, respectively

The dimension of the variables is high: some variables are unimportant.
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Yi, Tan and Li (2015): Key Ideas

Method of Yi, Tan and Li (2015)

sequentially correct for biases induced from

missingness: re-weigh contributions from subjects by missingness probabilities

error: use simulation to portray the impact of varying degree of error

simultaneously perform

- estimation

- variable selection

^ EstimateoftheCoefficient β x(λ ) − 0 0 1 6 4 6 9 0− 0 0 1 6 4 6 9 5− 0 0 1 6 4 7 0 0− 0 0 1 6 4 7 0 5− 0 0 1 6 4 7 1 0− 0 0 1 6 4 7 1 5− 0 0 1 6 4 7 2 0 − 1 0 − 0 8 − 0 6 − 0 4 − 0 2 0 0 0 2 0 4 0 6 0 8 1 0λ

– p.55/61 –



Remarks and Questions

Questions:

Account for 3 features: need three additional processes

Account for 4 features: need four additional processes

......

Do we need to go that far?

How to balance the complexity of modeling and interpretability of model parameters?

Issues of model identifiability, model checking, sensitivity analyses, etc.?

Develop inferential procedures that are statistically valid as well as computationally

manageable?

All approaches rely on untestable assumptions about the relation between the

measurement process and the dropout/error process. Hence, it is advisable to

always perform a sensitivity analysis.

“All statistical models are wrong, but some are useful" — George Box
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Summary and Discussion

What?

What noisy data do we examine?

Noisy data have features including

- measurement error,

- missing observations,

- high dimensionality with inactive/unimportant variables

Why?

Why do the features of noisy data matter?

Effects arising from noisy data are complex.

How?

How to incorporate the features of noisy data ?

A case by case study is generally needed.

What’s left?

Many research problems remain unexplored.
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Summary and Discussion
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Take Home Messages

In the era of big data, data is everywhere.

- big information?

- big mess?

- big noise?

- big opportunities?

- big responsibilities?

- big challenges?
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Big dimension of the discipline

- Data Science: intersection of Statistical Science, Computer Science, and others

“Big data has arrived, but big insights have not" (Harford 2014)

- statistical validity/efficiency

- modeling complexity/validity

- computation complexity/feasibility

Issue often overlooked

- EXAMINING DATA PROVENANCE AND QUALITY IS CRUCIAL!
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