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Overview
Networks in the brain are sparse

Neural activity is noisy

Brain might use noise to detect and prune redundant 
connections

Proof: graph sparsification + dynamical systems

Graphs and networks in neuroscience



Observation 1: Connections in the 
brain are sparse

Millions of neurons, but most do not talk to each other



Why study sparse networks?

Sparse = efficient (compare carbon footprint of dense 
networks in AI) 

Connection density disrupted in disease 

Many networks need to be coordinated with a small 
number of interactions

Possible source of pretty math

Brains are cool



Questions about sparse networks?

(one idea, sparse expander graphs)

What principles underlie information flow in these 
sparse networks? 

What are the computational advantages of sparse 
networks in the brain?

How does the brain find a sparse network that 
performs a given task?

(one idea, credit assignment. e.g., 
Chaudhuri & Fiete NeurIPS 2019)

(one idea, noise-driven pruning)



Brain seeks out sparsity

Synapses pruned during development, learning and 
possibly sleep



Q: How could the brain prune 
synapses?

?

A Asparse

Preserve properties of A or of 
dynamical system on A



Need to figure out which synapses 
are redundant

better keep this

maybe don’t need this

Hard problem: depends on every possible route through 
the network 

How do two neurons, somewhere deep in the brain, 
figure out their indirect connections? 

Must use local information



Observation 2: brains are 
(seemingly) noisy

Noisy activity 

Noisy state 

Random connectivity



1) Brains are not noisy 

2) Randomness averaged away 

3) Randomness repurposed for computation 

4) Brains actively generate randomness

Why are brains noisy?

Possible answers:

Biology can be extraordinarily robust and precise when 
it wants (though at a price)

Various questions related to randomized computation 
in the brain



Idea: neural networks could use noise 
to probe and prune connections

noise-driven 
pruning



How? Neurons play “telephone”

“giraffe”

“graph”

“grasp”

“sparse”

“giraffe” “graph”

“draft”

“parse”

“graft”

connection important connection redundant

(or spread rumors about each other)



Use noise to probe and prune network

1. Drive network with noise

2. Calculate correlations

Cij
<latexit sha1_base64="iYC9b/osPqzZWyAwIxUeMRc8zxQ=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtgh6LvXisYD+gXUo2zbZps8mSZIWy9D948aCIV/+PN/+N6XYP2vpg4PHeDDPzgpgzbVz32ylsbG5t7xR3S3v7B4dH5eOTtpaJIrRFJJeqG2BNORO0ZZjhtBsriqOA004wbSz8zhNVmknxaGYx9SM8EixkBBsrtRuDlE3mg3LFrboZ0DrxclKBHM1B+as/lCSJqDCEY617nhsbP8XKMMLpvNRPNI0xmeIR7VkqcES1n2bXztGFVYYolMqWMChTf0+kONJ6FgW2M8JmrFe9hfif10tMeOunTMSJoYIsF4UJR0aixetoyBQlhs8swUQxeysiY6wwMTagkg3BW315nbRrVe+qWnu4rtTv8jiKcAbncAke3EAd7qEJLSAwgWd4hTdHOi/Ou/OxbC04+cwp/IHz+QOdF48n</latexit>

3. Compare correlations to    
    connection weight

wij
<latexit sha1_base64="Yeh7JMmgeXv05/wX6Pk9OOHTokM=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtgh6LXjxWsB/QLiWbZtu02WRJskpZ+h+8eFDEq//Hm//GdLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ3dvf2D8uFRS8tEEdokkkvVCbCmnAnaNMxw2okVxVHAaTuY3M799iNVmknxYKYx9SM8FCxkBBsrtZ76KRvP+uWKW3UzoFXi5aQCORr98ldvIEkSUWEIx1p3PTc2foqVYYTTWamXaBpjMsFD2rVU4IhqP82unaEzqwxQKJUtYVCm/p5IcaT1NApsZ4TNSC97c/E/r5uY8NpPmYgTQwVZLAoTjoxE89fRgClKDJ9agoli9lZERlhhYmxAJRuCt/zyKmnVqt5FtXZ/Wanf5HEU4QRO4Rw8uII63EEDmkBgDM/wCm+OdF6cd+dj0Vpw8plj+APn8wfs649b</latexit> 4. More correlated than   

    weight suggests? 
    Probably redundant



Learning rule:

Learning on weights + correlations = Hebbian, 
ubiquitous

preserve synapses with probability

pij / wij (Cii + Cjj � 2Cij)
<latexit sha1_base64="Vj4TgleQHjMhofGHTG9yOtdW1AQ=">AAACJHicbVDLTgIxFO3gC/GFunTTSEwwRjIg8RE3RDYuMZFHAoR0SgcKnZmmvaMhEz7Gjb/ixoWPuHDjt1gGYnydpMnpOeemvceRgmuw7XcrMTe/sLiUXE6trK6tb6Q3t2o6CBVlVRqIQDUcopngPqsCB8EaUjHiOYLVnWF54tdvmNI88K9hJFnbIz2fu5wSMFInfS47ER+McUuqQEKAb+NrSzAXsmXD+RgfYEMGJnOIC+WprXivD/uddMbO2THwX5KfkQyaodJJv7S6AQ095gMVROtm3pbQjogCTgUbp1qhZpLQIemxpqE+8ZhuR/GSY7xnlC52A2WODzhWv09ExNN65Dkm6RHo69/eRPzPa4bgnrYj7ssQmE+nD7mhwKaNSWO4yxWjIEaGEKq4+SumfaIIBdNrKi7hbILjr5X/klohlz/KFa+KmdLFrI4k2kG7KIvy6ASV0CWqoCqi6A49oCf0bN1bj9ar9TaNJqzZzDb6AevjE3xhpM8=</latexit>

pij / |wij | (Cii + Cjj + 2Cij)
<latexit sha1_base64="pQh2eK31K7noePGl1bvR7zMoX0M=">AAACJnicbVDLSgMxFM3Ud31VXboJFqEilJlafCwEsRuXCtYKnVIyaaZNm5kJyR2ljP0aN/6KGxeKiDs/xcxYRK0HAueecy8393hScA22/W7lpqZnZufmF/KLS8srq4W19SsdxYqyOo1EpK49opngIasDB8GupWIk8ARreINa6jdumNI8Ci9hKFkrIN2Q+5wSMFK7cCzbCe+PsCtVJCHCd7dZfecK5kOpZgo+wrvYkH4/JZVa5ruKd3uw0y4U7bKdAU8SZ0yKaIzzduHZ7UQ0DlgIVBCtm44toZUQBZwKNsq7sWaS0AHpsqahIQmYbiXZmSO8bZQO9iNlXgg4U39OJCTQehh4pjMg0NN/vVT8z2vG4B+2Eh7KGFhIvxb5scAmjzQz3OGKURBDQwhV3PwV0x5RhIJJNp+FcJRi//vkSXJVKTt75epFtXhyOo5jHm2iLVRCDjpAJ+gMnaM6ougePaJn9GI9WE/Wq/X21ZqzxjMb6Besj09ysqXZ</latexit>

excitatory:

inhibitory:

Unsupervised, task-agnostic



Linear model of neural dynamics

dx

dt
= (�I+W )x+ input

<latexit sha1_base64="vxiaUz8cnNx0N3RnxPVtx8QIfXY=">AAACGnicbVDLSsNAFJ34rPVVdelmsAiKWBIVHwuh6EZ3FawtNKVMJhM7OHkwcyMtId/hxl9x40IRd+LGv3GSBvF1YIbDOfdy7z1OJLgC0/wwxsYnJqemSzPl2bn5hcXK0vKVCmNJWZOGIpRthygmeMCawEGwdiQZ8R3BWs7Naea3bplUPAwuYRixrk+uA+5xSkBLvYple5LQxB2kiQspPsYb27ZPoO84yXmKt3Brc6B/G9gAEh5EMaS9StWsmTnwX2IVpIoKNHqVN9sNaeyzAKggSnUsM4JuQiRwKlhatmPFIkJvyDXraBoQn6lukp+W4nWtuNgLpX4B4Fz93pEQX6mh7+jKbG3128vE/7xODN5hd3QSC+hokBcLDCHOcsIul4yCGGpCqOR6V0z7RGcFOs1yHsJRhv2vk/+Sq52atVvbu9ir1k+KOEpoFa2hDWShA1RHZ6iBmoiiO/SAntCzcW88Gi/G66h0zCh6VtAPGO+f/l2gXQ==</latexit>

x =

0

BBB@

x1

x2
...

xN

1

CCCA
2 RN

<latexit sha1_base64="fD8RbU0/LQl3MEtdDeEStTTSPhg=">AAACN3icbVBLSwMxEM76tr6qHr0Ei+Cp7FbxcRBEL56Kim2FppZsdtoGs9klyUrL0n/lxb/hTS8eFPHqPzDbFt8fhPnyzQwz8/mx4Nq47oMzNj4xOTU9M5ubm19YXMovr1R1lCgGFRaJSF36VIPgEiqGGwGXsQIa+gJq/vVxlq/dgNI8khemF0MjpG3JW5xRY6VmvtzFB5j40OYyjUNqFO/2cbfpYUJsKGWB3ASR0UOhjAnI4KuScImJ/XR8Pz3vX5Wb+YJbdAfAf4k3IgU0wmkzf0+CiCUhSMME1bruubFppFQZzgT0cyTREFN2TdtQt1TSEHQjHdzdxxtWCXArUvZJgwfq946Uhlr3Qt9WZjvq37lM/C9XT0xrr5FyGScGJBsOaiUCmwhnJuKAK2BG9CyhTHG7K2Ydqigz1urcwIT9DDufJ/8l1VLR2ypun20XDo9GdsygNbSONpGHdtEhOkGnqIIYukWP6Bm9OHfOk/PqvA1Lx5xRzyr6Aef9A4mNq+8=</latexit>

activity

for stability:  
λmax(-I + W) < 0

W = connection 
weights

-I to reflect 
activity leak

= Ax+ input
<latexit sha1_base64="WOTuSZIam0S8k4gkdmbQLsA61Hc=">AAAB/HicbVDLSsNAFJ3UV62vaJduBosgCCXR4mMhVN24rGAf0IYymU7aoZMHMzfSEOqvuHGhiFs/xJ1/Y5IGUeuBC4dz7uXee+xAcAWG8akVFhaXlleKq6W19Y3NLX17p6X8UFLWpL7wZccmignusSZwEKwTSEZcW7C2Pb5O/fY9k4r73h1EAbNcMvS4wymBROrr5Qt8OcGHuAdsAjH3ghCmfb1iVI0MeJ6YOamgHI2+/tEb+DR0mQdUEKW6phGAFRMJnAo2LfVCxQJCx2TIugn1iMuUFWfHT/F+ogyw48ukPMCZ+nMiJq5SkWsnnS6BkfrrpeJ/XjcE58yavcQ8OlvkhAKDj9Mk8IBLRkFECSFU8uRWTEdEEgpJXqUshPMUJ98vz5PWUdU8rtZua5X6VR5HEe2iPXSATHSK6ugGNVATURShR/SMXrQH7Ul71d5mrQUtnymjX9DevwDZBJRr</latexit>



Pruning rule
dx

dt
= Ax+ ⇠(t)

<latexit sha1_base64="6GxB50LpZItjLfOju16m3cnlmGg=">AAACBHicbVDJSgNBEO1xjXEb9ZhLYxAiQphocDkIUS8eI5gFMiH09PQkTXoWumskYcjBi7/ixYMiXv0Ib/6NPUkQNT4oeLxXRVU9JxJcgWV9GnPzC4tLy5mV7Ora+samubVdV2EsKavRUISy6RDFBA9YDTgI1owkI74jWMPpX6V+445JxcPgFoYRa/ukG3CPUwJa6pg525OEJu5glLgwwuf4YoAPsD3gBdjvmHmraI2BZ0lpSvJoimrH/LDdkMY+C4AKolSrZEXQTogETgUbZe1YsYjQPumylqYB8ZlqJ+MnRnhPKy72QqkrADxWf04kxFdq6Du60yfQU3+9VPzPa8XgnbYTHkQxsIBOFnmxwBDiNBHscskoiKEmhEqub8W0R3QqoHPLjkM4S3H8/fIsqR8WS0fF8k05X7mcxpFBObSLCqiETlAFXaMqqiGK7tEjekYvxoPxZLwab5PWOWM6s4N+wXj/Agz6lzA=</latexit>

Cij
<latexit sha1_base64="iYC9b/osPqzZWyAwIxUeMRc8zxQ=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtgh6LvXisYD+gXUo2zbZps8mSZIWy9D948aCIV/+PN/+N6XYP2vpg4PHeDDPzgpgzbVz32ylsbG5t7xR3S3v7B4dH5eOTtpaJIrRFJJeqG2BNORO0ZZjhtBsriqOA004wbSz8zhNVmknxaGYx9SM8EixkBBsrtRuDlE3mg3LFrboZ0DrxclKBHM1B+as/lCSJqDCEY617nhsbP8XKMMLpvNRPNI0xmeIR7VkqcES1n2bXztGFVYYolMqWMChTf0+kONJ6FgW2M8JmrFe9hfif10tMeOunTMSJoYIsF4UJR0aixetoyBQlhs8swUQxeysiY6wwMTagkg3BW315nbRrVe+qWnu4rtTv8jiKcAbncAke3EAd7qEJLSAwgWd4hTdHOi/Ou/OxbC04+cwp/IHz+QOdF48n</latexit>

wij
<latexit sha1_base64="Yeh7JMmgeXv05/wX6Pk9OOHTokM=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtgh6LXjxWsB/QLiWbZtu02WRJskpZ+h+8eFDEq//Hm//GdLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ3dvf2D8uFRS8tEEdokkkvVCbCmnAnaNMxw2okVxVHAaTuY3M799iNVmknxYKYx9SM8FCxkBBsrtZ76KRvP+uWKW3UzoFXi5aQCORr98ldvIEkSUWEIx1p3PTc2foqVYYTTWamXaBpjMsFD2rVU4IhqP82unaEzqwxQKJUtYVCm/p5IcaT1NApsZ4TNSC97c/E/r5uY8NpPmYgTQwVZLAoTjoxE89fRgClKDJ9agoli9lZERlhhYmxAJRuCt/zyKmnVqt5FtXZ/Wanf5HEU4QRO4Rw8uII63EEDmkBgDM/wCm+OdF6cd+dj0Vpw8plj+APn8wfs649b</latexit>

white noise or OU with 
short correlation time

pij / |aij | (Cii + Cjj � 2sign(aij)Cij)
<latexit sha1_base64="f14KZMXl2iaeBEIFz/5q7DxAZbc=">AAACOXicbVBNTxsxEPUCbSH9YGmPXCyiSkFVo12KSntDzYVjKhESKRtFXmc2MXi9lj1bNVr2b3Hpv+gNiUsPRYhr/wDeTYRo6ZMsv3nzRva8WEthMQguvZXVtSdPn61vNJ6/ePlq0996fWKz3HDo8UxmZhAzC1Io6KFACQNtgKWxhH581qn6/W9grMjUMc41jFI2VSIRnKGTxn5XjwtxWtJIm0xjRs9ZXZ9HEhJsdVwhSvqOOnLqXO/pXoTwHQsrpqpsLby7nfqKjJjOcHfsN4N2UIM+JuGSNMkS3bH/M5pkPE9BIZfM2mEYaBwVzKDgEspGlFvQjJ+xKQwdVSwFOyrqzUv61ikTmmTGHYW0Vh9OFCy1dp7GzpkynNl/e5X4v94wx+TTqBBK5wiKLx5KckldRFWMdCIMcJRzRxg3wv2V8hkzjKMLu1GH8LnCx/uVH5OTvXb4ob3/db95+GUZxzrZJjukRUJyQA7JEemSHuHkglyR3+Ta++H98m6824V1xVvOvCF/wftzB6j0rik=</latexit>

Asparse
ij =

(
Aij/pij with probability pij
0 otherwise

<latexit sha1_base64="LPgbe8GUikL5EpwtKN6qDuL+htE=">AAACYXicbVHPb9MwGHVC9ytsI5TjLhYViFOXwrSNA1IHF45DotukplSO+7U1c2zL/sJWRfknuXHhwj+Ck0YVMJ5k+el973u2P2dGCodJ8iMIH3W2tnd296LH+weHT+Kn3SunC8thxLXU9iZjDqRQMEKBEm6MBZZnEq6z2w91/fobWCe0+owrA5OcLZSYC87QS9P4/uJLmSLcY+kMsw6qalqKr9W7KM1gIVTJfbarootGPTbNRl/SdcudwCU1VmcsE1LgilZ07UjTKNm4NC7B3gmfHaWgZm3kNO4l/aQBfUgGLemRFpfT+Hs607zIQSGXzLnxIDE4KZlFwWWdXTgwjN+yBYw9VSwHNymbCVX0hVdmdK6tXwppo/7ZUbLcuVWeeWfOcOn+rdXi/2rjAufnk1IoUyAovj5oXkiKmtbjpjNhgaNcecK4Ff6ulC+ZZRz9p0TNEN7WON08+SG5et0fvOmffDrpDd+349glR+Q5eUUG5IwMyUdySUaEk59BJzgIDoNf4V4Yh921NQzanmfkL4RHvwH1uLi0</latexit>

More generally: synapses transition between 
stable and labile state



Pruning rule identifies important synapses

a b

c

important

redundant
“giraffe”

“graph”

1 5

42
3

“grasp”

“parse”

“sparse”

“giraffe”

1 3
2

2

“graft”

“draft”

“graph”

synaptic weights covariance sampling probab. low

high

probs. from theory

pr
ob

s.
 fr

om
 

co
va

ria
nc

e

0.005 0.02
0.005

0.02
d



Pruning rule provably preserves important 
features for a subset of linear systems

Combine ideas from graph sparsification and 
dynamical systems

Key quantity is set of sampling probabilities

Show that covariance of noise-driven dynamical system 
encodes sampling probabilities

Sparsify graph by sampling and reweighing a subset 
of edges (Spielman & Srivastava, 2011)



Sparsification of neural network matrices
A is N x N symmetric, diagonally-dominant, 
positive diagonal

|aii| >
X

i

|aij |
<latexit sha1_base64="GyxkqTGmkCyLSZF/mAEHadXCVU4=">AAACAXicbVDLSsNAFJ3UV62vqBvBzWARXJVUi4+NFN24rGAf0IYwmU7asTOTMDMRSho3/oobF4q49S/c+TcmaRC1Hrhw5px7mXuPGzCqtGV9GoW5+YXFpeJyaWV1bX3D3NxqKT+UmDSxz3zZcZEijArS1FQz0gkkQdxlpO2OLlO/fUekor640eOA2BwNBPUoRjqRHHNngpyI0nhy3lMhdyjM3rfxxDHLVsXKAGdJNSdlkKPhmB+9vo9DToTGDCnVrVqBtiMkNcWMxKVeqEiA8AgNSDehAnGi7Ci7IIb7idKHni+TEhpm6s+JCHGlxtxNOjnSQ/XXS8X/vG6ovVM7oiIINRF4+pEXMqh9mMYB+1QSrNk4IQhLmuwK8RBJhHUSWikL4SzF8ffJs6R1WKkeVWrXtXL9Io+jCHbBHjgAVXAC6uAKNEATYHAPHsEzeDEejCfj1XibthaMfGYb/ILx/gV4bZev</latexit>

For each edge, define

Asparse
ij =

(
Aij/pij with probability pij
0 otherwise

<latexit sha1_base64="LPgbe8GUikL5EpwtKN6qDuL+htE=">AAACYXicbVHPb9MwGHVC9ytsI5TjLhYViFOXwrSNA1IHF45DotukplSO+7U1c2zL/sJWRfknuXHhwj+Ck0YVMJ5k+el973u2P2dGCodJ8iMIH3W2tnd296LH+weHT+Kn3SunC8thxLXU9iZjDqRQMEKBEm6MBZZnEq6z2w91/fobWCe0+owrA5OcLZSYC87QS9P4/uJLmSLcY+kMsw6qalqKr9W7KM1gIVTJfbarootGPTbNRl/SdcudwCU1VmcsE1LgilZ07UjTKNm4NC7B3gmfHaWgZm3kNO4l/aQBfUgGLemRFpfT+Hs607zIQSGXzLnxIDE4KZlFwWWdXTgwjN+yBYw9VSwHNymbCVX0hVdmdK6tXwppo/7ZUbLcuVWeeWfOcOn+rdXi/2rjAufnk1IoUyAovj5oXkiKmtbjpjNhgaNcecK4Ff6ulC+ZZRz9p0TNEN7WON08+SG5et0fvOmffDrpDd+349glR+Q5eUUG5IwMyUdySUaEk59BJzgIDoNf4V4Yh921NQzanmfkL4RHvwH1uLi0</latexit>

Let Set✏ 2 (0, 1)
<latexit sha1_base64="V7F7v9PO2L0E69e3VNH07Re/img=">AAAB+3icbVDLSsNAFJ3UV62vWJduBotQQUqixceu6MZlBfuAJpTJdNoOncyEmYlYQn/FjQtF3Poj7vwbJ2kQtR64cDjnXu69J4gYVdpxPq3C0vLK6lpxvbSxubW9Y++W20rEEpMWFkzIboAUYZSTlqaakW4kCQoDRjrB5Dr1O/dEKir4nZ5GxA/RiNMhxUgbqW+XPRIpygSHHuWw6hy7R3274tScDHCRuDmpgBzNvv3hDQSOQ8I1ZkipnutE2k+Q1BQzMit5sSIRwhM0Ij1DOQqJ8pPs9hk8NMoADoU0xTXM1J8TCQqVmoaB6QyRHqu/Xir+5/ViPbzwE8qjWBOO54uGMYNawDQIOKCSYM2mhiAsqbkV4jGSCGsTVykL4TLF2ffLi6R9UnNPa/XbeqVxlcdRBPvgAFSBC85BA9yAJmgBDB7AI3gGL9bMerJerbd5a8HKZ/bAL1jvXwARkz4=</latexit>

k > 3
<latexit sha1_base64="+LBFirTjU4FqWLIfNbzoEjEqTR4=">AAAB6nicbVDLSsNAFL2pr1pfVZduBovgqiS2+NhI0Y3LivYBbSiT6aQdOpmEmYlQQj/BjQtF3PpF7vwbJ2kQtR64cDjnXu69x4s4U9q2P63C0vLK6lpxvbSxubW9U97da6swloS2SMhD2fWwopwJ2tJMc9qNJMWBx2nHm1ynfueBSsVCca+nEXUDPBLMZwRrI91NLmuDcsWu2hnQInFyUoEczUH5oz8MSRxQoQnHSvUcO9JugqVmhNNZqR8rGmEywSPaM1TggCo3yU6doSOjDJEfSlNCo0z9OZHgQKlp4JnOAOux+uul4n9eL9b+uZswEcWaCjJf5Mcc6RClf6Mhk5RoPjUEE8nMrYiMscREm3RKWQgXKU6/X14k7ZOqU6vWb+uVxlUeRxEO4BCOwYEzaMANNKEFBEbwCM/wYnHryXq13uatBSuf2YdfsN6/AOHQjaw=</latexit>

and

Then, with high probability
(skipping some details)

8x 2 RN (1� ✏)xTAx  xTAsparsex  (1 + ✏)xTAx
<latexit sha1_base64="Yts/8wWs6VES3Hb6vi/Eb1xAKEM=">AAACRXicbVDLSiNBFK32NU58RWc5m8IgRMTQ7YiPnaMbV6JiVEgl4XblRgurq9uqaklo8nNu3LvzD2YzC0XcanUM4utAweHcc7h1T5hIYazv33lDwyOjYz/GfxYmJqemZ4qzc8cmTjXHKo9lrE9DMCiFwqoVVuJpohGiUOJJeLGTz0+uUBsRqyPbTbAewZkSbcHBOqlZZKwda5CSdigTirII7HkYZoe9xh5llym0aDlYZpgYIWO12Gkc/e0wiZc0Z43MJKAN9lw218rB0kdns1jyK34f9CsJBqREBthvFm9ZK+ZphMpyCcbUAj+x9Qy0FVxir8BSgwnwCzjDmqMKIjT1rN9Cjy44pUXdOe4pS/vq+0QGkTHdKHTO/ErzeZaL381qqW1v1DOhktSi4q+L2qmkNqZ5pbQlNHIru44A18L9lfJz0MCtK77QL2Ezx9rbyV/J8Uol+FNZPVgtbW0P6hgnv8k8KZOArJMtskv2SZVwck3+kXvy4N14/71H7+nVOuQNMr/IB3jPLyHDsZo=</latexit>

pij = K|aij | (Cii + Cjj � 2sign(aij)Cij)
<latexit sha1_base64="otzti2OnndAPc/2sFuOMB7F482E=">AAACNXicbVBNTxsxEPXSLwi0hHLsxWqEFFQ12g1RKQckRC6V6AEkkiBlo8jrzCZOvN6VPVsRLfunuPA/OJVDD61Qr/wFnE1UlY8nWX5+80bjeUEihUHXvXGWXrx89frN8kppde3tu/Xyxvu2iVPNocVjGeuzgBmQQkELBUo4SzSwKJDQCSbNWb3zA7QRsTrFaQK9iA2VCAVnaKV++XvSz8Q4p/v0iF6wgl/4EkKsNu1D5PQTtWRsHZ9p3Uc4x8yIocqrc+92s7h8LYYj3O6XK27NLUCfEm9BKmSB43752h/EPI1AIZfMmK7nJtjLmEbBJeQlPzWQMD5hQ+haqlgEppcVW+d0yyoDGsbaHoW0UP/vyFhkzDQKrDNiODKPazPxuVo3xfBrLxMqSREUnw8KU0kxprMI6UBo4CinljCuhf0r5SOmGUcbdKkIYW+GL/9Wfkra9Zq3U2ucNCoHh4s4lskH8pFUiUd2yQH5Ro5Ji3BySX6S3+SPc+X8cm6dv3PrkrPo2SQP4NzdA9caq6k=</latexit>

(eigenvalues, eigenvectors, linear equation close to original)

K =
k log(N)

✏2
<latexit sha1_base64="/NX4h1PZ8Ob7ox4tSYpn7zWj1dQ=">AAACCHicbVDLSgMxFM3UV62vUZcuDBahbsq0Fh8LoehGEKSCfUCnlkyaaUMzyZBkhDLM0o2/4saFIm79BHf+jem0iK8DFw7n3Mu993gho0o7zoeVmZmdm1/ILuaWlldW1+z1jYYSkcSkjgUTsuUhRRjlpK6pZqQVSoICj5GmNzwb+81bIhUV/FqPQtIJUJ9Tn2KkjdS1ty/gCXR9iXA8dJnoFy73ktgloaJM8Jty0rXzTtFJAf+S0pTkwRS1rv3u9gSOAsI1ZkipdskJdSdGUlPMSJJzI0VChIeoT9qGchQQ1YnTRxK4a5Qe9IU0xTVM1e8TMQqUGgWe6QyQHqjf3lj8z2tH2j/qxJSHkSYcTxb5EYNawHEqsEclwZqNDEFYUnMrxANkUtEmu1wawvEYB18v/yWNcrG0X6xcVfLV02kcWbAFdkABlMAhqIJzUAN1gMEdeABP4Nm6tx6tF+t10pqxpjOb4Aest0/C+ZlX</latexit>



Sparsification by sampling

A =

0

@
⇤ a12 a13
a21 ⇤ a23
a31 a32 ⇤

1

A

<latexit sha1_base64="TASmev5KrD6uAU/0jAXFO7VSyxQ=">AAACVXicbVHNS8MwHE3r/JpfU49egkPxNNpu+HEQpl48KrgprGOk2W9bWJqWJBVH2T+5i/ifeBFMZ93U+SDweO8l+eUliDlT2nHeLHupsLyyurZe3Njc2t4p7e41VZRICg0a8Ug+BUQBZwIammkOT7EEEgYcHoPhTeY/PoNULBIPehRDOyR9wXqMEm2kTolf4UvsB9BnIo1DoiV7GWOfKI2PMemkrjfOSdXIfsY8N5PmEW/mVN08XPW+Iz6I7vzcTqnsVJwp8CJxc1JGOe46pYnfjWgSgtCUE6VarhPrdkqkZpTDuOgnCmJCh6QPLUMFCUG102krY3xklC7uRdIsofFU/bkjJaFSozAwSTPgQP31MvE/r5Xo3nk7ZSJONAj6dVEv4VhHOKsYd5kEqvnIEEIlM7NiOiCSUG0+ojgt4SLD6ezJi6TpVdxqpXZfK9ev8zrW0AE6RCfIRWeojm7RHWogiibo3bIs23q1PuyCvfIVta18zz76BXvnE8x5rvQ=</latexit>

0

@
⇤ a12 0
a21 ⇤ 0
0 0 ⇤

1

A

<latexit sha1_base64="EFWtZvESCHu0xe1bHO/daRxVdxA=">AAACPXicbVC7TsMwFHV4lvIqMLJYVCCmKimIx4ZgYSxSX1ITRY57WywcJ7IdRBX1x1j4BzY2FgYQYmXFSSPeR7J07jm+9r0niDlT2rYfrKnpmdm5+dJCeXFpeWW1srbeVlEiKbRoxCPZDYgCzgS0NNMcurEEEgYcOsHVWeZ3rkEqFommHsXghWQo2IBRoo3kV5puAEMm0jgkWrKbMXaJ0ngHEz916mNDbOy6WVV3sqpwc9HOyURzQfS/3vArVbtm58B/iVOQKirQ8Cv3bj+iSQhCU06U6jl2rL2USM0oh3HZTRTEhF6RIfQMFSQE5aX59mO8bZQ+HkTSHKFxrn7vSEmo1CgMzE0z4KX67WXif14v0YMjL2UiTjQIOvlokHCsI5xFiftMAtV8ZAihkplZMb0kklBtAi/nIRxnOPhc+S9p12vOXm3/Yr96clrEUUKbaAvtIgcdohN0jhqohSi6RY/oGb1Yd9aT9Wq9Ta5OWUXPBvoB6/0DPVKqjw==</latexit>

0

@
⇤ 0 a13
0 ⇤ 0
a31 0 ⇤

1

A

<latexit sha1_base64="sObdWPmIDVv4qj0BbdbtmcvM/ek=">AAACPXicbVA7T8MwEHZ4lvIqMLJYVCCmKqEVj62ChbFIfUlNVTnutVg4TmQ7iCrqH2PhP7CxsTCAECsrThqVR/mkk777vjv77ryQM6Vt+8mam19YXFrOreRX19Y3Ngtb200VRJJCgwY8kG2PKOBMQEMzzaEdSiC+x6Hl3VwkfusWpGKBqOtRCF2fDAUbMEq0kXqFuuvBkIk49ImW7G6MXaI0PsC2CdKLnbJR3DSbGiY3TtkZZ2WJ4YLof7/RKxTtkp0CzxInI0WUodYrPLr9gEY+CE05Uarj2KHuxkRqRjmM826kICT0hgyhY6ggPqhunG4/xvtG6eNBIE0IjVP1Z0dMfKVGvmcqzYDX6q+XiP95nUgPTrsxE2GkQdDJR4OIYx3g5JS4zyRQzUeGECqZmRXTayIJ1ebg+fQIZwmOpyvPkuZRySmXKleVYvU8O0cO7aI9dIgcdIKq6BLVUANRdI+e0St6sx6sF+vd+piUzllZzw76BevzCzAjqpE=</latexit>

0

@
⇤ 0 0
0 ⇤ a23
0 a32 ⇤

1

A

<latexit sha1_base64="Xm8hhIiBm2ZFu7wmdt/73UQXoXU=">AAACPXicbVC7TsMwFHV4U14BRhaLCsRUpQ/x2BAsjEVqAamJKse9bS0cJ7IdRBXlx1j4BzY2FgYQYmXFCeFZjnSl43N87XuPH3GmtOPcWxOTU9Mzs3PzpYXFpeUVe3XtTIWxpNCmIQ/lhU8UcCagrZnmcBFJIIHP4dy/PM788yuQioWipUcReAEZCNZnlGgjde2W68OAiSQKiJbsOsUuURpvYycv181JoZFuUqunn6I51Wtp4boget9vdO2yU3Fy4HFSLUgZFWh27Tu3F9I4AKEpJ0p1qk6kvYRIzSiHtOTGCiJCL8kAOoYKEoDyknz7FG8ZpYf7oTQlNM7Vnx0JCZQaBb65aQYcqr9eJv7ndWLd3/cSJqJYg6AfH/VjjnWIsyhxj0mgmo8MIVQyMyumQyIJ1SbwUh7CQYbdr5XHyVmtUq1XGqeN8uFREccc2kCbaAdV0R46RCeoidqIohv0gJ7Qs3VrPVov1uvH1Qmr6FlHv2C9vQMizKqT</latexit>

+
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>

=<latexit sha1_base64="0M450rhcbyoqjwRFIQqzrDBkTkg=">AAAB6HicbVDLSsNAFJ3UV62vqks3g0VwVRItPhZC0Y3LFuwD2lAm05t27GQSZiZCCf0CNy4UcesnufNvnKRB1HrgwuGce7n3Hi/iTGnb/rQKS8srq2vF9dLG5tb2Tnl3r63CWFJo0ZCHsusRBZwJaGmmOXQjCSTwOHS8yU3qdx5AKhaKOz2NwA3ISDCfUaKN1LwalCt21c6AF4mTkwrK0RiUP/rDkMYBCE05Uarn2JF2EyI1oxxmpX6sICJ0QkbQM1SQAJSbZIfO8JFRhtgPpSmhcab+nEhIoNQ08ExnQPRY/fVS8T+vF2v/wk2YiGINgs4X+THHOsTp13jIJFDNp4YQKpm5FdMxkYRqk00pC+Eyxdn3y4ukfVJ1Tqu1Zq1Sv87jKKIDdIiOkYPOUR3dogZqIYoAPaJn9GLdW0/Wq/U2by1Y+cw++gXr/Qul54z5</latexit> +
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>

see Spielman & Srivastava 2011 for 
more on this strategy

+
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>

=<latexit sha1_base64="0M450rhcbyoqjwRFIQqzrDBkTkg=">AAAB6HicbVDLSsNAFJ3UV62vqks3g0VwVRItPhZC0Y3LFuwD2lAm05t27GQSZiZCCf0CNy4UcesnufNvnKRB1HrgwuGce7n3Hi/iTGnb/rQKS8srq2vF9dLG5tb2Tnl3r63CWFJo0ZCHsusRBZwJaGmmOXQjCSTwOHS8yU3qdx5AKhaKOz2NwA3ISDCfUaKN1LwalCt21c6AF4mTkwrK0RiUP/rDkMYBCE05Uarn2JF2EyI1oxxmpX6sICJ0QkbQM1SQAJSbZIfO8JFRhtgPpSmhcab+nEhIoNQ08ExnQPRY/fVS8T+vF2v/wk2YiGINgs4X+THHOsTp13jIJFDNp4YQKpm5FdMxkYRqk00pC+Eyxdn3y4ukfVJ1Tqu1Zq1Sv87jKKIDdIiOkYPOUR3dogZqIYoAPaJn9GLdW0/Wq/U2by1Y+cw++gXr/Qul54z5</latexit> +
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>

p1 p2 p3

Asparse
<latexit sha1_base64="+ElGWgk1w6VEkwqFPIsqVNL0qIM=">AAAB+nicbVDLSsNQEL2pr1pfqS7dBIvgqqRafOyqblxWsA9oQ7m5nbSX3jy4d6KWmE9x40IRt36JO//GJA2i1gMDh3NmmJljB4IrNM1PrbCwuLS8Ulwtra1vbG7p5e228kPJoMV84cuuTRUI7kELOQroBhKoawvo2JPL1O/cglTc925wGoDl0pHHHc4oJtJAL58Poj7CPUYqoFJBHA/0ilk1MxjzpJaTCsnRHOgf/aHPQhc8ZIIq1auZAVoRlciZgLjUDxUElE3oCHoJ9agLyoqy02NjP1GGhuPLpDw0MvXnRERdpaaunXS6FMfqr5eK/3m9EJ1TK+JeECJ4bLbICYWBvpHmYAy5BIZimhDKJE9uNdiYSsowSauUhXCW4vj75XnSPqzWjqr163qlcZHHUSS7ZI8ckBo5IQ1yRZqkRRi5I4/kmbxoD9qT9qq9zVoLWj6zQ35Be/8CRGCUzA==</latexit>

=<latexit sha1_base64="0M450rhcbyoqjwRFIQqzrDBkTkg=">AAAB6HicbVDLSsNAFJ3UV62vqks3g0VwVRItPhZC0Y3LFuwD2lAm05t27GQSZiZCCf0CNy4UcesnufNvnKRB1HrgwuGce7n3Hi/iTGnb/rQKS8srq2vF9dLG5tb2Tnl3r63CWFJo0ZCHsusRBZwJaGmmOXQjCSTwOHS8yU3qdx5AKhaKOz2NwA3ISDCfUaKN1LwalCt21c6AF4mTkwrK0RiUP/rDkMYBCE05Uarn2JF2EyI1oxxmpX6sICJ0QkbQM1SQAJSbZIfO8JFRhtgPpSmhcab+nEhIoNQ08ExnQPRY/fVS8T+vF2v/wk2YiGINgs4X+THHOsTp13jIJFDNp4YQKpm5FdMxkYRqk00pC+Eyxdn3y4ukfVJ1Tqu1Zq1Sv87jKKIDdIiOkYPOUR3dogZqIYoAPaJn9GLdW0/Wq/U2by1Y+cw++gXr/Qul54z5</latexit>

+
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>



Key ideas in sparsification proof:

2) Convert to and approximate identity

3) Sample pieces to yield Isparse. Bound ||I - Isparse||2 
using matrix Chernoff bound (Tropp 2012)

4) Choose probabilities to optimize concentration 
bound. Probabilities depend on A, A-1.

1) Write A as sum of positive 
definite pieces (= edges) A =

X

(i,j)2E

~uij~u
T
ij

<latexit sha1_base64="fqL24x99D+ngxvoQGgibl7G01lE=">AAACGXicbZDLSsNAFIYn9VbrLerSzWARKkhJtXhZCFURXFboDZoaJtNpO+1kEuZSKCGv4cZXceNCEZe68m1M2iL18sPAx3/O4cz53YBRqSzr00jNzS8sLqWXMyura+sb5uZWTfpaYFLFPvNFw0WSMMpJVVHFSCMQBHkuI3V3cJXU60MiJPV5RY0C0vJQl9MOxUjFlmNaF/Ac2lJ7TpijB/19m3J4HUF7SHCoIyek/WiW7yqOmbXy1ljwLxSmkAVTlR3z3W77WHuEK8yQlM2CFahWiISimJEoY2tJAoQHqEuaMXLkEdkKx5dFcC922rDji/hxBcfu7ESIPClHnht3ekj15O9aYv5Xa2rVOW2FlAdaEY4nizqaQeXDJCbYpoJgxUYxICxo/FeIe0ggrOIwM+MQzhIdf5/8F2qH+cJRvnhbzJYup3GkwQ7YBTlQACegBG5AGVQBBvfgETyDF+PBeDJejbdJa8qYzmyDHzI+vgAyuKCl</latexit>

I =
X

(i,j)2E

vijv
T
ij

<latexit sha1_base64="1kf5kaqjsTV9jIkturuNf9TrRQ8=">AAACDXicbVDLSgMxFM34rPVVdekmWIUKUma0+FgIRRF0V6EvaOuQSTNt2kxmSDKFMswPuPFX3LhQxK17d/6NaTuIWg/cy+Gce0nucQJGpTLNT2Nmdm5+YTG1lF5eWV1bz2xsVqUfCkwq2Ge+qDtIEkY5qSiqGKkHgiDPYaTm9C9Hfm1AhKQ+L6thQFoe6nDqUoyUluzM7g08h00ZenaUowe9/Sbl8CqGAzuivXjS78p2JmvmzTHgNLESkgUJSnbmo9n2cegRrjBDUjYsM1CtCAlFMSNxuhlKEiDcRx3S0JQjj8hWNL4mhntaaUPXF7q4gmP150aEPCmHnqMnPaS68q83Ev/zGqFyT1sR5UGoCMeTh9yQQeXDUTSwTQXBig01QVhQ/VeIu0ggrHSA6XEIZyMcf588TaqHeesoX7gtZIsXSRwpsA12QA5Y4AQUwTUogQrA4B48gmfwYjwYT8ar8TYZnTGSnS3wC8b7FwKEmxM=</latexit>

~vij = A�1/2~uij
<latexit sha1_base64="97Lv00IjtlJaeoF1hsPIyzmmcGk=">AAACDHicbVDLSsNAFJ34rPVVdelmsAhurEktPhZC1Y3LCvYBbSyT6aQdO5mEmUmhhHyAG3/FjQtF3PoB7vwbJ2kQtR4YOJxzLnfucQJGpTLNT2Nmdm5+YTG3lF9eWV1bL2xsNqQfCkzq2Ge+aDlIEkY5qSuqGGkFgiDPYaTpDC8TvzkiQlKf36hxQGwP9Tl1KUZKS91CsTMiOBrF3YjexfAMnt9G+9ZBOU7lcCLrlFkyU8BpYmWkCDLUuoWPTs/HoUe4wgxJ2bbMQNkREopiRuJ8J5QkQHiI+qStKUcekXaUHhPDXa30oOsL/biCqfpzIkKelGPP0UkPqYH86yXif147VO6JHVEehIpwPFnkhgwqHybNwB4VBCs21gRhQfVfIR4ggbDS/eXTEk4THH2fPE0a5ZJ1WKpcV4rVi6yOHNgGO2APWOAYVMEVqIE6wOAePIJn8GI8GE/Gq/E2ic4Y2cwW+AXj/QuTdpt3</latexit>

pij / |aij |
�
A�1

ii +A�1
jj � 2sign(aij)A

�1
ij

�
<latexit sha1_base64="1KIFlU/e7hMPTm5NkL+inAoqfPc=">AAACSHicbVBNbxMxFPSmQNvwFcqxF4sIKRFqtFuqUm4tvXBMpSatlA0rr/M2cer1Wvbbimi7P68Xjtz6G3rpAYS44WxCBYSRLM2bNyPbE2spLPr+jVdbe/Dw0frGZv3xk6fPnjdebPVtlhsOPZ7JzJzHzIIUCnooUMK5NsDSWMJZfHE8359dgrEiU6c40zBM2ViJRHCGTooakY4KMS1pqE2mMaNXrJqvQgkJto4+FTtB6RRR0jf09zR1/h26GyJ8xsKKsSpbi1T73j8tQyPGE2xHjabf8SvQVRIsSZMs0Y0aX8NRxvMUFHLJrB0EvsZhwQwKLqGsh7kFzfgFG8PAUcVSsMOiKqKkr50yoklm3FFIK/XPRMFSa2dp7Jwpw4n9dzcX/7cb5JgcDAuhdI6g+OKiJJfUNTZvlY6EAY5y5gjjRri3Uj5hhnF03derEt7PsX//5VXS3+0Ebzt7J3vNww/LOjbINnlFWiQg78gh+Ui6pEc4uSa35Bv57n3x7rwf3s+FteYtMy/JX6jVfgFok7LW</latexit>



How do we compute sampling 
probabilities?

dx

dt
= Ax+ input

<latexit sha1_base64="aiYHJgTSCFevojEzDYf5BeR8c8c=">AAACCnicbVDJSgNBFOxxjXEb9eilNQiCECYaXA5C1IvHCGaBzBB6enqSJj0L3W8kYZizF3/FiwdFvPoF3vwbOwuixoKGouo9Xle5seAKLOvTmJmdm19YzC3ll1dW19bNjc26ihJJWY1GIpJNlygmeMhqwEGwZiwZCVzBGm7vaug37phUPApvYRAzJyCdkPucEtBS29yxfUlo6vWz1IMMn+OLPj7ANrA+pDyME8jaZsEqWiPgaVKakAKaoNo2P2wvoknAQqCCKNUqWTE4KZHAqWBZ3k4UiwntkQ5raRqSgCknHUXJ8J5WPOxHUr8Q8Ej9uZGSQKlB4OrJgEBX/fWG4n9eKwH/1BlHYiEdH/ITgSHCw16wxyWjIAaaECq5/iumXaK7Ad1eflTC2RDH35GnSf2wWDoqlm/KhcrlpI4c2ka7aB+V0AmqoGtURTVE0T16RM/oxXgwnoxX4208OmNMdrbQLxjvXyZlmrM=</latexit>

white noise

dx

dt
= Ax+ ⇠(t)

<latexit sha1_base64="6GxB50LpZItjLfOju16m3cnlmGg=">AAACBHicbVDJSgNBEO1xjXEb9ZhLYxAiQphocDkIUS8eI5gFMiH09PQkTXoWumskYcjBi7/ixYMiXv0Ib/6NPUkQNT4oeLxXRVU9JxJcgWV9GnPzC4tLy5mV7Ora+samubVdV2EsKavRUISy6RDFBA9YDTgI1owkI74jWMPpX6V+445JxcPgFoYRa/ukG3CPUwJa6pg525OEJu5glLgwwuf4YoAPsD3gBdjvmHmraI2BZ0lpSvJoimrH/LDdkMY+C4AKolSrZEXQTogETgUbZe1YsYjQPumylqYB8ZlqJ+MnRnhPKy72QqkrADxWf04kxFdq6Du60yfQU3+9VPzPa8XgnbYTHkQxsIBOFnmxwBDiNBHscskoiKEmhEqub8W0R3QqoHPLjkM4S3H8/fIsqR8WS0fF8k05X7mcxpFBObSLCqiETlAFXaMqqiGK7tEjekYvxoPxZLwab5PWOWM6s4N+wXj/Agz6lzA=</latexit>

covariance matrix Cij = E [xixj ]
<latexit sha1_base64="eERWiPUyTNzYcY2IVHlMmBiHVNM=">AAACDXicbVDLSsNAFJ34rPVVdekmWAVXJdHiYyEUi+Cygn1AEsJkOmmnnUzCzI20hP6AG3/FjQtF3Lp359+YtEXUeuDC4Zx7ufceL+JMgWF8anPzC4tLy7mV/Ora+sZmYWu7ocJYElonIQ9ly8OKciZoHRhw2ookxYHHadPrVzO/eUelYqG4hWFEnQB3BPMZwZBKbmG/6iasN7qwAwxdz0uuRjanPlgDlw3cni1ZpwuOWygaJWMMfZaYU1JEU9TcwofdDkkcUAGEY6Us04jASbAERjgd5e1Y0QiTPu5QK6UCB1Q5yfibkX6QKm3dD2VaAvSx+nMiwYFSw8BLO7Oj1V8vE//zrBj8MydhIoqBCjJZ5Mdch1DPotHbTFICfJgSTCRLb9VJF0tMIA0wPw7hPMPJ98uzpHFUMo9L5ZtysXI5jSOHdtEeOkQmOkUVdI1qqI4IukeP6Bm9aA/ak/aqvU1a57TpzA76Be39C6g+nLY=</latexit>



AC + CAT = �I
<latexit sha1_base64="do9Z9enO/k4mFEE/Wad8k3ZAM0I=">AAAB9XicbVDLSsNAFJ3UV62vqks3g0UQxJJo8bEQWrvRXYW+oE3LZDpph04mYWailND/cONCEbf+izv/xkkaRK0HLhzOuZd773ECRqUyzU8js7C4tLySXc2trW9sbuW3d5rSDwUmDewzX7QdJAmjnDQUVYy0A0GQ5zDScsbV2G/dEyGpz+tqEhDbQ0NOXYqR0lKvUoVHsFrp1eEVPL7t5wtm0UwA54mVkgJIUevnP7oDH4ce4QozJGXHMgNlR0goihmZ5rqhJAHCYzQkHU058oi0o+TqKTzQygC6vtDFFUzUnxMR8qSceI7u9JAayb9eLP7ndULlXtgR5UGoCMezRW7IoPJhHAEcUEGwYhNNEBZU3wrxCAmElQ4ql4RwGePs++V50jwpWqfF0l2pUL5O48iCPbAPDoEFzkEZ3IAaaAAMBHgEz+DFeDCejFfjbdaaMdKZXfALxvsX7leQVg==</latexit>

C is solution to Lyapunov equation

If A is normal, then

pij / |aij |
�
C�1

ii + C�1
jj ± 2C�1

ij

�
<latexit sha1_base64="YbD+yBZ/0HH/qBqvk4J2Tv+OZvs=">AAACN3icbVDLSgMxFM3Ud31VXboJFqEilhkVHzvRjStRsLbQqSWTZtq0mZmQ3BHKOH/lxt9wpxsXirj1D0zHKr4OBM49515u7vGk4Bps+97KjYyOjU9MTuWnZ2bn5gsLixc6ihVlFRqJSNU8opngIasAB8FqUjESeIJVvd7RwK9eMaV5FJ5DX7JGQNoh9zklYKRm4UQ2E95NsStVJCHC1ySrr13BfCgdXSYbTmoUnuJ1/Fl1s/4Ab37Z3dRVvN2BtWahaJftDPgvcYakiIY4bRbu3FZE44CFQAXRuu7YEhoJUcCpYGnejTWThPZIm9UNDUnAdCPJ7k7xqlFa2I+UeSHgTP0+kZBA637gmc6AQEf/9gbif149Bn+vkfBQxsBC+rHIjwU2AQ1CxC2uGAXRN4RQxc1fMe0QRSiYqPNZCPsD7Hyd/JdcbJadrfL22Xbx4HAYxyRaRiuohBy0iw7QMTpFFUTRDXpAT+jZurUerRfr9aM1Zw1nltAPWG/v0oSslw==</latexit>

(when dynamical system is stable)

C / A�1
symm

<latexit sha1_base64="rwm5H++2lT4zFlLzrcDx2tPx5HU=">AAACAHicbVDLSsNAFJ34rPUVdeHCzWAR3FgSLT521W5cVrAPaGOYTCft0JkkzEyEErLxV9y4UMStn+HOv3GSBlHrgYHDOfcy9xwvYlQqy/o05uYXFpeWSyvl1bX1jU1za7stw1hg0sIhC0XXQ5IwGpCWooqRbiQI4h4jHW/cyPzOPRGShsGtmkTE4WgYUJ9ipLTkmrsN2I9EGKkQXrqJnHCe3iVHduqaFatq5YCzxC5IBRRouuZHfxDimJNAYYak7NlWpJwECUUxI2m5H0sSITxGQ9LTNECcSCfJA6TwQCsD6IdCv0DBXP25kSAu9W2enuRIjeRfLxP/83qx8s+dhAZRrEiApx/5MYM6btYGHFBBsGITTRAWVN8K8QgJhJXurJyXcJHh9DvyLGkfV+2Tau2mVqlfFXWUwB7YB4fABmegDq5BE7QABil4BM/gxXgwnoxX4206OmcUOzvgF4z3L05Mll4=</latexit>

If A is symmetric, then C / A�1
<latexit sha1_base64="SSCGTwDX/YYb69A1GxrC2GtFPUE=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0VwY0m0+NhVu3FZwT6gjWUynbRDJ5NhZlIooX/ixoUibv0Td/6NkzSIWg9cOJxzL/fe4wtGlXacT6uwtLyyulZcL21sbm3v2Lt7LRXFEpMmjlgkOz5ShFFOmppqRjpCEhT6jLT9cT312xMiFY34vZ4K4oVoyGlAMdJG6tt2HfaEjISO4PVDcuLO+nbZqTgZ4CJxc1IGORp9+6M3iHAcEq4xQ0p1XUdoL0FSU8zIrNSLFREIj9GQdA3lKCTKS7LLZ/DIKAMYRNIU1zBTf04kKFRqGvqmM0R6pP56qfif1411cOkllItYE47ni4KYQfNnGgMcUEmwZlNDEJbU3ArxCEmEtQmrlIVwleL8++VF0jqtuGeV6l21XLvJ4yiCA3AIjoELLkAN3IIGaAIMJuARPIMXK7GerFfrbd5asPKZffAL1vsXXuGS+w==</latexit>

(use ev basis of A)



Proof summary

A =

0

@
⇤ a12 a13
a21 ⇤ a23
a31 a32 ⇤

1

A

<latexit sha1_base64="TASmev5KrD6uAU/0jAXFO7VSyxQ=">AAACVXicbVHNS8MwHE3r/JpfU49egkPxNNpu+HEQpl48KrgprGOk2W9bWJqWJBVH2T+5i/ifeBFMZ93U+SDweO8l+eUliDlT2nHeLHupsLyyurZe3Njc2t4p7e41VZRICg0a8Ug+BUQBZwIammkOT7EEEgYcHoPhTeY/PoNULBIPehRDOyR9wXqMEm2kTolf4UvsB9BnIo1DoiV7GWOfKI2PMemkrjfOSdXIfsY8N5PmEW/mVN08XPW+Iz6I7vzcTqnsVJwp8CJxc1JGOe46pYnfjWgSgtCUE6VarhPrdkqkZpTDuOgnCmJCh6QPLUMFCUG102krY3xklC7uRdIsofFU/bkjJaFSozAwSTPgQP31MvE/r5Xo3nk7ZSJONAj6dVEv4VhHOKsYd5kEqvnIEEIlM7NiOiCSUG0+ojgt4SLD6ezJi6TpVdxqpXZfK9ev8zrW0AE6RCfIRWeojm7RHWogiibo3bIs23q1PuyCvfIVta18zz76BXvnE8x5rvQ=</latexit>

0

@
⇤ a12 0
a21 ⇤ 0
0 0 ⇤

1

A

<latexit sha1_base64="EFWtZvESCHu0xe1bHO/daRxVdxA=">AAACPXicbVC7TsMwFHV4lvIqMLJYVCCmKimIx4ZgYSxSX1ITRY57WywcJ7IdRBX1x1j4BzY2FgYQYmXFSSPeR7J07jm+9r0niDlT2rYfrKnpmdm5+dJCeXFpeWW1srbeVlEiKbRoxCPZDYgCzgS0NNMcurEEEgYcOsHVWeZ3rkEqFommHsXghWQo2IBRoo3kV5puAEMm0jgkWrKbMXaJ0ngHEz916mNDbOy6WVV3sqpwc9HOyURzQfS/3vArVbtm58B/iVOQKirQ8Cv3bj+iSQhCU06U6jl2rL2USM0oh3HZTRTEhF6RIfQMFSQE5aX59mO8bZQ+HkTSHKFxrn7vSEmo1CgMzE0z4KX67WXif14v0YMjL2UiTjQIOvlokHCsI5xFiftMAtV8ZAihkplZMb0kklBtAi/nIRxnOPhc+S9p12vOXm3/Yr96clrEUUKbaAvtIgcdohN0jhqohSi6RY/oGb1Yd9aT9Wq9Ta5OWUXPBvoB6/0DPVKqjw==</latexit>

0

@
⇤ 0 a13
0 ⇤ 0
a31 0 ⇤

1

A

<latexit sha1_base64="sObdWPmIDVv4qj0BbdbtmcvM/ek=">AAACPXicbVA7T8MwEHZ4lvIqMLJYVCCmKqEVj62ChbFIfUlNVTnutVg4TmQ7iCrqH2PhP7CxsTCAECsrThqVR/mkk777vjv77ryQM6Vt+8mam19YXFrOreRX19Y3Ngtb200VRJJCgwY8kG2PKOBMQEMzzaEdSiC+x6Hl3VwkfusWpGKBqOtRCF2fDAUbMEq0kXqFuuvBkIk49ImW7G6MXaI0PsC2CdKLnbJR3DSbGiY3TtkZZ2WJ4YLof7/RKxTtkp0CzxInI0WUodYrPLr9gEY+CE05Uarj2KHuxkRqRjmM826kICT0hgyhY6ggPqhunG4/xvtG6eNBIE0IjVP1Z0dMfKVGvmcqzYDX6q+XiP95nUgPTrsxE2GkQdDJR4OIYx3g5JS4zyRQzUeGECqZmRXTayIJ1ebg+fQIZwmOpyvPkuZRySmXKleVYvU8O0cO7aI9dIgcdIKq6BLVUANRdI+e0St6sx6sF+vd+piUzllZzw76BevzCzAjqpE=</latexit>

0

@
⇤ 0 0
0 ⇤ a23
0 a32 ⇤

1

A

<latexit sha1_base64="Xm8hhIiBm2ZFu7wmdt/73UQXoXU=">AAACPXicbVC7TsMwFHV4U14BRhaLCsRUpQ/x2BAsjEVqAamJKse9bS0cJ7IdRBXlx1j4BzY2FgYQYmXFCeFZjnSl43N87XuPH3GmtOPcWxOTU9Mzs3PzpYXFpeUVe3XtTIWxpNCmIQ/lhU8UcCagrZnmcBFJIIHP4dy/PM788yuQioWipUcReAEZCNZnlGgjde2W68OAiSQKiJbsOsUuURpvYycv181JoZFuUqunn6I51Wtp4boget9vdO2yU3Fy4HFSLUgZFWh27Tu3F9I4AKEpJ0p1qk6kvYRIzSiHtOTGCiJCL8kAOoYKEoDyknz7FG8ZpYf7oTQlNM7Vnx0JCZQaBb65aQYcqr9eJv7ndWLd3/cSJqJYg6AfH/VjjnWIsyhxj0mgmo8MIVQyMyumQyIJ1SbwUh7CQYbdr5XHyVmtUq1XGqeN8uFREccc2kCbaAdV0R46RCeoidqIohv0gJ7Qs3VrPVov1uvH1Qmr6FlHv2C9vQMizKqT</latexit>

+
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>

=<latexit sha1_base64="0M450rhcbyoqjwRFIQqzrDBkTkg=">AAAB6HicbVDLSsNAFJ3UV62vqks3g0VwVRItPhZC0Y3LFuwD2lAm05t27GQSZiZCCf0CNy4UcesnufNvnKRB1HrgwuGce7n3Hi/iTGnb/rQKS8srq2vF9dLG5tb2Tnl3r63CWFJo0ZCHsusRBZwJaGmmOXQjCSTwOHS8yU3qdx5AKhaKOz2NwA3ISDCfUaKN1LwalCt21c6AF4mTkwrK0RiUP/rDkMYBCE05Uarn2JF2EyI1oxxmpX6sICJ0QkbQM1SQAJSbZIfO8JFRhtgPpSmhcab+nEhIoNQ08ExnQPRY/fVS8T+vF2v/wk2YiGINgs4X+THHOsTp13jIJFDNp4YQKpm5FdMxkYRqk00pC+Eyxdn3y4ukfVJ1Tqu1Zq1Sv87jKKIDdIiOkYPOUR3dogZqIYoAPaJn9GLdW0/Wq/U2by1Y+cw++gXr/Qul54z5</latexit> +
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>

+
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>

=<latexit sha1_base64="0M450rhcbyoqjwRFIQqzrDBkTkg=">AAAB6HicbVDLSsNAFJ3UV62vqks3g0VwVRItPhZC0Y3LFuwD2lAm05t27GQSZiZCCf0CNy4UcesnufNvnKRB1HrgwuGce7n3Hi/iTGnb/rQKS8srq2vF9dLG5tb2Tnl3r63CWFJo0ZCHsusRBZwJaGmmOXQjCSTwOHS8yU3qdx5AKhaKOz2NwA3ISDCfUaKN1LwalCt21c6AF4mTkwrK0RiUP/rDkMYBCE05Uarn2JF2EyI1oxxmpX6sICJ0QkbQM1SQAJSbZIfO8JFRhtgPpSmhcab+nEhIoNQ08ExnQPRY/fVS8T+vF2v/wk2YiGINgs4X+THHOsTp13jIJFDNp4YQKpm5FdMxkYRqk00pC+Eyxdn3y4ukfVJ1Tqu1Zq1Sv87jKKIDdIiOkYPOUR3dogZqIYoAPaJn9GLdW0/Wq/U2by1Y+cw++gXr/Qul54z5</latexit> +
<latexit sha1_base64="WKTSF5VXv2uG1Eb+g64c2+4GnZY=">AAAB6HicbVDLSsNAFL2pr1pfVZduBosgCCXR4mNXdOOyBfuANpTJdNKOnUzCzEQooV/gxoUibv0kd/6NkzSIWg9cOJxzL/fe40WcKW3bn1ZhaXllda24XtrY3NreKe/utVUYS0JbJOSh7HpYUc4EbWmmOe1GkuLA47TjTW5Sv/NApWKhuNPTiLoBHgnmM4K1kZong3LFrtoZ0CJxclKBHI1B+aM/DEkcUKEJx0r1HDvSboKlZoTTWakfKxphMsEj2jNU4IAqN8kOnaEjowyRH0pTQqNM/TmR4ECpaeCZzgDrsfrrpeJ/Xi/W/qWbMBHFmgoyX+THHOkQpV+jIZOUaD41BBPJzK2IjLHERJtsSlkIVynOv19eJO3TqnNWrTVrlfp1HkcRDuAQjsGBC6jDLTSgBQQoPMIzvFj31pP1ar3NWwtWPrMPv2C9fwGKn4zn</latexit>

sample p1 p2 p3

For good pi, Asparse close to A with only O(Nlog(N)) edges

Compute pi from dynamical system on graph



noise-driven 
pruning

Cij
<latexit sha1_base64="iYC9b/osPqzZWyAwIxUeMRc8zxQ=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtgh6LvXisYD+gXUo2zbZps8mSZIWy9D948aCIV/+PN/+N6XYP2vpg4PHeDDPzgpgzbVz32ylsbG5t7xR3S3v7B4dH5eOTtpaJIrRFJJeqG2BNORO0ZZjhtBsriqOA004wbSz8zhNVmknxaGYx9SM8EixkBBsrtRuDlE3mg3LFrboZ0DrxclKBHM1B+as/lCSJqDCEY617nhsbP8XKMMLpvNRPNI0xmeIR7VkqcES1n2bXztGFVYYolMqWMChTf0+kONJ6FgW2M8JmrFe9hfif10tMeOunTMSJoYIsF4UJR0aixetoyBQlhs8swUQxeysiY6wwMTagkg3BW315nbRrVe+qWnu4rtTv8jiKcAbncAke3EAd7qEJLSAwgWd4hTdHOi/Ou/OxbC04+cwp/IHz+QOdF48n</latexit>

wij
<latexit sha1_base64="Yeh7JMmgeXv05/wX6Pk9OOHTokM=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtgh6LXjxWsB/QLiWbZtu02WRJskpZ+h+8eFDEq//Hm//GdLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ3dvf2D8uFRS8tEEdokkkvVCbCmnAnaNMxw2okVxVHAaTuY3M799iNVmknxYKYx9SM8FCxkBBsrtZ76KRvP+uWKW3UzoFXi5aQCORr98ldvIEkSUWEIx1p3PTc2foqVYYTTWamXaBpjMsFD2rVU4IhqP82unaEzqwxQKJUtYVCm/p5IcaT1NApsZ4TNSC97c/E/r5uY8NpPmYgTQwVZLAoTjoxE89fRgClKDJ9agoli9lZERlhhYmxAJRuCt/zyKmnVqt5FtXZ/Wanf5HEU4QRO4Rw8uII63EEDmkBgDM/wCm+OdF6cd+dj0Vpw8plj+APn8wfs649b</latexit>

Graph sparsification + dynamical systems

Use noise to probe and prune network (uses 
randomness in two ways)

Prune synapses based on weight and covariance

Idea summary



Properties of algorithm

Parallel

Randomized

Dynamical system

Computing sparsification probabilities/matrix inverse 
is non-trivial

Based on local, biologically-accessible information

Network-level homeostatic mechanism



Separation of learning and pruning

unsupervised

Q: How do we learn a sparse network solution?

could be happening simultaneously or in separate epochs

perhaps separate into:

learning pruning
task-driven task agnostic, homeostatic

greedily add synapses 
where might be useful

Hebbian anti-Hebbian

remove synapses while trying 
to preserve existing dynamics

may be reward or 
error driven



Some features of the brain this rule 
might explain

Noise, esp. during sleep

Various kinds of plasticity during sleep. Synaptic 
strengths seem to go both up and down.

Sweeps of excitability during slow-wave sleep: shift 
network into diagonally-dominant regime?

Synapses in different states: labile vs. fixed

Seemingly random drift: multiple synapses b/w same 
2 neurons are weakly correlated



Conclusions
Networks in the brain are sparse

Neural activity is noisy

Brain might use noise to detect and prune redundant 
connections

Proof: graph sparsification + dynamical systems

Separate learning and pruning rules

Preliminary results! Working on extending along 
multiple directions



Graphs and networks in 
neuroscience

Image: Human Connectome Project

Show up in all sorts of places. I'm going to briefly 
mention a few interesting directions (with a math bias).



Same network exists at multiple levels

Structural networks (anatomy)

Dynamical system with network structure (physiology)

Distributed computation (function)

How do we fuse these frameworks/levels of understanding?



Networks in the brain are plastic

1) Change due to learning

2) Change due to homeostatic plasticity

3) Drift

4) Development and evolution

How do we understand these changing networks? 

Bigger question: what in the brain is stable?



Which features of a network matter? 
Which can we ignore?

What are the right invariants?

What are the right macroscopic variables?



Very partial observations of a network

What can we conclude from these partial 
observations?

Observe 10–1000 neurons out of millions (or more). 

How to stitch together data from multiple 
observations, sessions, modalities, levels of 
description?



Computation on abstract networks

Do these abstract graphs have counterparts in the 
brain?

Abstract graphs have been a productive way of 
thinking about error-correcting codes, conditional 
independence in probability distributions, etc.



Challenges and opportunities:

Increasing amounts of data; shortage of theories, 
models and analysis tools

Challenge: Domain specific knowledge

Neuro as source of interesting mathematical 
questions



Idea: neural networks could use noise 
to probe and prune connections

noise-driven 
pruning

THANK YOU!


