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Abstract

The interaction between a viscous fluid and an elastic solid is modeled by a
system of parabolic and hyperbolic equations, coupled to one another along the
moving material interface through the continuity of the velocity and traction vec-
tors. We prove the existence and uniqueness (locally in time) of strong solutions
in Sobolev spaces for quasilinear elastodynamics coupled to the incompressible
Navier-Stokes equations. Unlike our approach in [5] for the case of linear elasto-
dynamics, we cannot employ a fixed-point argument on the nonlinear system itself,
and are instead forced to regularize it by a particular parabolic artificial viscosity
term. We proceed to show that with this specific regularization, we obtain a time
interval of existence which is independent of the artificial viscosity; together with
a priori estimates, we identify the global solution (in both phases), as well as the
interface motion, as a weak limit in strong norms of our sequence of regularized
problems.

1. Introduction

We establish the existence and uniqueness in Sobolev spaces of strong solu-
tions of the unsteady fluid-structure interaction problem consisting of a nonlinear
large-displacement elastic solid coupled to a viscous incompressible Newtonian
fluid. The fluid motion is governed by the incompressible Navier-Stokes equations,
while the solid, which can be either compressible or incompressible, is modeled by
the celebrated St. Venant-Kirchhoff constitutive law (although our method can be
applied to more general quasilinear hyperelastic models as those described in [3]).

The first fluid-solid interaction problems solved were for the case of a rigid
body inside of a viscous flow in a bounded domain (see [7, 12, 4, 13]), and the case
of a rigid body inside of a viscous flow in an infinite domain ([22, 20, 15]). Later,
the elastic body was modeled with the restriction of either a finite number of modes
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([8]) or a hyperviscous type law for the solid ([2, 10]), essentially by the same
type of Eulerian global variational methods developed in [7]. For the steady-state
problem, which is elliptic in both phases, [11] solved the case of a solid modeled
as a St. Venant-Kirchhoff material. In [18], an Eulerian approach was used for the
case in which the solid is a visco-hyperelastic material, which is a regularization
of a hyperbolic model of solid deformation.

With the exception of our recent well-posedness result for the case of a linear
elastic solid in [5], there are no known existence results for fluid-structure inter-
action when the solid is modeled by a standard second-order hyperbolic equation.
This may be attributed to the difficulties associated with coupling a parabolic PDE
for the fluid with a hyperbolic PDE for the solid through the continuity of the veloc-
ity and traction vectors across the moving material interface. As we explained in
[5], an iteration scheme between fluid and solid phases fails to converge due to a
regularity loss induced by the hyperbolic phase (this divergent behavior has been
computationally noted as well in [14]), and so we developed a method comprised
of the following new ideas: first, a functional framework which scales in a hyper-
bolic fashion for both the fluid and solid phases. This scaling leads to additional
compatibility conditions in the fluid phase (when compared to the use of the classi-
cal parabolic framework), and is absolutely crucial for obtaining consistent energy
estimates. Second, we developed a regularity theory founded upon central trace
estimates for the velocity vector restricted to the interface, rather than traditional
interior regularity arguments which do not work for our problem. Third, we were
forced to bypass the use of the frozen (or constant) coefficient basic linear problem,
which requires estimates on one more time derivative of the pressure function than
the initial data allows, and created a new method wherein the solution was found as
a limit of a sequence of penalized problems set in the Lagrangian framework.
The penalization scheme approximates the divergence-free constraint, whereas
the Lagrangian framework alleviates the difficulties associated with the lack of
a priori estimates in the solid phase for the frozen coefficient problem; this method
indeed differs significantly from the classical methods used in fluid-fluid interface
problems (see for instance [21, 1]).

The fundamental difficulty in extending our result to the case of nonlinear elas-
ticity is the absence of any method of analysis for quasilinear elastodynamics which
is compatible with the general scheme of [5], involving a global Lagrangian var-
iational formulation and the use of difference quotients to track the regularity of
interface data. We remind the reader that unlike the analysis of elastostatic motion,
direct inverse function theorem arguments cannot be applied directly to the case of
quasilinear elastodynamics due to the fact that the perturbation term arising from the
nonlinear operator is not an element of the appropriate function space for optimal
regularity. Alternatively, it is possible to attempt a fixed-point approach, wherein a
portion of the nonlinear elasticity operator is viewed as a forcing function coming
from a given velocity v, and then try to solve a linear problem for an unknown w.
The difficulty in this approach stems from the fact that we need to find exact time
derivatives of elastic energies for the forcing term associated with the elasticity
operator, which is complicated by the inner-product of a term involving fé v and
a term involving w. This difficulty is overcome in [6], by a clever and essential
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use of the Dirichlet boundary condition in order to reformulate the problem in a
non-standard way. As it turns out, the various known methods that have been used
in the well-studied area of quasilinear elasticity, such as those in [6] and [17] for
the Dirichlet boundary condition, or those in [19] and [9] for the Neumann bound-
ary condition, require a priori knowledge of the boundary data regularity, and are
hence intrinsically incompatible with fluid-structure interaction analysis (in fact,
the methods devised for Dirichlet conditions do not work for Neumann conditions
and vice versa). Indeed, of these various methodologies, only [6] and [17] use a
variational approach; the others employ either semi-group techniques as in the early
work of [16] in the full space, or technical paradifferential calculus as in [19] for
the two-dimensional Neumann case.

In this paper, we develop a new method for quasilinear elastodynamics, vari-
ational in nature, which is compatible with our method in [5]. We proceed in two
steps. First, we add a specific artificial viscosity to the solid phase which regularizes
the system, thus converting our hyperbolic PDE into a parabolic one and transform-
ing the fluid-structure interaction into a fluid-fluid interface-type problem for which
existence and uniqueness of solutions is already known on a time interval that a
priori shrinks to zero as the artificial viscosity « tends to zero. Second, and this is
where the primary difficulty rests, we prove that our specific choice of parabolic
smoothing renders the time interval (on which a unique solution exists) indepen-
dent of «; furthermore, our a priori estimates allow us to construct a solution by
weak convergence in strong norms. We note that the use of higher-order operators
in the artificial viscosity term, while providing the necessary a priori control of
the regularity of the moving interface, would not yield the k -independent estimates
which are essential here. Also, as our parabolic regularization method is not spe-
cialized to any particular boundary condition, it thus provides a unified approach to
the classical problem of quasilinear elastodynamics when the solid is not coupled
to a fluid.

We now proceed to the formulation of our problem. Let Q@ C R? denote an
open, bounded, connected and smooth domain with smooth boundary d€2 which
represents the fluid container in which both the solid and fluid move. Let Q¥ (¢) C @
denote the closure of an open and bounded subset representing the solid body at
each instant of time 7 € [0, 7] with Q/ (t) := Q/Q25(t) denoting the fluid domain
at each ¢t € [0, T]. Note that in our analysis Q°(¢) is not necessarily connected,
which allows us to handle the case of several elastic bodies moving in the fluid.

Remark 1. If a function u is defined on all of 2, we will denote u/ = u 1§f and
0

u'=u 153' This allows us to indicate from which phase the traces on

T'0) := Qf(0) N (0)

of various discontinuous terms arise, and also to specify functions that are associ-
ated with the fluid and solid phases.

For each t € (0, T], we wish to.ﬁnd the location of these domains inside €2,
the divergence-free velocity field u/ (¢, -) of the fluid, the fluid pressure function
p(t,-) on Qf (1), the fluid Lagrangian volume-preserving configuration n/ (z, -) :
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Q) = Qg — Q/ (1), and the elastic Lagrangian configuration field n*(z, -) :
Q(0) = Q) — Q°(1) such that @ = n°(t, ) U n/ (1, ), where n/ (¢, x) =
ul (@, nf (¢, x)), u' solves the Navier-Stokes equations in QS (1):

u,f + @ -V =divr/ + frs
divu’ =0,

with
T/ =v Defuf—pl, (D
and n® solves the elasticity equations on 2°(0)
i’ =divT® + fy,

with 7 = 5 Te(Vn*)TVi® — ) I + n (V)T Vn® — 1), and where the
equations are coupled together by the continuity of the normal component of stress
along the material interface I'(¢) := Q¥(r) N Q/ (¢) expressed in the Lagrangian
representation on ['g := I'(0) as

TSN = [Tf o nf] [(vnf)—‘N],
and the continuity of particle displacement fields along I'g

n =n,

together with the initial conditions u (0, x) = ug(x), (0, x) = x and the Dirichlet
(no-slip) condition on the boundary 92 of the container u/ = 0, where v > 0 is
the kinematic viscosity of the fluid, A > 0 and i > 0 denote the Lamé constants
of the elastic material, N is the outward unit normal to I'g and Def u is twice the
rate of the deformation tensor of u, given in coordinates by ut, j +ul ,i- Note that
Latin indices run through 1, 2, 3, the Einstein summation convention is employed,
and indices after commas denote partial derivatives.

We now briefly outline the proof. As the solid and fluid phases are naturally
expressed in the Lagrangian and Eulerian framework, respectively, we begin by
transforming the fluid phase into Lagrangian coordinates, which leads us to the
system of equations (4) and, as in [5], we work in an hyperbolic framework in
order to accomodate the dual nature of the problem (parabolic in the fluid and
hyperbolic in the solid).

In order to solve (4), in Section 7, we first add a particular form of artificial
viscosity to the quasilinear hyperbolic equation in the solid, transforming the hyper-
bolic phase into a parabolic one; specifically, we add the term —« L(#;), where L
denotes the linearized (about the identity) elasticity operator and 7, is the mate-
rial velocity. We hence obtain an interface problem that is parabolic in nature in
both phases, and can be thought of as a fluid-fluid parabolic interface problem for
which well-posedness is classical (note that both phases are required to scale in an
hyperbolic fashion). The time interval of existence [0, 7] for this parabolic system
a priori shrinks to zero as k — 0.
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In Section 8, we establish «-independent estimates on the solutions v, of the
regularized parabolic problem on the time interval [0, 7 ] by identifying exact time
derivatives of elastic energies, and establish regularity of the interface. A direct
fixed-point approach for (4) does not appear to yield these exact time derivatives
for the elastic energy, whereas the regularized problem (14) does indeed lead to
them. An essential key for obtaining estimates independent of « inside the solid
is Lemma 1. Whereas the trace estimates could be carried with other choices of
artificial viscosity, we absolutely need the special choice made in our analysis in
order to recover the regularity inside the solid independently of «. In particular, a
different choice of a regularizing operator either of the same order such as —An;
or of higher order such as L7 or L%, would not provide k -independent estimates.

In Section 9, we then explain how our estimates allow the construction of solu-
tions v, on a time interval independent of «, still with energy estimates independent
of k. The existence of a solution of (4) then follows by weak convergence as k — 0.

Uniqueness is established in Section 11 in the same functional framework used
for existence.

As our method seemingly requires more regularity on the initial data in the
solid than it should, due to the artificial viscosity in the compatibility conditions,
we explain in Section 12 how this extra regularity can be removed, thus leading to
the result with optimal regularity.

Section 13 is dedicated to the case where the incompressibility constraint is
added to the solid. The additional difficulty with respect to the compressible case
comes from the fact that we control the velocity uniformly in « in function spaces
which possess less regularity than in the fluid, whereas the pressure is controlled
uniformly in the same regularity spaces in both phases. Also, we cannot use Lemma
1 in the most optimal form for the regularity of the pressure in the solid phase.

2. Notational simplification

Although a fluid with a Neumann (free-slip) boundary condition indeed obeys
the constitutive law (1), we will replace for notational convenience (1) with

T/ =vvul — pl; 2

this amounts to replacing the energy / ; Def u/ : Def v by / ; Vu/! : Vv, which
Q Q)

is not a problem mathematically due to the well-known Korn inequality. Henceforth,

we shall take (2) as the fluid constitutive law.

3. Lagrangian formulation of the problem

With regards to the forcing functions, we shall use the convention of denoting
both the fluid forcing f; and the solid forcing f; by the same letter f. Since f
has to be defined in €2 (because of the composition with 1), and f; must be defined
in Q(‘) we will assume that the forcing f is defined over the entire domain 2.
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Let
a(x) = [CofVn/ ()17, 3)

where (V! (x))ij = 9(n/)"/dx7 (x) denotes the matrix of partial derivatives of

n/. Clearly, the matrix a depends on 7 and we shall sometimes use the notation
aj. (n) to denote formula (3).

Let v = u o 17 denote the Lagrangian or material velocity field, ¢ = p o n is the
Lagrangian pressure function (in the fluid), and F = f/ o n/ is the fluid forcing
function in the material frame. Then, as long as no collisions occur between the
solids (if there are initially more than one) or between a solid and 9€2, the problem
can be reformulated as

no=v in 0,7)xQ, (4a)

v —viafafv' o). Hafpu = F in(0,7) x @,  (4b)

dviy = 0 in (0,7)xQ), (o)

v — M A=l = f in (0,7T) x €, (4d)
MM n,j =Smpn' ok Ni = v Uivk“zk“sz/

—qalN;  on(0.T)x o, (4e)
u(r,) € HI: R  aein (0,T), (4f)
v = ug on Q2 x {r=0}, (4g)
n = 1d on Q x {t =0}, (4h)
where N denotes the outward-pointing unit normal to I'g (pointing into the solid
phase), and
UKL — sii gkl 4 (siksil 4 silgiky

Throughout the paper, all Greek indices run through 1, 2 and all Latin indices run
through 1, 2, 3. Note that the continuity of the velocity along the interface is sat-
isfied in the sense of traces on I'g by condition (4f), whereas the continuity of the
normal stress along the interface is represented by (4e).

4. Notation and conventions

We begin by specifying our notation for certain vector and matrix operations.

We write the Euclidean inner-product between two vectors x and y as x - y, so
that x - y = x* y'.

The transpose of a matrix A will be denoted by A7, i.e., (AT)Z. = Al]

e We write the product of a matrix A and a vector b as A b, i.e., (A b)" = A’jbf.
e The product of two matrices A and S will be denoted by A - S, i.e., (A - S)lj =
Ap Sh.
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For T > 0 and k € N, we set

VET) = {w e L0, T; HX(Qf: RY) | 8w € L2(0, T5 H*"(Qf; ),
n=1,..,k—1},
where VX(T) is defined with ) replacing Q(J; .
In order to specify the initial data for the weak formulation, we introduce the
space
Ly s ={¥ € LA RY) | divy —0inQ), ¥-N=00ndQ},
which is endowed with the L2(§2; R3) scalar product.

The space of velocities, X7, where the solution of (4) exists, is defined as the
following separable Hilbert space:

X7 = {U € L*(0,T; Hy (Q: R?)) | (vf,/o vf) e VH(T) x V;‘(T)} .6
endowed with its natural Hilbert norm

2 _ 2
”v”XT - ||v”L2(0,T;H01(Q;R3))

8,"/v
0

3
3 2
+> | lapvl? + .
[”t ||L2(0,T;H4’”(§2({;R3)) L2(0.T; H4"(Q4:RY))

n=0
We also need the space
Yr = {(v, q) € X7 x L0, T; H¥(Q}; R))|
g € L*0,T; H>"(QL: R)(n = 1,2)},

endowed with its natural Hilbert norm

2
2 2 2
1@ I = Wiy + D 197a07 s ot my
n=0

We shall also need L°°-in-time control of certain norms of the velocity, which
necessitates the use of the following closed subspace of X7:

Wr ={veXr| vy € L0, T; L*(2; RY)),
a,"/ ve L™, T; H(2; R))(n =0, 1,2,3)},
0

endowed with the following norm

3

2 2 2 2
0l = N0l%;, + vl oo, 7: 12 0umsy + D 197 /O U100 0,7, 14 g %) -
n=0
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Finally, we will also make use of the space

Zr = {(v, q) € Wr x L*0, T; H*(Q{; R))|
g e L0, T; H () R)), (n = 1,2)] g, L0, T; LX(Q: R))}.

endowed with its natural norm

2
2 _ 2 n_n2 2 112
I, iz, = Wl + 2(:) 1941 0.7 m-nigfmy T o 12000 R
n=l

Remark 2. Note that our functional framework does not make use of the third-time
derivative of the pressure g, even though we do use the third-time derivative of
velocity wy; this functional framework is necessitated by the fact that the Dirich-
let boundary condition together with the limited regularity of w;;; does not allow
us to obtain g;;; with the appropriate regularity. Note also that we have added the
L*-in-time control of ¢, in the definition of Z7 mostly for a more convenient way
to prove our theorems, rather than out of absolute necessity.

Throughout the paper, we shall use C to denote a generic constant, which may
possibly depend on the coefficients v, A, i, or on the initial geometry given by
Q and Qg (such as a Sobolev constant or an elliptic constant). For the sake of
notational convenience, we will also write u(¢) for u(¢, -).

5. The first theorem

We now state our first theorem. We impose greater regularity requirements on
the initial data than is optimal so as to avoid technical difficulties associated with a
particular type of initial data regularization that would otherwise be necessitated.
We consider the case of optimal regularity on the initial data in Theorem 2.

Theorem 1. Ler Q@ C R? be a bounded domain of class H*, and let Qg be an
open set (with a finite number > 1 of connected components) of class H* such
that Q_E) C 2 and such that the distance between two distinct connected compo-
nents of S (if there are multiple solid components) is greater than zero. Denote

Qg =QnN (Q_‘(‘))C andletv > 0, . > 0, u > 0 be given. Let

(fs fos fus fur) € L2O, T5 H3 (2, RY) x H*(Q; R?) x H'(Q; R?)
xL*(Q; R?)), (6a)
f0) e HH(Q:; R, f:(0) € HY(Q; R?). (6b)

Assume that the initial data satisfies

uo € HO(QY: R N HO(Q): R N HY (R N LY, 4.
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as well as the compatibility conditions
[Vu(]; Nltan =0 on Ty, w; =0=wyo0on a2, vAu(J;—VqO =0onTly, (72)
[w(afa) yw! 1 (O)N )7 lan — [(g0 @] ,(O)N;)}_ Jian

= ["M @ om0 =8mi)n* ik ],(0) Nidian 0n T, (7b)
[l@afa)yw! L1 ON)E Tan — [Qq1 a! (OIN; +qo a] ,,(O)N;)}_

= ["M @ om0 =8mp)n* ik ], (O)NiJian 0n T, (7c)
vAw] +v((@ @) uf ). +F0) — [(@)): (0)g0).; +q1.i T,

= £10) + M0 om0 j =8mj)n* k1 ],(0) on T, (7d)

where the time derivatives appearing in these equations and in the following ones
are computed from any w satisfying w(0) = ug, 0 w(0) = w, (n = 1,2), and
Sfrom any q satisfying 9'q(0) = g, (n = 0, 1, 2), where the quantities w, and q,
are defined in the following way. First, qo € H 3(9({ ; R) is defined by

Ago = div £(0) + (@), Oy, in (3a)
g0 = v[Vul N1-N on Ty, (8b)

a 3

a_?\‘; = fO)-N+voul N onode, (8¢)

and wy € H} (2 RY) N HY(Q); RY) N HYQL R3) by

wi = vAug —Vgo+ f(0)  inQ, (9a)
wi = £(0) in Q. (9b)

Note that w; € H4(Qf; R3) since Awy € Hz(Qf; R3) and w1 = 0 on 022,
w1 = f(0) on Ty. We also have q; € H3(Q‘g; R) defined by

Agqy = divivAw; + F(0) + [v((a] af), Oy ), ; — (@) (0)qo), ;1]

+2(a]) Owi. j +(al) Oy, in 2 | (10a)
g1 = v[Vw] NN+ @a))Oul .« NjN:1 - g0 a] ,(O)N; N;
—c"M 0 s 1 =8mj)n ok |, (O)Ns - N on T, (10b)
991 ; : .
% = F(0)- N — [(@})(0)qol.; Ni + vAwi - N + v((a] a);(Oubyi).; N;

on o2, (10c)
and wy € H} (2 R3) N HY(Q5; RY) N HA(Q); R3) by
wh = vAw, + v((af af) Oyl ), ; +F (0) — (@) (0)q0),; —q1.i
in (11a)

wy = £1(0) + "M [[Grm 1. j =mj) ok 11 ],(0)
in Q. (11b)
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Finally, ¢ € H'(Q!; R) is defined by

A =div[f o MO +v (@ afw.i . 1O = [(@))n ©)q0+2(a) i )0, 1

+3(aij)f(0)wévj+3(a,'j)tt(0)wli,j-l-(a,j)m(())uf),j in Qg , (122)
ey [(a’kalj)wfl”‘ ]n ON;Ni ="M [0 s 1, j =8mj)n* k], (OON; - N
—90 aijn(O)NjNi_z‘Il aijt(O)Nle- on Ty, (12b)
g2 . .
% =(fomu0) -N=2 [(a{)z(O)ql] ) Ni—[(ai/),,(O)qo] i Ni +vAwy - N

+20((a] a) O)wh 1 ), j Ni+v((af al)e Oudyx ), Ni on a2, (12¢)

Then there exists T € (0, 7_") depending on ug, f, and Q‘f ', such that there exists
a unique solution (v, q) € Zr of problem (4). Furthermore, n € CO([O, T1; H*
(Q): R} N HA(Q); RY) N H'(2; RY)).

Remark 3. The remarks appearing in [5] at the end of Section 5 concerning the
compatibility conditions and forcing functions for the linear elasticity case still
hold in this setting with the necessary adjustments. In particular, we do not need
the forcing functions to have the same regularity in both phases.

6. Preliminary result

In the remainder of the paper, we set
L)' =M@k +u 0l

In our limit process as the artificial viscosity tends to zero, we will make use in
a crucial way of the basic following result:
Lemma 1. Let g € C°([0, T1; L*(2; R)) and u be such that u; € L*>(0, T; H?
(Q5; R3)) and

eL(u)) +L(u)=gon[0,T] x . (13)
Then, independently of € > 0,
||L(M)||LOO(0,T;L2(95;R3)) = ”g”LOC((),T;LZ(Q(S);RZ’)) + ”L(u())”LZ(Qf);R3)-
Proof. Since L(u) € C%(0, T; L?(2; R3)),let T’ € [0, T] be such that
L@ (T2 ggm3) = sup 1L 20,5
[0,T]

If 7/ = 0, then the statement of the Lemma is satisfied. Now, let us assume that
T' € (0, T]. Let 8 € (0, T') be arbitrary. From (13), we infer that

T' T’
2 2 2
& L2008 03 +f LGN 208 .03
/TL(S L2(Q4:R%) T'—s L2(Q5:R?)
2 2 r 2
+e [IIL(M(T/))IILz(Qé.Rs) — | L(u(T" - 8))||L2(96'R3>] = / ||g||Lz(QB.R3)-
; ; T'—s ;
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From the definition of 7’ we then infer that for any § € (0, T’),

T’ T’
2 2
/JMwhmwggﬂﬁmmﬂwy

T/
which after division by § gives at the limit § — O:

IL@(T N 2 gy ey S 18T 7200 w3
which concludes the proof of the Lemma. O

Remark 4. It should be clear that Lemma 1 applies to a more general class of linear
operators than L.

7. The smoothed problem and its basic linear problem
As we described in the introduction, we cannot find an appropriate linear prob-

lem whose fixed-point provides a solution of (4). We are thus lead to introduce the
following (parabolic) regularization of (4), with the artificial viscosity ¥ > 0:

vl —v@lafv' ), Hakgu = flon in (0,7) x 2, (14a)
avi =0 in (0,7) x Qf, (14b)
vf — K[cijklvk,l],j +N)' = fi +«h! in (0,7) x €, (14¢)

i KLk, N; + G =vvi; a,kal]Nj

—qaijNJ- +xg" on (0,T) x Ty, (14d)

u(t, ) € HL (SR ae.in (0,7), (l4e)
v = up on Q x {t =0}, (14f)
where
N() = —c" M. 0. —=8mpdn' k1 in 2, (15a)
G(n) = ™M (0, 1, j —8mj)n’ & IN; on T, (15b)
and
, .. [2 k
K (t,)=-— |:Cl]kl (uo +twy + 5‘11)2) ,l:| ) j in QB, (163)
. . 12 k
gt )= |:c’-’kl <u0 +rwy + sz) ,1j| N; on Ip. (16b)

Solutions of (4) will be obtained as the limit (as k — 0) of solutions of (14).

Suppose that v € Wr is given. Let n = Id + / v and let aij be the quantity

0
associated with n through (3).
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We are concerned with the following time-dependent linear problem, whose
fixed-point w = v provides a solution of (14):

w) — viajafw' i), +@fq)x = flon in (0,7T) x @, (17a)
aw' ;=0 in (0,T) x Q, (17b)
wf —K[cijklwk,l],j +Nm)' = f1 +«h! in (0,T) x 5, (17¢)

K cijklwk,l N; + G(n)i =v wi,k alkalej
—ga! Nj+xg'" on (0,T) x Ty, (17d)
w(t, ) € HH (2 RY) ae.in (0,7), (17e)
w = uy on Q x {t =0}. (17f)

Remark 5. The two forcing functions (16a) are introduced for compatibility con-
ditions at time ¢+ = 0, allowing the solution of (17) to satisfy (w;(0), ws(0)) €
HOl (€2; R*)? and even to satisfy the same initial conditions as solutions of (4)
would.

In the following, for the sake of notational convenience, we will denote by
3

Nug, (w; )?:1) a generic smooth function depending only on Z[ lws—ill i (95;R3)+
i=0
lw3—; ||H,(Q£;R3) ] (with the convention that uy = wy), by N((qi),.zzo) a generic
2
smooth function depending only on Z llg2—il
i=0
generic smooth function depending only on || f| vT) +11 £ V() Tk [luoll HY QY R?)

Hi(Qé.;RS) and by M(f, Kg, Kh) a

Flwill gaeyrs) + lw2ll g4 (gs.m))- Then, let w3 L?(92; R?) be defined by

wh = vi(a/afw',x),; 1) + (f o mu(0) = [a/q,;1(0) i , (182)
wl3 = f[lt(o) + ijkl[[(nam ’77] _Smj)n’k ]9[ ]II(O) in QB ’ (lgb)
where the time derivatives are computed with any n(0, x) = x, w = 1n;(0) = uo,

0/ w(0) =w,, (n=1,2),9'q0) =q,, (n=0,1,2).
Let us now define

be(¢) = (@ w1 8", ) 2 apm)s (19a)
(@) =@Ml ¢ ) 2wy (19b)
de (@) = (M ug®,1, ¢, ) p2apm) - (19¢)

By proceding as in [5], we can establish the existence of a fixed-point for system
(14). This follows the lines of [5] by first approximating by a penalty scheme the
divergence-free constraint in the fluid in our Lagrangian setting, and by performing
a regularity analysis of the solution of (17), allowing the use of the Tychonoff
fixed-point theorem. Given the estimates obtained in [5], no new difficulties arise,
since the parabolic artificial viscosity in the solid controls the forcing coming from
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the quasilinear part on a short time which is a priori shrinking to zero, and for this
reason the proof is omitted here.
This leads us to the following

Lemma 2. There exists T, > 0 depending a priori on k and on a given expres-

sion of the type No(ug, (wi)?zl) + No((qi)?zo) + Mo(f, kg, kh), so that there

exists a unique solution (W, qi) € Zt, of the regularized problem (14). Moreover,
4

wi € Vi (T).

In the next section we will study the limit of these solutions of the smoothed
problems as k — 0; this is problematic since the solutions of these regularized
problems are a priori defined on a time interval shrinking to zero as k — 0.

Moreover, the following variational equations (for n = 0, 1, 2) are satisfied for
any test function ¢ € L%(0, Ty; H(} (Q2; R3)):

T T
(af(wK)tv ¢)L2(Q,R3) dt + v 0 (8[’1 (aza]iwl( Iy )v ¢7S )LZ(Q({,R:;) dt

Te . . Ty
“FK/(; (Cuklatnw/ck,l , (/J)laj )LZ(QB;R) dt—/o (azn(a]l(%()’ ¢kal )Lz(Qg;R)dt

TK .
—i—/o (M B, N5 =811 @k ) L2y w3) dI

Ty 2

O [11de (@) dt | (20)

together with the initial conditions w, (0) = ug, (wy);(0) = wi, (W) (0) = wo
and ¢, (0) = qo, (q):(0) = g1, (g)1:(0) = g2. Moreover for the third-time
differentiated problem in time, we also have that a.e. in (0, 7}),

1 !
E ||(wx)ttt(l)||iz(Q;R3) + U/O ((alzaliw,(,r )llls (w;c)tms )Lz(Q(];;R3)
t
+K‘/(; (cljkl(wlf)llfkal (t)v (wK)ttllyj (t))LZ(QB,R)
t ) ' ' . . '
- /0 /;zf (gic )1t [3(ai])tt(wlc);,j +3(al-j)t(w,();t,j —{—(ai]),,tw,(’,j 1s
0
+ /Q @ (D) B e +3(@))woiy +@) w5 10)
0
t ) ' ' ' . '
- /0 /Q/.[3(a;/)tt(q/()t(w;c);n,j +3(a;’)t(q,(),,(w,();n,j +(al.f)[tth(wK);mj ]
0

t
+ f f ML, m, ;=8 st Tert - (Widnae ok
0 Jay

< Nuo, (wi)i_)
t

+N((Qi)i2=0) + /O [(Fie, (wK)ltt)Lz(Q(J;;R_%) + (frres (wx)ttt)L2(Qg;R3)]: (21)



316 DANIEL COUTAND & STEVE SHKOLLER

where we recall that C does not depend on the artificial viscosity «. The follow-
ing result will be fundamental to our proof that the time interval of existence of
solutions of (14) is in fact k-independent.

Lemma 3. The mapping y :t — |[(Wk, qi) ||z, is continuous on [0, T, ].

Proof. The continuity with respect to ¢ of the terms of the type L2(0,t; H®)
is obvious, and since w, € VS4(T,() (due to our artificial viscosity), so is the

continuity of Zi:() 19 17,(||ioo (0,13 HA (23 R%))" The only terms that remain are

107wl oo 0.0: 22058y A 1974l 0,1, 12(0f )

In order to treat them, we will invoke the fact that due to our artificial viscos-
ity in the solid, we actually have 8t4 w, € L2(O, T, LZ(Q; R3)), which provides
8t3 w, € CO([0, T, 1; L2(2: R3)). For the second-time derivative of the pressure, we
notice that from the variational form, which is true almost everywhere on [0, T} ]
for any ¢ € HO1 (2 RY),

(0] we, ) 2urs) + VO @agwer ), $55) 201 o)
0P we o ¢ ) 12y — OF @) = Gdens 90 200 gy
HHOF L =80 ) $ o) 2y — O F ) 2 of o)
— @7 f. ) 120583 — be(@)
= @Gy P ) 2@l ®) -

and from the Lagrange multiplier Lemma 13 of [5] associated with the continuity
results previously established, we have the continuity of t — /g, ||
on [0, T, ].

We now explain briefly why such a control on the fourth-time derivative of
Wy holds, and is possible only with the addition of the artificial viscosity in the
solid. In particular, this norm cannot be controlled as x — 0, which is not cru-
cial for our purposes in any case. In order to understand the idea, we return to
the level of the setting of the fixed-point argument, where we assume that v in an
appropriate convex set of V}‘(T) X VS4(T) is given, and search for a solution w
of (17) by a Galerkin approximation on a penalized problem (for the pressure), in
a way similar to [S]. The penalization parameter ¢ > 0 is given, and we denote

" I ; . . . L
q" = Z —dn = gai’ (w!)', ;, where w" is solution of the Galerkin approximation

n=0 "
atrank n, and where aij is computed from 7 associated with the given v. Our interest
will be with the first problem that appears in our methodology in [5]; namely, the
highest-order time-differentiated problem is multiplied by 8,4 w} (which is permit-
ted since it belongs to the appropriate finite dimensional space), and then integrated
from O to t. We obtain

1 t
4 2 3 4
/0 07 will72 .3 + v/o (07 (araiwy,r ), 9 (Wg),s )LZ(Q({;R3)

L®(0,1;L2(Q):R)

K .. . t
4 I:E(Cljklat}(wg)k’l s a?(u)g)l’j )LZ(QB;R)]O
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/(a (ak(]g) af(w?)kvl)LZ(Q(f;;R)

- /0 (MG -m, j =811, 07 (W) L2 R
+ Ug Mo} n.j =8ip)na]- a?(wg’),k}
0

t
:/ /_afF-a;*wg+/ R f-atw |,
o | /e Q)

0
leading us for a time small enough depending on the artificial viscosity « (but not
on n and ¢) to an inequality of the type,

t
4 2
/ ”at w:;l ”LZ(Q‘R3

+ sup[||a3w"||
[0,1]

< Ce[N (o, (wi);—y) + N((g)i—p) + N()],
where C, depends a priori on €. By proceding in a way inspired by our methodology

in Section 9 of [5], we can then prove that we have control, independently of ¢, on
the first three norms. Taking the limit first as n — oo and then as ¢ — 0, indeed

provides us with 8,4w,( e L%(0, T,; Lz(Q'f; R3)) as announced. 0O

t

0

+ 07 WE 151 g ey + €172 11 ]

HY(Q):RY) L2(Q);R)

We note that this latter regularity property in the solid is only possible with the
artificial viscosity k > 0.

8. An estimate for the solutions of (17) independent of «

In this sectlon we will denote (wy, ¢,) = (W, ¢) and denote the corresponding
quantities a by a a . In what follows, § > 0 is a given positive number to be made

precise later when it will be chosen to be sufficiently small.
8.1. Energy estimate for Wy independent of

We are now going to use the regularity result (w, g) € Z7, inthe energy inequal-
ity (21) (which was established independently of the artificial viscosity); this time
we interpolate and use the energy properties of the nonlinear elasticity operator, in
order to get an estimate independent of the artificial viscosity.

t
Step 1. Let I = / / M (i -, j —8ij) Wiz s1 -Wer k- An integration by parts
0 N

in time shows that

jkl
= __/ / M (i, Ay —8ij )i Wit sl Wit sk
3

+§/Y ljk[(nst 77,] lj)wlhl Werk (1)
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and thus with the properties of the Bochner integral in H2(Q{; R),

t
M,i -1, (1) = 8ij = / [17,i W, j +,; -7, ],
0
we deduce

~ 12 ~ ~
] < Ct ”wtl”LOO(OJ;HI(Q?');RS))||w||L°°((),t;H3(Q(S);R3))||n||L°°(0,[;H3(Q{);]R3))
< Ct ], (22)

t
Step 2. Let I, = 3/ / c”kl(ﬁ,,' 1, j —8i)1Wy,1 -Wrsr k. Similarly,
0 Jeg

t
12 = _3/ / c”kl[(ﬁvi ﬁ’] _8ij)[lzjlt9l 'IZ)l‘l’k +(f]7i ﬁ’] _(Sij)ltlz}hl 'lz}tl’k]
0 /9
t

+3 |;/ Cijkl(ﬁ,i 1, —8i )t Wysl ~Wyr ok (t):|
o)

0

By the same type of argument used in the previous step, we then get
~ 2 ~ ~
L] = Ct ||wtt||Loc(0’,;H1(Q(s);R3))||w||L00(o,t;H3(Qf);R3))||77||L00(0,;;H3(Q»5;R3))
~ ~ 2 ~
FC Wit Nl 0,051 @3N 10N 0,1; 13 g Wi o0 0,11 2R3
~ ~ 2 ~
+Ct || Wyt ||L°°(0,I;HI(QB;]R3)) || Wy ||L°°(O,I;H2(Q?5;R3)) ” n||L°°(0,t;H3(Q‘6;]R3))

+C‘)cijkl|:(u6,j Ful,i )w1,1+/(;((ﬁ,i 7, =8ij)t W1 )£|

L1200, L2(28:R3))
XNWskeell Lo 0,122 (2 R3))
3
+N (1o, (wi)j—y),

and thus,

L] < 811wl + Ctldlgy, + CsN (o, (wi)i_y). (23)

t
Step 3. Let Iy = 3/ / R, -7, j —8ij)1rW,1 Wysr k- By an integration by
0 Jg

parts in time,

t
I3 = —3/ / Cljkl[(ﬁsi 'ﬁ,j _(Sij)tla)tsl Wy, k +(ﬁsi 'ﬁvj _Sij)tttwsl 'a)mk]
0 Joj
t

+3 |:/ ci‘/kl(ﬁ,i My j =8ij)er W, Wyr sk (f):| .
2

0
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Similarly as before, we get

|31 S Ct libee o 0,7: 1 233 1D 1 0,1, 113 o oy 1Bl v 0,1 01 )
+Ct ||1Z)lt||L°°(O,T;H'(QS;R3))”d)t||ioc(0!t;H2(QB;R3))||ﬁ”L°°(O‘[;H3(QS;R3))
HC 11017 0,7, 1 oo 121 20 0,0 3 2 800 N Low 0,13 2y

. . =2
+Ct ”w”||L°°(0,T:H'(QS;R3))”wt||L°°(0,I;H1(QS;R3))||w||L°°(O,t;H3(Qf);R3))

+c‘

TR, 71 )0 O)wr, 1+ 0((77,1' 1,81 )1 Ws1)r) Lo°(0.6: L2(@:R))
X || Wi,k ||L°°(0,z;L2(S23;R3))
+N (uo, (wi)i_),
and therefore

131 < 8llwl, + Cellwllgy, + CsN (uo, (wi);_)). 24)

t
Step 4. Let 14 = / / Cl'/kl(ﬁﬂi ﬁa] _6ij)l‘ttﬁvl 'lz)ll‘tvk' By the Symmetry of c,
0 Jay

we notice that

1 t S 5 o
Iy = 5[ / Cljkl(’?,i A Deee Mot 0ok eeee
0 Jay

t
- / / I 7, e (Bt B ) + 3Gt 7 oae (1ot -Broi)]s
0 Jay
and thus,
1 coa o
. / G Peat ot T O]
o

S CHIVBull e 20 mo |V 200,112 23520 1 VT Lo 0,12 25
HCHIV DN o 0,1; 12008 | V011 0w 0,15 203 R N VD I v 0,1 112029
FCHIVBIT 0 1.1 o |V 011 200,15 22230 |1 VAT oo 0,15 2239
HCHIV D o 0,1; 5203 8 | V0t | 0,1 111 ) + N @0 (widiy)

< N(uo, (wi)i_y) + Ct [l (25)

Now, Let I = %\/Qv M @i 7, Dere (ot i) (). By expanding the inte-

grand with respect to the0 time derivatives and using the relation in H3 (2; RY):
n(t, ) =Id+ /0 t w(t', ) dt’ and estimates similar as in the previous steps, we find

that

< CsN(uo, (wi)i_)) + 8llwlly, + Crllwlly, . (26)

i=1

ijkl ~J ~k
1 _/S Clj w[][ai Wiyl (t)
S-20
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Step 5. By using (25) and (26) we find that

< CsN(uo, (w)i_) 48[, + Ctlbly, . (27)

s - f M (1)

2
Step 6. By proceding in a way similar to [5], except that we replace the constants
C (M) appearing there by appropriate powers of | (w0, ¢)| z,, we find that the inte-
grals set in the fluid domain are bounded by

811G, IZ, +Cs [N (@) + N (o, (i )+M(f, kg, k) +1 (D, DI, |

Step 7. Thus, from (21), and Steps 1-6, we then obtain on [0, 7 ]:

t
~ 2 -2 -2
sup [ Wesrll 72,00 3 +/ |:||wm|| + kWi 1551 . 3:|
[0.1] L*(2;R3) 0 HI(Q(J;;RS) H (QO,R )

~ 2
+ sup W 151,05 . o3
(011 H(Q);R3)

< C5IN (o, (wi)i_y) + M, kg, kch) + N((g) o) + 141G, IS, 1
+CBII(iD, )11, - (28)

Step 8. The estimate of §;; in L>°(L?), independent of «, will require some adjust-
ments with respect to the methodology of [5]. To this end, we notice that we can
apply a Lagrange multiplier Lemma similar to Lemma 13 of [5], but corresponding
to the case aiJ = 8; , to the variational form true on [0, 7, ]: for all ¢ € HO1 (2; ]R3),

(Wit ¢)L2(Q;R3)
HO(@ED s Bos) o) sy + €01 00 D 2wy
G 71,y =871 Tits 50 2@y — (@ = 8)dies 1) 2 of )
— (@D =i "0 g f ry=Fits ) 2 of oy~ D) 1200370~ b (9)
= @ V)2 igf -
which provides for any ¢ € [0, T, ],:
”qn”Lz(Qof;R) =C I:”'Dttt||L2(Q;R3)+”(a£&]iu~)’r )tt||L2(Q.0f;R3)+K”u~)tt ||HI(Q»5;R)
HI[@i 0, j —8ij)N0 ]tt||L2(Qf);]R3) + ||(511l<4})zt - &iC}tt llL2c:R)
G — 1l 1 ) i 2 gy + N W0, ) + M (S, )]

By using (28) for the first four terms of the right-hand side of this inequality
and remembering that the L*°(0, ¢; Lz(Qf ; R)) norm of ¢y, is part of the norm Z,
for the next two terms of this inequality, we get

sup [, 1 ) S Cs [N (w0, W)y + M(f. kg ) + N (@)
[0.7] 0°

1 -~ o~ -~
+Cst 4| (@, PG, + C8II (W, §)17,- (29)
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8.2. Estimate on w;; and w;

From the previous estimates, and the arguments that we will see hereafter for
the case of w, we have

-~ 12 ~ 2 7112
”wll‘ ||L2(O,I;H2(Qg;R3)) + ”qlt ”LZ(O,I;HI(Qg;R)) + ”wt ||L°°(0,I;H2(Q'(Y);R3))
< Cs [N o, (W) + M(f. g, kh) + N((@)F)]

1 - o~ - o~
+CstA | (@, G, + C8I @, 17, (30)

Similarly, we infer from (30) that

=~ 12 =12 ~ 112
O U S L e
< Cs [NV o, Wiy + M(f. g, kh) + N (@)

1 -~ o~ -~
+Cst (| (i, PG, + C8ll @D, §)]1, - 31)

8.3. Estimate on W

We will denote R} = {x € R3| x3 > 0}, R® = {x € R} x3 < 0}, and
B_(0,r) = B(0,r) NR3 . We denote by ¥ an H* diffeomorphism from B(0, 1)
into a neighborhood V of a point xg € I'g such that ¥ (B(0, 1) N Ri) =Vn Qg,
Y(BO,HNRY) =vNQ, ¥(BO,1)NR? x {0}) = VNI, withdet V¥ = 1.
We consider a cut-off function ¢ compactly supported in B(0, 1), and equal to 1 in
B(0, }).

With the use of test functions ¢, = —[pp * (£2 W 0 V)],0y0yarcrasas OV !
(whichisin L?(0, T,; Hj (22; R?)))in (20) for n = 0, and by denoting W = o W,
Q0 =goV, E =1noW,we get after integrating by parts appropriately and letting
p — o0,

5 1EWoaiaes Oz )
t
+/(; (Wtsa1a2a3 ) [§2W]7a1a2a3 _§2W,a1a2a3 )LZ(R3;R3)
t
+V/(; ([bzb}iwar]’maza_g ’ [CZWLSOQOQDQ )Lz(Ri;Rﬁ)
t . 5 .
_/ /3 [Q bij]’otlazog [{ W]l,jalazog
0 JRY
t
+x / ACH (Wi W, ) Wi Laanas » [E2Whkaranes ) 2@ :m3)
0

t
+ /0 (CYM(E.i E.j =%, ' W.;) E.t Layanas » [£7Wkajanas ) 12 @5 15
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t
é C N(MO, (wi)?zl) + pleOO‘/(; [ (Fv ¢P)L2(Q(];;R3) + (fv ¢p)L2(QB;]R3)]

t 2
+ lim. /O [ be(@p) + (@) + de(@p) | (32)

where CUM = ¢™oP gl gilgkel € H3(B(0, 1);R), g = [VW]~! € H3(B(0,1);
R%), b} = ak(w)g].

Remark 6. Note that this limit process as p — oo for the nonlinear elastic energy
is possible because 9;'w € L0, T.; HY™" (€2 R3)) (n = 0, 1) due to our artificial
viscosity in the solid. Whereas we could also use difference quotients, it appears
that the product rules are less cumbersome with the use of horizontal derivatives
instead, which is permitted since we already know at this stage the regularity of w
and g. Also, the limits on the right-hand side of (32) do not present any difficulties,
given the regularity of the forcing functions and three integrations by parts with
respect to horizontal variables.

Remark 7. Since ¢ is compactly supported in B(0, 1), the integrals set on R?, R3
Ri do not depend on the extension that we chose for W, E or Q, and simply
represent a more convenient way to write these integrals.

t
Step 1. Let Ly = & / (LCTHW,; W, W, Layanas » [62 Whikananas ) 2 @5 2R3
0

By using the H? regularity of the coefficients C1/¥,

t
Ly = K/ (Cljleaialazog '\paj v, §2 Wakotlazoq )LZ(RE;R»%)
0
t . .kl . ,k[
—i—/c/ ([C” Wi W, W lamas —C"" W, igiaras - Wsj Wars
0
2
é‘ vaouazot} )Lz(Ri;ﬂ@)
t
+K/ ([Ct'/kl W?i "IJ’] \Ijvl ]70!]0(20!3 ’
0
[{2 va ]70{10{20{3 _52 Waka1a2a3)
L2(R?;IR3)
t
> C/c/ (CT W ioanas Yo Yoty 8% Wokayanas ) 2 @5 2R3
0
! 2
—Ck /0 TR
t
> 2 _ ~ 112
2 Co [ 1Woasones 15,130 = Ol (33)

Step 2. Let

t
L2 = / ([Cl}kl(E’i Ev] _"I'[si qjv]) Eal ]50{10{20[3 ’ [é‘zET]’ka]O{zOB )LZ(Ri;R'j)'
0
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With X3 denoting the set of permutations of {1, 2, 3}, we have
t
Ly = /0 (Cljkl(E,i ’E7j -V, '\Il7j) Eslot|azot3 s §2Et’ka1a2a3 )LZ(RE;H@)
t
+2f (é.zcl]kl(Eai(xlazog Ev]) E.r, Etakotlotza} )LZ(R'J'_;RS)
0
L2 il ijkl
+/ (C [[Cl] (Evi Ev/ )]70[](12(13 -2CY (Evi(xlolz(x3 E,/ )]E,l s
0
Et’kmozza_q )LZ(RE;R%
t
+/ ([CZ(Cuk[“I”’i '\Ijvj )70{]0[20(3 E.l, E,kalotzoz_g )LZ(Ri;R3)
0
_[(ZZ(Cijkl\p’i '\Ilyj )70{1042013 E,, E7ka1a2a3 )LZ(]R3_;]R3)]t0

t
- Z f ([§2[Cljkl(Evi E7/ _\I}ai \117/ )]7(}%(1) anl,,(z)olaa)l ]vC{l )
0

oEX]

Etsa2a3k )LZ(R—E;R:”)

t
- Z f ([gz[cljkl(Eai Ev] _\I]si qjvj )]7(1,,(])0[{7(2) anta(g,)l ]»0{1 )
0

gEX3

Et,0na3k )LZ(Ri;]R3)
t
+/ ([Cljkl(Evi E’j _"Ijvi \I'[aj) Evl ]70(]0[20(3 ’
0

2 2
[é‘ Et]aa1a2a3k - Et7a1a2a3k )LZ(RZ;R3) .

From the regularity of @ and the H* regularity of W, we then infer
t
Ly = / (Cukl(E,i 'E,j -V, '\Ij,j) E,alaza_gl s §2Etsa1a2a3k )Lz(Ri;Rﬂ
0
! ijkl 2
+2/ (Clj Eaa1a2a3i Evj {°E,, Etaa1a2a3k )LZ(R:"_;R3)

0
t
+/ (C’ijﬁg% E,; Ev/ §2Eal s Et,a1a2(x3k )Lz(Ri;ﬂ@) + L;,
0

with
L5| < 811D, + Ct 1Dy, + CsN (o, (wi)i_,). (34)

By integrating by parts in time, we deduce
L[t iju 2
L2 = _EA (Clj (E,j Ev/ _\Ilai “IJ»/ )t Ev(xlolzotﬂ s § E’alazoqk )LZ(RS_;R%
1 ..
HSCHE By =i W) Evanasast » £ Erananask ) 12389 o

t
—2/ (Cl]klE,mazaﬁ 'Esj §2Et,1, Esa1a2a3k )LZ(R‘E;R»‘)
0
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[ ] t
+[(CuklE,oz|azot3i ‘E’j ZZE’Z ) E,otlazogk )LZ(RE;R%]O
! ijkl 2
_\/\0 (Cﬂé{lazoq (Eﬂi Ev] § E’l )la Ea011012(¥3k )LZ(RE;R%
. 5 ‘
+[(Cvgl]z2a3 Esi Eaj e Eyl ) E’a1a2a3k )LZ(RI‘_;R%]O + LS,
which implies in turn

|L2 — (Cijkl€2Ev(¥1a2a3i @) - \Ilvj v, Eaalazagk (t))LZ(Ri;R3)|
< 81wy, + CsN (o, (wi)i_y) + Ct ||y, (35)

With e (k = 1, 2, 3) denoting the canonical vectors of R3, let
P(t) = | 2¢M f nit -€j) ex — [¥ (i -7ij — 87k Lutmn ||Lz(QB;R3)(t),
where m and n are arbitrarily fixed in {1, 2, 3}. We then have
P(t) = Pi(t) + P2(1),
with
Pi(@) = || 2¢79 Ghoimn €. ) ex = 207 @oni 7150k 1 || 2 gy O

PZ(t) = ||_[cijkl(ﬁ3i ;]7] _61])77’/( ]vlmn +2[Cijkl(;]7mnl' ﬁv] )ﬁ»k ]’l

|L2(95;R3)(’)'
We first notice that
Pi(t) < || 2¢M [Gitmn €) ek — oitmn 71, )ﬁ,k]HLz(%;Rs)(t)

+|| 2cijkl[ﬁ’imn (;]7] ] ﬁ’k )’[

|L2(93;R3)(t)*

Where [u.(v]w),; = u.v,; w —it— u.vw,;

Next,bywritingﬁ(r):ld—i—/o W and [, mni -0, 17,4 )51 O =[omni (@5 17,k )1
(0) + o [imni (. ;1 7.k )1 1s respectively in H3(25; R?) and L2(29; R3), we
obtain

t
Pi(t) = C[/0 101l 3 (5 r3)] SOUP[IlﬁII?#(QB;Rz) 1711l 4 2 3) )
[0,7]

t
+N (o, (wi)y) + C / 191173 2 SUP 177138 0 )
0 [0,] ’
< N(uo, (wi)i—_y) + Ct [[ D]y,
Next, we see that

Pr(t) < ||\ ¥ (i Ay j —8i ) Tiskmn + (i Ts i om ok
+(ﬁ’l ﬁvj )7}1 ﬁaklﬂ ]al

‘LQ(Q{);IR%(I)

+||Cijkl[(ﬁan1i 'ﬁanj +ﬁ7in 'ﬁajm )ﬁ»k 1 |L2(98;R3)(t)’
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and by the same type of arguments as for Pi(z),
Py(t) £ N(uo. (wi)i_,) + Ct [[illyy,.
implying that
P(t) £ N(uo, (wi);_,) + Ct ]y, (36)
Now, from the definition of a solution of the smoothed problem (14),

” Kcijk[(f/t’ilmn 'ej) ex + [Cijkl(f”i ﬁJ - (Sif)ﬁ’k Lmnt ||L2(SZ(S);R3)(t)
= 1y — f = ich)omn Ol 12043

which implies with (36) that

| 5L + L)

LZ(Qg;R’)([) S @ — f = Kkh)um (t)||L2(QB;R3)
+N (o, (wi)i_y) + Ct B[,
Since this inequality also holds for any ¢’ € (0, ¢), Lemma 1 provides

ILGhnm Lo 0.1:22(05R3) S ClDramn | Loo0.1:2(5:R3) + CM(f. k8. Kkh)
+N (o, (wi)i_y) + Ct B3,

which with the estimate on w, from the previous subsection leads to
1 Glonm )l (0.5 222525 S Cs [ NGwo, i) +M (£, kg, k) +N (@) |
Lo L
+Cst (|, PG, + C8ll (. I, 37
Step 3. From the estimates on L1 — Ly, and similar estimates that we could get

in the fluid as in [5], but this time by replacing C (M) by appropriate powers of
(W, g)llz,, we then deduce that for all # € [0, T,

! 2 o2
5 1EWoaianes (D723 g3y + V/O b Womanasr » DiWoaionass ) 23 w7

< Cs [N o, Wiy + M(f. kg, k) + N (@)
+Cst (B, GG, + CSII WD, @I,

By the trace theorem, we then get

t
/O IW 155 s.m5) = Cs [Nwo, i) + M(f. kg, kh) + N((@)Ey) |

1 -~ o~ -~ o~
+Cst 4@, PG, + CI @, DI,
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where S = {(xl,xz,xg) eR3| x| £ %, x| < %, X3 = 0}. By a finite covering
argument, we then get

t
/0 101255 sy S Cs [N o, i)+ MUf. kg, eh) + N((a)io) |

1 - o~ - o~
+Cst 3 (| (i, PG, + Coll (@, ), - (38)

From the estimate (31) on w,; and the trace estimate (38), we infer in a way
similar to [5] by elliptic regularity arguments that

~ 12 ~12
0 20,0 400w T 1920 1113000 0
< Cs [Nwo, w)y) + M(f. kg, kh) + N(@DPo) |
o . ~ o~
+Csta ||, PG, + C8lI W@, §)I17,- 39)
Similarly, from (37), and the trace estimate (38), elliptic regularity yields

113 o1 sy = Cs [ NGwo, Wiy + M(f. kg, k) + N((@iy) ]

1 ~ o~ ~ o~
+Cst* (| (i, PG, + C8 11D, G, (40)

9. Time of existence independent of «
From (28), (29), (30), (31), (39) and (40), we then have for any ¢ € [0, 7],
1B, DI, < Cs [ Notwo, wi_y) + Mo(f. kg, k) + No((@)Fo) |

1 o~ ~ o~
+Cst (|, P, + Cod 11D, PII,-

The subscripts 0 in Cy, Ny, Mo mean that we no longer consider generic constants
from now on.

Now, let 5o > 0 be such that Cydy = % For k > 0 small enoughandt € (0, 7;)
we have

(@, I,
1 -~ o~
<4Cs| Notuo, (wi)i_)+Mo(f)+No((@)P)|+2Cs ¥ 1B, DI, (1)
where My(f) = Mo(f,0,0). For conciseness, we will denote C; = 2Cs, and

Ny = 4Cs)[No(uo, (wi);_)) + Mo(f) + No((gi)7_o)]-

N
Now for ¢t € (0, T},) fixed, let o; (x) = X = a T+ —]l, so that

Cit# Cit#
o (|, §)13,) = 0.

4
Now lett; = [ﬁ] > 0, which does not depend on k, and let T = min(T,, t1).

From now on, we assume that r € (0, T). We then have «o; ((3C1t%)_%> <0
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. . . . 1.1
which implies that ¢, has three real roots zy, z2, z3, with 71 < —(3Ct3)7 2

rand o;(3N1) < 0, we
Cit%

infer that 0 < zo < 3N < z3. From (41) and the continuity of t — ||[(W, )|z,

(established in Lemma 3) we then infer since ||(w, ) ||QZ0 < Ni < z3 that we have

1 1
72 < (3C1t3)72 < z3. From the product z1z2z3 = —

Vi€ (0,71, (@, §)I, < 22 < 3N1. (42)

This implies that 7(T) € H4(Qf, R N H Q4 RY), w(T) € HY (R N
H3 (2 RY) N H3(Q): R?), i, (T) € Hy (2 R N HX(Q; RY) N HZ(QS, RY),
w,,(T) € HJ(RY), by (T) € LARY), §(T) € HAQ):R), §(T) €
H! (SZO i R), q,t(T) € Lz(Qf, R), with a bound that depends only on the right-
hand side of (42). The compatibility conditions for the smoothed problem (14) at
T are also satisfied by the definition of a solution, which means that we do not have
any new terms of the type b, ¢, or d, associated with ﬁ)(]v") to add to the already
existing forcing terms coming from ¢t = 0.

‘We can thus build a solution of the smoothed problem (14) defined on [T, T+
8T1], 8T depending solely on the right-hand side of (42), which we will still denote

(w, g). Itis then readily seen that (w, ) € Z; ST and is a solution of the approxi-

mated problem (14) on [0, T+ T).If T = 1, we have our solution defined on the «
independent time interval [0, #;], with the k independent estimate (42). Otherwise,
if T < t1, we can also assume that T +3T £ 11, which implies, in the same fashion
as we got (41),

~ ~ o~ 1 -~ o~
Vi € [0, T +8T1, |(@. 97, < N1+ Cre# (b, I, (43)

This nnphes in turn that r;(T—i—(ST) w(T +4T), w,(T—i—(ST) w,,(T—}—(ST) wm(T—i-
6T),q (T +6T), q; (T +47), gt (T 4 8T) are in the same spaces as their respective
counterparts at time T with the same bound as well, since we could from (43)
repeat the same argument leading to (42), this time on [0, T+ 8T]. Since the com-
patibility conditions at T + 8T are also automatically satisfied, we can thus build a
solution of the approximated problem (14) defined on [T +8T, T +258T], the time
of existence being the same as starting from T from the similarity of the bound that
we obtain on 7j(T 4 8T), 87 w(T +8T)(n = 0,1,2,3), 3§(T +8T)(n =0, 1,2)
and their respective counterparts at time T. We will still denote this solution (@, q).
It is then readily seen that (w, g) € Z;_, s, and is a solution of the approximated

problem on [0, T +28 T]. We then have in the same fashion as we got (41),

~ ~ ~ 1 -~ ~
Vi € [0, T +28T1, |, §)ll7, < N1+ Cit* [, I,

By induction, we then see that we get a solution (w, ¢) defined on [0, #;],satisfying
the estimate

Vi €[0, 1], |, §)llz, £3N1=12Cs,[No(uo, (wi);_ +Mo(f)+No(gi)7=0)].
(44)

establishing the independence of the time of existence respectively to «, since #;
does not depend on «. In the following we will note 7' = t;.
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10. Existence for (4)

Proof. We can here choose to take k = % and let n — oo. By the bound (44)
independent of « on [0, T'], we then have the existence of a weakly convergent sub-
sequence of (w, ¢) in the reflexive Hilbert space Y7, to a limit that we call (v, g),
which also belongs to Z7 and satisfies the estimate

1, @llzy < 3N = 12C5, [ Noo, (wi)_y) + Mo(f) + N (@)
The usual compactness theorems ensure at this stage that (v, g) is a solution of (4)
on [0, T']. The smoothness of our solution ensures that the solids do not collide with
each other (if there is more than one) or the boundary (for an eventually smaller
time), which establishes the existence part of Theorem 1. O
11. Uniqueness for (4)

Proof. Since we cannot use a contractive mapping scheme for our problem, we
have to establish uniqueness separately. Let then (v, g) denote another solution
of (4) in Z7. Then, taking v — v as a test function in the variational formulation

of the difference between the systems (4) associated with each solution yields for
1[0, T],

1 t
= 2 r_s T =8~ -~
5 10 =0Ol2grs) + V/O (@@ vsr —@AV.r s Vs =Vss) 2o )
t
i jkl - - ~ —
+/O (€51 maj =ik = (i 05 j =8i) sk 1o Vot —0a1) L2(9 RS
ro )
Jo_si= i =i X
_/O(aiq_ai q,V,jV,j )Lz(Qg;R)
t
:Agon_fon7v_v)L2(Qg;R3)' (45)
For the viscous term in the fluid, we write
@agv,y —apap v, = apap (v, —0,,) + (agag — G ag)v,r ,

which with the L*°(0, T; H 3(52(]; : R3)) control of ¥ and v provides us with an
estimate of the type (where C denotes once again a generic constant)

t t
r_s _=r=s= = > =12
/O(akakv,r WaVor s Vos ~Vss ) 2 gf 3y = C/O v vIIHl(Qg;R3)

t pt 5
—C v—v - .

(46)
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Concerning the forcing term in the fluid, we first notice that if we still denote

E(Q)(f) as f,
f(tv ﬁ(t7x)) - f(t9 U(t»x))
1 . .
= /0 Foi @, (10— m) (e, x)dt” (7' (2, x) —n' (¢, X)),

which leads us to

||f(t1 ﬁ(tv )) - f(t7 n(t1 ))”Lli(g(])p’R"ﬁ)

3o 0.5
<C||ﬁ<z,~>—n(r,->||L6(Qg;R3){Z /0 /Q ff,%(t,mr’,r,x))dxdr’} :
i=1 0

with ¢ (', 1, x) = n(t, x) +1'(7i(t, x) — n(t, x)). We have ¢ (', 1, -) € CO(; R3)N
cl@n I'gs R3). Moreover ¢ (¢, 1, 9Q2) = 9. We then have by invariance by
homotopy of the Brouwer degree (for the parameter )

VZ [S Qa deg(¢(t/’ tv ')a Qy Z) = deg(d)(t/’ 07 ')a 99 Z) = deg(lda Qy Z) = 17

which together with the regularity of ¢ (¢/, 7, -) establishes that ¢ (¢/, 7, -)(Q2) = Q
and that Card{qﬁ_l(t/, t,-)(x)} = 1 for almost all x € 2. Thus,

/ f’iz(f’¢(l/,t,x))dx=/
Q‘)f [JGERY)

which with the L>(0, T’; ngg RR3)) control of 1 and 7 yields

;L7 IdetVe @ 1 ¢ @ 1 )T dy,

)

/ £2@t, o 1, x))dx < c/ £ @, y)dy.
o Q

Consequently,
1) = £ s o )
é C||ﬁ(ta ) - n(t’ )”HI(Q({,RS)”.f”HI(Q,R3)7

implying

t
}/0 (fon—foiv—Dqm

=12
= C\/;”f||L2(0,t;Hl(Q;R3))||U - v”LZ(O z~H1(52({-R3))' 47)

Concerning the elastic term,

t
/ (M (n,; M2 j =8Nk = (@i 25 =8k s Va1 —Va1) 12003 R3)
0
=1+ 5L+ I,
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with
! i jkl
B= [ @M =800 =00 v =)y
0
1 ijkl = =
= E(C (nsi 777] —511)(77»k —Nsk )1 N, —Mn,1 )LZ(Q(Y),R:;)(I)
L i jkl
_5/0 (Cl] (nsi 77»/ —5ij)t(77,k —1sk )7 N, —N,1 )LZ(QB;RE’)

t
> —Culn(®) ~ 101y ) C/O In = 1

where we have used the L°(0, T'; H3(2%; R3)) control of v and © for the inequality.
Next, for the same reasons,

t
12 = A (Cl]kl(nvi _ﬁ’i ) : 771] r_)vk s Uyl _l_)vl )LZ(QB;R3)
t
— ijklen . 5. N _3 ,
= / (0 =150 ) - (0, =105 Mok > Va1 =051 ) [2(Q3:R3)
0
Lk
+f (Clj (77,1' _7_),,') : T_},] T_],k , Uyl _l_)vl )LZ(Q‘B;R:;)
0
t
_ ikl = = N5 =
= / (0 =150 ) - (05 =105) ok > Vsl =051) [2(Q3R3)
0
1 iju ~ - ~
+§(C (7771' —n,i ) . 77,] Nok s Nsl —151 )LZ(QB,R%)(t)
t
_‘/(; (Cl]kl(n’i _ﬁsi) : f)r] ‘ka s Ml _ﬁrl )LZ(QB;R3)‘
We then write for the second term on the right-hand side of the last equality

t
n,i(t, ) =e + / v,;, to get by Korn’s inequality ,
0

L 2 Cln@) = 1051 g g3y = 110 = 1O 1720 )]

—Ctsup|n —

-2
51 s . r3 -
[0.1] H1(Q24;R7)

Similarly,

t
L= / (M, =11,j) - i ks Vo1 =001 20
0

2 CLIN® = 1O 51 gp ) — 110 = 1O 1720 )]

t
e 1 -
AR
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Thus,

t
/ MG 1,5 =8k =i 71§ =8k 1, vt =0 1285
0
2 C [ In) = OB gs ) — 110 = 10132 e 2|

t
—C /O I = il g, o)- (48)

Concerning the pressure term, with aijq — &ijc} = (aij — Elij)q + &ij (g — q) and the
L0, T; H2(Qf; R)) control of the pressure, we get

t . . . .
_\/0 (aqu - &l]é, Ul,j —Ul,j )LZ(Q(I;;R)
i _C|:\/;”q - q”Loo(O!t;LZ(Q-Of;R))”v - ﬁ”Lz(O,t;Hl(Q'({;R}))

+llv — 2 (49)

L20,1H(Q); R*))]

In order to get the estimate of g — ¢ in L? (Qf ; R), we have to introduce the time
differentiated problem. By taking v; — v; in the variational formulation associated
to the difference between the time differentiated systems, we obtain

% 1 = 3O g8, + v / (afafv.s ~aats, 1, (v, i 10,20l
/(C”” (i 05 =8i)Nsk — Qi 1 j —8ip) ok Iy (v =021 10 120 R3)

- /0 (el =@ 15 =510 o
- /0 l([fon—foﬁ],,vt—@)Lz@g;m (50)

For the fluid viscous term, we easily find with the L>(0, T; H 3 R3)) con-
trol of the first-time derivative of the velocity that

t
/([akakv»r akakv’r Ir, vt7Y_vl7Y)L2(Q/ R3)

> - r)/ o = Bl s gy (51)

Concerning the forcing term in the fluid, since (f o ); = (f; + v’ f,; )(17) (with a
similar formula for v), we then deduce in a way similar to the steps leading to (47)
that
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t
'/ ([fon—fonl,[v- l_)]t)Lz(Q({‘R3)
0 ;
<cVHIf - r3yHIS : woyl v — ;112
= 11200, H (R3)) 120, H2 @RIV = Vil 6 f moyy
(52)

For the elastic term, we can also essentially reproduce the arguments leading to
(48), leading us to

t
/ M1 -, j =8i)mok =i 77 =87k Tes [0 =00 1) 12,5
0
2 CLIv@) = 5O g ey — 100 = DO 172 g )]

—Ctsupllv — (53)

-2
V%1 s .3y -
[0.1] H1(Q25;R7)

The pressure term will require more care since we want to avoid the introduction
of ¢; — g;, which the most direct method would lead to. To do so, we notice that

t . . . .
A ([aqu - C_l,jq_]t’ [Ul’j _l_}lvj ]I)LZ(Q({;R) =14+ 15+ I,
with

t . ) . .
Iy = /0 (Ua!g — @) 105 =510 2
t .
_ J ~ i _ =i
15 - /(; (al' (QI - ‘It), [U sj U ]I)LZ(Q({;R)’

r )
_ VR Y A A .
I = /(; ([ai —a; lg:, [v',; —v',; ]t)Lz(Q(J;;R)'
For 14, we have in a way similar to (49),

1141 = € [VA1g =l g 1120 ) 100 = 51l 2011 ] )

=2
tve — v .
+1||v t||L2(0,t;H1(Qg;R3))i|

For Ig, the L2(0, T; H 2(Qg; R)) control of g; provides us with
< T2
sl = Ct vy v’”LZ(o,z;Hl(szg;R%)’

For Is we have:
! ) _ t . )
_ —g alyt gl o _ VA AN X
15—/0 (@1 =41: @; v j =i V1)) 2o ) /O(qr qr- (aj = a;)Vj) 2ol )
1 o o
=/ (q_z—qz,(a,-])tvl,j _(éi])tl_)l’j)Lz(Qof,R)
0 ;

4 . .
p J ~Jy\=i
_/O (% — s, (Cli - Cli )v;sj )LZ(Q({;R)’

where we have used the relations al.j v, i=0= Ezij o, jin Qg for the first integral.

By integrating by parts in time,
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t . . . X
15 = /(; (CI - q’ [(ai])[l)l,j _(&l])ll_)l9j ]I)LZ(Q({;]R)
t . .
= J 0 A= X
+ /O @~ @1@ ~a)5 10 20z,
+@ = q, @)’ =@ ) g gy O
+@ = q, (@] =aDT ) 2 g1 &) O

With the L2(0, T; H3 (Qf; R?)) control of v, we have
t . . . .
'/0 (q - 617 [(al-j)tvlaj _(C_llj)tﬁl,] ]I)LZ(Q({;R)

t . .
5 J =JN 150 :
+|fO @~ )~ @) gt )|
§ C“/; “q - q”LOO(O’t;LZ(Q({;R)) ”Ul - ﬁt”Lz(O,t;Hl(Qg;R3))’
(9 =@, @)D", =@ ) 2 g gy O
§ C\/; ||41(t) - é(t)||L2(Q(I;;R)”Ut - 61‘ ||L2(O,I;H1(Qg;R3)).

The remaining terms are more delicate. We first have
’ iy s iy s
|[) (q_qs(a, _ai)v;t7j)L2(Q(];;R)|+|(q_Qv(ai‘ _ai)v;’j)Lz(Q(];;]R)(t)i

t
<c /O 19 =l 20t 210 = @l g o)1 VOl a0,

g0 = GOl 2 g7 oy 100 =GO s gt o, IVE D g - (54

The apparent problem here is that @ — a is estimated in LZ(Q'f '; R?) in terms of
v—ovin H 1(52(]; : R3). Now, a bound of this quantity in L4(Qg :R%) will require
abound of v — vin H 2(52(]; : R3). In order to get such an estimate, we will bound

v—vin H 2(Qf ; R3) by lower-order terms in v — v. To do so, let us first estimate
the trace of v — v on I'g by using the test function —[4“2 (v—10)oW],4e oWl inthe
difference between the variational problems satisfied by v and v. By proceeding as
in Section 10, we would then get an estimate of the type, where § > 0 is given:

t
/0 IEVIw =) 0 Wha 72 g3 o) + 1£V101 =) 0 Wla (D17 g3 o)
t
< =2 =2
:cw?+8]/0 [Ilv g sy T 14 qllH.(Qg;R)}
t t
+Cs /0 I = 0172 qums) + € /O I = 2y

t
+C [ =58 gy
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which by patching all the charts defining I'g leads to an estimate of v — v in
L%(0, r; H'>(Tg; R?)) yielding by elliptic regularity:

= 2
/ 10 = 31 gy + 14 = @1 g1 10O = Oy

C[f+8]/ v - g —al2, ]

1'-12 Qf:R3) HI(Q):R)

+Cs /0 loe = 072 gups) + € /O I = 32 gy mo)
! 2
+C/0 ||U - v”[.]l(gz;R})-

Thus, with a choice of § > 0 small enough, we have for ¢ small enough by the use
of Gronwall’s inequality,

1) = O ) + /[nv HZ(QfRﬁnq anl(QfR)]
§C/O ||vz—a,||iz(g;R3)+C/0 v = 9131 eumo)-

By using this estimate in (54), we then get for a time small enough,
t . . . .

t 13
=2 =12
é C\/; |:/(; ”vl - UIHLZ(Q;R.%) +./(; ||U - U”H](Q;R3)

+lg - qIILOO(Ot L@l R))}

By putting together the estimates on I4, I5 and /g, we have

t . . . .
‘A ([al]q - C_ll]é]ta [vl,j —Ul,j ]t)Lz(Qg;R)
! 2 ! 2
§ C\/; |:/ ”vt - ﬁt”LZ(Q.RS) +f ”v - l_)”Hl(Q.]RZ%)
0 ’ 0 ’

+lg — glI* (55)

L0, L2(2]; R))i|
Now, by considering the difference between the two variational forms satisfied rep-

ectively by (v, ¢) and (v, g), and writing the difference between the pressure terms
as

/,(a{q—é;’q)w,,-:/fa;’(q—c7>¢>",j+/,(a{ —a))ag'.;.
2 2 2
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the Lagrange multiplier Lemma 13 of [5] yields for all ¢ € [0, T],

I = DOz + VTNV = 20 10 oy
(56)

By putting together the estimates (45)—(56), we then obtain for #, > 0 small enough
an inequality of the type:
tll

=12 =12
”vt — U ||L°°(0,IM;L2(Q;R3)) + A ”Ut - UIHHI(Q({;]R3)

—_ 5112 <
v =Vl 0,0, 11 @msy =0

which shows that (v, ¢) = (v, ¢) on [0, 1,]. Let
T, = sup{t € [0, T]| (v, q) = (v, g) on [0, 7]}.

If T, < T, we canrepeat the same procedure with T;, replacing 0, which would lead
to uniqueness for [T, T, + §t) as well. Thus, we have T, = T, which concludes
the proof of the theorem. O

12. Optimal regularity on the initial data

We first recall some extensions and regularization results on domains:

Lemma 4. Let Q' be a domain of class H 4. Then, there exists a linear and contin-
uous operator E(Q) from H™('; R3) into H™(R3; R?) (for each 0 < m < 4)
such that E(Q")(u) = u in Q. Also, if the H* norms of a family of domains stay
bounded, the norms of the corresponding linear operators also stay bounded.

Lemma 5. Since Q) is of class H*, let y™ € H*(B_(0,1); R%) (m = 1, ..., N)
be a collection of charts defining a neighborhood of its boundary. We note

N
1915+ =3 1™ it s 0.1 R3)-

m=1

Then, there exists a sequence of domains ( Q(S)’" ) of class C*°, so that Q2 C Qf)’”,
and the domains are defined with a collection of charts ™" € H*(B_(0, 1); R?)
(m=1,...,N)sothat Y"N_ |y"™ — Y| gacp_0.1):R3) — 0 asn — oo. Then

denote the complementary of §8’n in Q2 by Qg" and I'y = 3528" Assume that
n is large enough so that the different connected components of Qg’" (if there is
more than one solid) do not intersect each other or the boundary of Q2. Denote
o = 11925 go.

We now state the optimal regularity assumptions needed in our analysis, and
explain the adjustements required to the previous proofs.
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Theorem 2. With the same assumptions as in Theorem 1, except for the following
concerning the regularity of the initial data:

uo € HOQY: R N HA Q) RH N HJ (@ RHN LY, . (57a)
f:(0) € H*(Q); RY) N H?(To; RY),
(f):(0) € H'(Q}: RY),
(f)u(0) € L2 R?), (57b)

the conclusion of Theorem 1 still holds.

Remark 8. We have chosen here to take different forcings for the fluid, which we
still denote as f with the same assumptions as in Theorem 1, and the solid, in
order to point out that the higher-order regularity required indeed comes from the
hyperbolic scaling of the Navier-Stokes equations. The somewhat not-so-natural
condition f;(0) € H3(I'y; R3) is set in order to getwg € H4(S2f; R?) associated
with the condition w3 € L2(Q]; R?).

Proof. The idea is to first regularize the domains and initial data, modify the forc-
ings in an appropriate way, and then pass to the limit.

Given 0 £ p € D(B(0, 1)) with fB(O,l) o = 1, we define as usual p,(x) =
n3 p(nx).

We first notice that ug, w1, go and g still have the same regularity in Q(]; as in
Theorem 1. We first define in Qg’", up = ug and wi = wi, g5 = qo0, 4 = 41,
which is permitted since Qg’" C Qg . We next define w} in Qg’",

—vAW} + Vg} = py* E(Q))(—vAw) +Vg2) in Q" (58)
divw} = —[(@])i O)uf, j+2(a): (0w}, ] inQ)", (58b)
wy =0 on 9, (58¢)

ng ~1n AT 0 f f n n
VoNn —g¢N" = Vmpn*E(QO)(U)Z)_pn*E(QO)(C]2)N onlg,  (58d)

where N denotes the unit normal exterior to Qg’". Finally we define w% e

L2(Q)"; R?) by
no__ J Kk . J_N\3 : fin
wy = [v(gjagu,i),j —(a;q, )i + Fli(0) in 257,

where the time derivatives on the right-hand side are computed with the usual rules
from u(0) = ufj, 8/ u(0) = wh (p =1,2), 9/ q(0) = ¢ (p = 0,1,2).
We next define ug in the solid by
L*ul = L*[py x E(Q))(uo)] in 25", (59a)
ult = (u)’ on T%, (59b)
L(ug) + pn * E(Q)((£:):(0) = (wh)/ on I'g, (59¢)
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where the right-hand sides of the previous boundary conditions come from the fluid
regularization previously carried out. Note also that

Lup € HY(Q)"; RY), (60)
(with an estimate that may blow up as n — 00) since
L(Lug) = L*[pp * E(2))(uo)] in ",
L(uf) = —pn* E(Q)((f):(0) + (w5)! on Tf.
We can then define f§' in Q" by

L? f§ = L?[on » E() (/s (0))] in 25",
fio=@h! on Iy,
MRS X, A A, YN = =268 (U 1d,  ult, j1d, ul,
+v[v' k afal 1 ()N —[ga] 1, ()N on Ty,
with the same conventions as for the previous system for the time derivatives eval-

uated from Qg’", and "M, 1d, ; +ul, ; Id,, Jup i NJ* evaluated from €5
We then define in Q"

wi = fo

wy = ("M (om0 j =80 11 ],(0) + pu * E(QD((f):(0)),
= L(u) + pn * E(Q2)((f):(0)),
wi = ("M (om0 =m0k 11 ], 0) + on * E(R25)((f:)1:(0)),

where the time derivatives on the right-hand side are evaluated with v(0) = ug,
v;(0) = w/. We also define the regularized forcing in the solid

IO = pu x E(QY(fs(6) — f:(0)) + f§ in )"

We then have uf}, wf, w4 in H}(Q;R?) N H4(S2(J;’"; R N H4 QY™ R3) and
divuf = 0in ", w? € L2(Q; R%), with

=

”E(Q(];’")(ug) - u0||H4(Q(f;’R3)+”E(QA(Y)’H)(MS) — uOIlHS(Qi)sz) — 0 asn — oQ,
(61a)

IEQ@E™" W) = w1l yaggr s + IEQ@GM W) = w1l 2052

fin
+Hlwy — w2l g1 @r3) + 1E(Q)™)(ws) — wzlle(Qé';W) — 0asn — oo,
(61b)
||M8||H6(Q§)=”;R3) < B, ||wr1!||H4(ng";R3) = B, ||w§I|H4<Qg-";R3) < Bu,  (6l0)
lws — w3l 2.3 — coasn — oo, (61d)
where f,, is a given polynomial expression of ¢, and nn. We briefly explain how those

constants appear. For instance, for the first estimate of (61c), we have by elliptic reg-
ularity on (59) that [|ug || o @y R3) is bounded by a sum of terms, one of which being
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PI2y" | z76) II(wE')fHH4 fn.m3., P being a polynomial which does not depend
@)™ R3) .
on n. Next, still by elliptic regularity on (58), we have that ||(w§’)f Il 4 @™ R3) is
0 9

bounded by a sum of terms such as || p, x E (Qg) (Awy)|| ) This particular

H2(Q)"R?
term, by the properties of the convolution, is in turn bounded by
n3||E(Qg’n)(wz)HHl(R.s;Rz). This shows that a term of the type
P(an)n3||w2||H1(Qg;R3
Since the other terms in the sum can be dealt with similarly, this explains our
estimate (61c).

For the pressures, we have

) appears in the sum of all terms bounding ||ug || HO(Q)":R3)-

finy, o n finy. n
IE@E@) ~ 90l gz + TE@E"GD = 01t

HIE@)™) @) ~ a2l 1 o) — Oasn — oo, (62)

Since the initial data ug and forcings f"(0), f/*(0), f7{(0) are smooth enough to
ensure the regularity properties (61), we then deduce that we have similarly as for
Theorem 1 the existence of a solution w;, of a system similar to (20) with f, uo,

Qg , 2, replaced by their counterparts with an exponent n, and by, ¢, d; replaced

by b,, ¢, d, (with the choice xk = —— ) given b
Y bu, cn, dn ( K n(ﬁn+]))g y
1 ikl on ko i
bp(¢) = m(c W > # i) 2@y" Ry
n
1 ijkl n k i n
cn(9) = m(c W @) 2gynry Wy —wa, ¢)L2(Qg,n;R)

1@ D ONTTZ, + (@] afyuk L OINT, @) 12 rn:3)
— (M (n.; 0.5 —8; )l ()N, D) L2

1 .. ,
G = o @Mug,f 6 ) esnm)
n

=@ DOINTE_, + (& ¢k HOINT, &) 2z

where the time derivatives are computed with a velocity satisfying u(0) = ug,
u;(0) = w{ and a pressure such that ¢ (0) = ¢, g:(0) = g . Note that by construc-
tion, the solutions wj, of these problems in 2 satisfy w,(0) = ug, w,,(0) = wf,
Wn (0) = Wy, wyyy (0) = wy. Next, we proceed to energy estimates similar to
Section 8. The bounds obtained are similar, except that this time the terms associ-
ated with b,,, ¢, and d, tend to zero as n — oo. This is clear from the convergence
results (61) and (62) for the integral terms associated with the fluid. The terms
associated with the solid asymptotically tend to zero by properties of the convo-
lution. For instance, with the notations of Section 8, for ¢, = —[p, * (¢? wy o
W) ], 001 0ara303 oW1, we obtain after a change of variables, an integration by
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parts in time, and three integrations by parts in space:

/

t t2 . )
jki, n k i on ’
/0 ¢ P 4

S —”wn” 4,651. 13 ”n || A oS T3
= 0B, + 1) 2@ R Wi llLeo.r B 2y R)

Thus with our estimate (61¢), we have
t t’2 i . C
— (M kg sy dt’| = || (wy, n,
1/0 s A O g | £ I a0l

where Z;' denotes the same type of space as Z; with Q) and Qg replaced by
their counterparts with an exponent n. This type of estimate thus shows that this
term does not change the energy inequalities in Section 8. We can thus reproduce
the arguments of Section 9, establishing that (wj, g,) can be defined over a time
T independently of n, and its norm in Z’. depends solely on N (ug, (w;’)gz D+
N((ql-)l.zzo) + M(f",0,0) and thus, thanks to the estimates (61a), (61b), (61d),
solely on N (ug, (wi)i_,) + N((gi)?_y) + M(f,0,0). We can then consider the
sequence (E(2)(wy), E(Qg’")(qn)) which is bounded in a space similar as Zr
but defined on R3, and extract (with respect to ) a weakly convergent sequence
in a space modified from Y7 by replacing the condition u € HOI(Q; R3) by u €
H'(Q; R?) . By the classical compactness results, we next see that the weak limit
(v,q) € Zr and is a solution of (4) with f as the forcing and v(0) = ug. This
solution is also unique in Z7. O

13. The case of incompressible elasticity

In this section, we explain how to treat the supplementary difficulties appearing
when the incompressibility constraint is added in the solid. This leads to the same
system as (4), with the addition of the condition det Vi = 1 a.e. in 9, the addition
of [(al{‘q) & ]13:1 on the left-hand side of (4d) and the addition of —qaij N (the trace
of ¢ being from the solid phase in this new term) on the left-hand side of (4¢). We
now state our result and explain how to overcome the additional difficulties related
to this constraint.

We first update our functional frameworks. While X7 and Wr do not change,
Yr and Zr become respectively

v ={@.9) € Xr x L20.T: L@ R)| 8g € L0, T: H " (@ R)),
o'q € L2, T3 H"( @} R)(n = 0,1,2)].
Zr = {(v, q) € Wr x L2(0, T; LX(2: R))| 8'q € L*(0, T; H>"(Q]: R)),

g € L*0, T; H3"(Q5: R)(n =0, 1,2)| gy € L0, T; L*(2; R))} .
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Remark 9. Whereas the pressure in the solid satisfies 3¢ € L*°(0, T; H3™"
(2); R)) (n = 0,1, 2), it appears that the limit pressures ¢, are controlled uni-
formly in the norm of Z7 and seemingly not in these norms. Note also that while
the velocity field is smoother in the fluid phase for the solution of our next theorem,
the pressure field is actually smoother in the solid phase. Whereas our artificial
viscosity smoothes the velocity field in the solid, it also interestingly makes the
pressure in the solid for the regularized system less smooth than the one associated
with the solution of the constrained problem, which is a source of difficulties that
we shall describe later.

We now state our result:

Theorem 3. With the same regularity assumptions as in Theorem 2 and assuming
that the compatibility conditions associated with our new system att = 0 hold (for
the sake of conciseness we do not state them here), the conclusion of Theorem 1
holds for the case where the incompressibility constraint is added to the solid part.
Furthermore, 3)'q € L*(0, T’; H3 (5 R)(n =0, 1, 2).

Proof. The extra regularity (with respect to the norm of Z7) on the pressure in the
solid simply comes from the equation

Ut — ijkl[(n,m 7],] _Slj)nak ]71 ‘|'a,]q7] = f in (07 T) X 987

which once the regularity for the solution w € W7 is known provides immediately
the result. We now explain how to obtain a solution in Z7.

The beginning of the proof follows the same lines as in the compressible elastic-
ity case. We first assume that the initial data satisfies the regularity assumptions of
Theorem 1, and define the same smoothed problem as (14) with the corresponding
updates for the incompressibility constraint. We then define the same fixed point
linear problem as (17) where the condition al{‘ wi,x=0in Q) is added (the af being
computed from the given v). Next we add afq,k on the left-hand side of (17c) and
—qaij N (the traces being taken from €23)) on the left-hand side of (17d).

We then proceed as in [5] to construct a solution of this system by a penalty
method (the penalty term being this time defined over €2) and get the same type of
regularity result. This provides us with a solution (w,, g, ), which we also denote
by (w, q), of the incompressible version of (14) on a time 7 shrinking to zero. As
in the compressible case, (wy, g, ) is in Z7, , and since our smoothed problem has a
parabolic artificial viscosity, we also have for the velocity in the solid the regularity
Mw e L2(0, T; HY(Q5; RY) (n = 0, 1,2, 3) (with estimates that blow up as
k — 0). Thus, (wy, g¢) € ZTK with

Zi={w.q) € Zil 0w € L2O,1; H* " (@ R)(n = 0,1,2).

endowed with the norm
2

. I3, = 1. DI, + 6 Y 107 w72, pan s )
n=0
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We next proceed as in Section 8 to get energy estimates, which will be carried out
this time for the « dependent norm of Zt, independently of « on [0, 7, ], and for
such a purpose it is important to keep the x2 factor in the definition of the norm.
We could extend the sum to n = 3, though it is not necessary.

As before, the first set of estimates has to be carried out on the highest-order
time derivative. Our energy inequality (21) has the same form, except that the inte-
grals over Qg where g appears have to be taken this time on 2. The part over Qg
is estimated as before. We now explain how to deal with the integrals set on €2 for
the pressure, which indeed needs some justifications since the velocity in the solid
is not controlled uniformly in « in a space as smooth as the velocity in the fluid,
while the pressure is controlled in the same type of spaces in both phases. O

13.1. Estimates on Wy

Here ¢ denotes any time in (0, 7). The most difficult integrals set in [0, ] x €2
and associated with the incompressibility constraint in the solid are K

t . . t A .
= / / Gu (@) wy,,,; and Ko = / / G (@)t wy,,, ;, the others being either
o Jay 0 Jay
less difficult or similar to estimate.

Step 1. For K1, if we denote N* = —N, we have

t . . t . .
|K1| = ‘_/ / (éf[)vj (lej)td);n +/ / qtt(aij)tw;an
o Jay 0o Jry

t
§ C|:/(; ”qtt”H](QS;R)||7~7||H3(QS;R3)||IZ}||H3(QS;]R3)”'-Z)ttt”Lz(Qf);]R3)

t
+/0 ||61tt||H%(QB;R)||TI||H3(Q-(‘);R3)||w||H3(Q-§);]R3)||wttt||H%(Qg;R3)i|

- . 1 U ok -
< OV, Y, + Ct2 sup [ 11012 g ) 1 e 1 (Qf‘m} 1@, I3,
[0,7] ’ 0>
(63)
< CHill(m. ad
s Cra|l(w, @liz,. (64)

where we have used the continuity of w;,; in the sense of traces along I'g to bound
the L2(I'o; R?) norm of i,;; by means of the H? (2 R3) norm. Note that we
have also used the fact that the L>(L?) norm of §,; is in the definition of the norm
of Z;. In order to get an estimate on this norm, we should proceed in a way similar
to the one used for (29) in Section 9.

Step 2. Concerning K;, we have by integration by parts in space:

t R . t . X
K, = —/ / q,j (&i])mi};,; +/ / q(aij)mw;nN;,
0 Qf) 0 JIy

since our artificial viscosity provides the regularity w;, € L*0, T H 2(Q‘(‘); R3))
and W, € L2(0, Te; H'(S2; R?)) (with estimates that may blow up as k — 0).
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The difficulty here comes from the second integral. Whereas s for K; we can
estimate the trace of w;;; on I'g from the fluid, we have to take the norm of
Vw; in H ’0'5(1“0; Rg), which is problematic since the norm Z; contains only
its L2(£2%; R”) norm. In order to circumvent this difficulty, we notice that the same

formula holds if we replace w;;, by E (Qt’;)(u?,t‘,) (the extension to R? of the veloc-
ity in the fluid). Since w;; = ﬁ)g, on 'y, we have w;y; = E(Qg)(ti)t]:,) on Iy,
which implies that

t . _ t ‘ .
[ ay @i+ [ [ a@uE@h
0 Jo 0 J
t . .
+ / / G.; @ EQ@D @),
0 QB

and thus,
KZ § C / ||6} ” H3(QS ;R) ” d)tt ” H! (QJ;RS) || ﬁ || H3(QS ;R3) ||1Z)[t; ||L2(Q;R3)

+C / ”q ”1.13(9& ‘R) |, ||HI(QY’R3) ”w”H3(Q‘ R3) Wy ”LZ(Q R3)

+C / llgo + / qr ||H2(§28;R) [l ”HI(Q‘(‘);]R3) ||ﬁ||H3(QB;R3) | Wy ”HI(SZ({;]R3)

*C/O a0+ [l s 1 sy ) s o

t
<l DI, [ 1l
) t
+C 1 DI, ol [ 1l o

~ a2 g~ ~
+CV/t [l (w, 6I)||z, g: ”LZ(OJ?HZ(QB;R)) /0 ”wttthl(Qg;R3)
< CVELIE. DI, + N(g)7=p) 1-
The most difficult integral set at time ¢ on §2;) and containing g is
K3 = / qtt(&i])tﬁ);pj ,
2
for which we apparently just have an estimate of the type |I3| < C|(w, c])||zzt
(without any small parameter in front). We now explain how to treat this difficulty.
Step 3. We first notice that
K3 = —f Git»j (Ell-/)tﬁ)f, +/ qtt(&i/)tﬁ)f[Nj~
Q) Io

If we could say that g, is L°°(H 1) controlled, the L>(L?) control of w;; would
give us a suitable bound for K3. Whereas we have seen in the statement of our
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theorem that ¢;, for the limit solution is indeed in L>°(H!), we cannot seemingly
get such a bound on the approximate pressures g;;. In order to get around this, we
introduce similarly as in the previous step the extension to the solid domain of the
velocity in the fluid. Since a similar integration by parts formula holds when we

replace wy; by E(Qg)(u?,];), we deduce

Ky=— / Gurs, @), + / G @ E@D @)
s QB

2

+ [y @E@ @ (65)
0

The easier term to estimate is K32 = / (}n(&f)tE(Q({)(ﬁ),J;)i,j, for which we
2

have for an arbitrary § > 0:

t
2 ~ ~
K51 = C||61tt||L2(sz~5;R)||Id+/ w||H3(Qg);R3)||M0

t
+ w . w 5. w
/0 Bl 1 gy U2 1 e
+«/_||wm||

S Cllgullr2gym) 1 + 211 (@, @)1z, 1IN (uo, wi)i_))

L20,1H(Q); R?))]

e I, DI G, DI, IV o, (wP)) + 141, Dz,
< CING@, Dl IN wo, iy + 1@, DIE D, DI,
[N (o, (Wii_p) + 12 1@, @l 7,1
< 811G, G113, + CsN (o, (wi)i_y) + Cst? [, P, - (66)
For the first integral, the nonlinear elastodynamics equation in £2;) provides
Vi =a' [—ﬁ)m + ik Ly, + M (7, Ty j =8ij) sk Nees1
—2a,V§; — ayVq + fu +«h],

leading us for K31 = / Gre»j (&l»j)tlf)f, to(sincea~! = Vijinvirtue of det Vi = 1),
2

K31 = / |:Vﬁ [_d)ttt + Cijkl[(ﬁsi 'ﬁ’j _5ij)7~7ak lerai _Zdtvét - dtth
6
oo S
+fir + Kh]j| (51,'])t11);, + K/ (V7 [lett]]J(aij)tlb;t- (67)
2

The integrals on the first line of this equality do not give any trouble and can be
estimated in the same fashion. For instance, we have for

Ki = f |Vl ™ (G i, =831 1] @iy,
Q0
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t

t
~ 4 ~ ~
K3 < Clid+ / s g 9 gy Nz + [ 2o o

t
+ / Bl g 1 g
0

< 8@, I3, + Cot [, DI, + CsN (wo, (wi)i_))- (68)

Now, the difficult term to handle is K§ =K / [Vﬁ[LzI)l,]]j (d{),u?f,.We first write
2

the divergence form L/, = o,,,” (10;,), and integrate by parts:
K3 =—« / [Vitm [0™P (D)2, 1 (@]) b,

%
—K f [Viilo™? (i) 13 =y V1@ )7, 1m

QS

A [Villo™ (W) V @)}, N3,
0

leading us to

Kg‘ —K - [Vﬁ[gm‘”(ﬁ)tt)] 1] (aj)twn
0

< Cell@, Py, (69)

and thus by putting together (67), (68) and (69),

‘ / Gotrj @)y, — k| [VAle™ )1y @)ib], Ny,
o

To
< Ciel| @, PIIS, + Cst 1, DI, + 81, P, (70)
+Cs [ Nwo, i) + N(ako) + M(fikg k) | (T1)

Now, the apparent problem comes from the term o™ (w;;) on I'g that should
be taken in H~%3(I'y; R), which is troublesome since the norm in Z; appropriate
for our limit process only contains its L>°(0, ¢; L2(€2; R)) norm. In order to cir-

cumvent this, we notice that we also have, since E (Qg )(wy;) is at least as smooth
as wy, in £,

‘ /Q Guej @) QY @)~k fr [Viilo™ i) ey 1V @) )1 E(S24) () Nin
0 0

< Crell(, DI, + Cst# 1D, DI, + 1D, DI,
+C5[N (o, (wi)iy) + N((g)i—g) + M(f. kg kh)], (72)
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leading us, since w = E(Qg)(zi)f) on I'p, to

‘ f Gursj @)y, — / Gursj @ EQL) (@)
o o

< Crell(, DI, + Cst* 1, PG, + Sll(iD, 13,
+C5N (uo, (wi)i_y) + N((gi)7—y) + M(f, kg, kh)]. (73)

Thus, by using (65), (66) and (73), we have

3] < (Crc+ Cst D)@, DI, + 81D, I,
+C5[N (uo, (Wi);_y) + N((g)i—g) + M(f, kg, kh)]. (74)

Thus, we finally arrive to estimates analogous to (28) and (29), with the right-hand
side being of the same type as in (74).

13.2. Estimate on w;; and Wy
With the same arguments as in the next subsection, we have for n = 2, 1:

”a’nﬁ}”iz((),t;H“*”(Q‘({;R%)—}_”afné||iz(0,t;H3*”(Q'0f;R3))+”a’nﬁ||i°°(0,T:H4_"(QB:R3))
1O BT 20 1, pron ey T 187 TN 20,1 30 )
< Cs[N (o, (wi)i=) + M(f.kg.kh) + N ((4)=)]
+(Cie + Cot DI, DI, + C81l (. DI, (75)
We now explain in the case of the highest space derivative how to obtain elliptic

estimates independent of «, since the addition of the pressure term does not allow
us to use Lemma 1 directly in the present case.

13.3. Estimate on 1] in S

13.3.1. Regularity of the trace of 7. First, by proceeding as in Section 8, and as
for the case of the highest-order time derivative, we get an estimate for the trace
similar to (38), with a majorant of the same type as in (74). We explain hereafter how
to handle the estimates related to the pressure in the solid in order to get this trace
estimate since difficulties, different from those in the higher-order time derivative
problem, appear in the higher-order space derivative problem.

t . .

Step 1. Let Q4 =/ /R3 [0 B! Lnares [E2 W Lcnyanaes -
0 2

Then,

01 =02+ 03+ 04,
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with
t . 5 .
Q2 = /Q /R3 Q bijso{]aza3 [é. Wl]so(1a2(x3j s
t ) . o o 2
Q3 = /(; [;@ [[Q bij]sa]azog _Q»alazo@ b,'] - Q bi]’awzza_g ] [C Wl]’a1a2a3j ,

[ . .
Q4 :/O /]R3 Q1l¥10l2a3 bij[élwl]’dlaza&/'

For Q,, we first notice that for & = 7 o W, if g7k is the sign of the permutation
between {i, j, k} and {1, 2, 3} if i, j, k are distinct, or set to zero otherwise, then

J i L _mni_pqjrgmpn i
bi iy Wiaianasj = 2‘9 ™10, 0.4 Lajaras W, iaiaras

— Pqj i
- 8 9’17061&2‘13 9 W’Nlﬁlz%
1 .
- mni .pqjp m n i
+2 Z € & 6’1?%(1) Q’Q%(z)aoe) W’Ja1a2a3
0'623
mni ,pqj i
+ Z € € 9’[’%(1)%(2) 9’4%(%) W’Jdlazas
0623

1
— pqj m
= S&"Me [Q’Pdlazazs ’Jotlazm 1:6,

1 ,
- mni .pqjpn m n i
+2 Z € 2 0’170! (1) 9’(1%(2)%(3) W’]a1a2a3

ey
+1 gmmgpq/e m 9" W[~
2 Z Yplo(1)e(2) ~ qUs3) | jaranas?
oEX]

where we have use ™" P4/ = g™ g4P/ on the second equality and ™" P4/ =
g!"MgJ4P on the third one. Thus,

Q2 —/ / Qb I AR 21 %) [[{ W] s 3 ] —¢ W’ja1a2a3]

1
_Z mni o pqj
2 Jo Jr3 Z ee [QG’Wul) ’qaa(2>%<3>§ ]"’” ’10120‘3

oeX3

I .
- mni . pqj n 2 i
2 Jo Jr® Z ee [QG’P%a)%(z) 9’(1%(3) ¢l W’JO!zOG

oEX]

- mni .pqj «2pn m
/fR 6P 820, O s [0 1

t

— mni  pqj 29 m i n
+2[‘/R? € € ¢ 9’1"11012“% 9’]0{1(12(1/; ngq ]07
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showing that

|0y C«/ﬂl(ﬁ),é)ll‘}, + /R3 8mni5qu§29’Zla1a2m s QQ )

2
+N (g))-
In order to estimate the remaining term, we notice by integrating by parts twice for
— mni .pqj +2n m n ;
05 = /R‘ e eV L0, by avas O gayanay @05 that
— mni qu 2+ m
Q5 =¢£ & 43 { Q’qa]azag ’Pmazag Q 0

_gmni opqj n
e /H; (200,50 0.2 s -t
2 i m n
_(é- Qe’j )v 0’a1a2a3 Q’palazm ]

mni .pqj n i _pn i
+8 & / 0 é‘ Q 9’0(10[2(;{3 I:eaqalazom 7/‘ (33)17 6’[70[10{20[3 95/ (63)q] .
x3=l
Since P9/ = —g9P/  we then infer

- -
205 = _emmigpii /R T i (€200, ), 0. (6208, )10, 1 ]

gt gpai / 00O s 5 €~ 0 e 0 (e5)g)
x3=l
Now, if we note 8/ = E(Qg)(ﬁf) o W, we also have for
i 2
/R3 8mm€pq]§ Qf’rlgdlotza% ‘qayanas QG

_pnfm _
a similar formula. Since 6,5 4,4, = 07 .4/, 4y, 00 {x3 = 0}, we then have

205 = —gmnigPaj / 0 - o' )’alotzozS I:(ngQ’; )’1’9’20‘1”2“3

~(200.5). 0.y |

mni .pqj +2nf m
+2 A;_; € € ¢ o ’pajan0s ’qalaza% Qe’/’
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leading us to

1
1

'
C]O‘i‘[ qr
0

7
Tk
||n||H4(Q~(S),R3)

t
Q5] < CHId+f w
0

t
s '3
0
t
s [
0

t
ha+ [\
0 TH3 @R

t ~
+CHId+/ !
0

1
o [0
0 TH3@):RY)

< 81, DI, + CVHI@. DI, + C5IN (o, (wii_)) + N((g))]
Step 2. We see by integrating by parts with respect to the direction o¢; that we have
1031 £ CVIlI (i, DI, -
Step 3. Next, Q4 = Q¢ + Q7, where

t
~io
Q6 2/0 /]R3 Qaalazog b,‘§ WlﬂD(]OlQOGj

H3(Q25:R3) H2(2:R)

H3(Q4:R3)
1
7

7
” 77”;14(9»6;RB)

t
C]O"‘/ 4
0

H3(©Q:R3) H2A(Q5R)

171l 74 (5 3)

t
q0+/ q
0

HYQ5R3) H2(24:R)

t . . .
Q7 = /0 ‘43 Q90{10520l3 blj [[gzw]l’alazogj _§2lea1(x20tgj] .
We first have
t
071 < C /O U171 22 0 10 12 g 11 52 )] S CVEIND. DI, -

For Qg the divergence condition l;l.j wi, j=0on Supp ¢ implies that

t
2 [7iwi i
O¢ = [) /]R{‘ antlotzozs ¢ [bl] Wl,alazot}j —(bij W’,j )va1a2a3 ] ,
which in turn provides,

t
106l < C fo [0 1355 11 25 1 ey S OV, DI,

which concludes the estimates on the pressure terms in the solid, justifying why we
obtain a trace estimate similar as (38) with a majorant of the type of the right-hand
side of (74). Now, we turn our attention to the recovery of the regularity in the solid,
which will need some justifications since we cannot directly apply Lemma 1.
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13.3.2. Regularity in the incompressible solid. First, with the introduction of
F = —i, + MR, -7, =87k 1t —Lii + f + «h in 5,
and of 7, the solution in €2; of
K _ LFeG
—r+rF=q,
5 q
r(0) = qo,
we have for the nonlinear elastodynamics
—%Vﬁ Li—ViLi+V [gft +f] — Vi FinQ),
i.e.,
g[—Vﬁ Lii 4+ Vi, — Vil Lij + Vi = Vi F — ng Liin.  (76)
We now apply Lemma 1 to this equation, leading us to

- - ~ -~ K _ . .
sup || = Vij L(i) + Vil g2 (qyrs) < sup Vi F — EVw Lill g2 (o5 w3)
[0,¢] [0,¢]

+1 = LAd) + Vaoll g2 (g 3)
and, with H = —L(#j) 4+ V7, to

sup | H || 2 (g5 3)
[0,2]

~ K . - ~ ~
< supl[ Vi F — 2V Lifll gy + 1(V7 — 1d) LG gy )]
[0,7]

+N ((@i)7o)- (77)
We then want to use elliptic regularity on the system:
—Lij+Vi=H in €3, (78a)
divij = (=a/ +8;)if',j +3 in 2, (78b)
n=1r, on 'y, (78¢)

where the trace on ' is estimated as we explained in the previous subsection. Now,
for the divergence condition in 23, we notice that:

- j - L i
[(a,- — &N, ] sitiais = @ siviniz 1 »j (@ — 8ij)N' s jiriis

Z~j, S ~j =i
+ [ai slo(1) n ' Jlo(2)lo(3) +ai slo()lo(2) n 1 Jlo(3) :I *

gEX3

For the apparently problematic first term on the right-hand side, we first notice that

J ~ _ mni ~m=n ~ | __ _mni ~m =nzIi
aj iy 1'sj = 5" ePV @ g )iy 1.5 = "M PV 7, 7.

_nm_jqp=i ~n=m _ ~A=Jj=i .
=& el i Mg s =247 jiy 5
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which with the condition &ij ii',j =3, provides 0 = Zlij .y 7', » and thus

~J S =] =i ~J ~i = i
A; siyigis M 5j = —Q; i M s jis =4 sigiz N s jin —A; iy N s jinis -

We then deduce that

@ —8:pii', Il 113 g ) (1)
< 8, I, + CsN (o, (wi)i_y) + Ct (B, §)II3,- (79)

Now, with (77) and (79), elliptic regularity on (78) provides for

- 1 /‘ -
F—— r
1251 Jog

a bound of the same type as the right-hand side of (74), with however the norms in
Z, replaced by the norms in Z;, due to the term « || Vw L7|| H2(Q):R3) appearing on
the right-hand side of (77), that we bound by

2

~12
”77 ||L°°(O,I;H4(QB;R3)) +

L®(0,1; H3(Q):R))

t
Crell(0) | 3 g I LD + /0 Lill o)

< CrllwOll 3 g VDI 120,114 23 B
< CVill@, I, -

We now turn our attention to the pressure, which we just need to control in
L2(0, r; H3(Q%; R)). In order to do so, we notice from (76) that we have for K =
S=Lw + Vi ]:

12:%[Vﬁ—ld]Lw+VﬁLﬁ—v7+Vﬁﬁ—ngLﬁ,

which with the previous estimate on 7 and 7 shows that we have a bound on

| K ||i2 0.1 H(QRY) of the same type as the right-hand side of (74), but where

the norms in Z; are replaced by norms in Z; due to the estimate in L2(H?) of
k[Vn — 1d] Lw. Now, elliptic regularity on the system:

—Lkw + Vir, = 2K in 7,
divied = «(—a/ + 8;)w',; in ),
KW ZKIZJ‘];O on Iy,

provides, after integrating in time, an estimate for

1
2 ~ 12 ~ ~ 12
K [||w||L2(O,I;H4(QB;R3)) + ”rt - _|Q€)| /QS rtl'Lz(O,l;H3(Qé;R))i|
0

with a bound similar as in (74), still with the norms in Z; replaced by norms in Z;.
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Thus, we obtain for ||g — the same type of estimate

1 7112
et oy A2, 005y
as well. Given our estimate on ¢y, this also implies the same type of majoration for

~12
||61 ||L2(0,I;H3(96;R))'
Thus, we are lead to

1@, @12, < (Cre+ Cor? ) 1. DI, + 81, DI
+Cs [ N(wo, i) + N((@io) + M(f, kg, kh) |,

which leads as in Section 9 to the introduction of a polynomial, this time of degree
4, which does not bring any substantial change with respect to Section 9. Note
that the addition of Ck||(w, g)|| 821 does not create any difficulty since a small « is
chosen at the same stage as ¢, and the conclusion is similar as in Section 9 from
the continuity of || (w, g) || 7, on [0, T, ] which is established in the same way as the
continuity of ||(w, g)||z,. We then infer that there is a time of existence of « for our
smoothed problems, with a bound on || (w, g)|| 7r and thus on || (W, g) ||z, indepen-
dent of «. Existence follows then by weak convergence in Y7 and uniqueness can
be established similarly as for the compressible case in Section 11.
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