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#### Abstract

We study an auto-calibration problem in which a transform-sparse signal is compressive-sensed by multiple sensors in parallel with unknown sensing parameters. The problem has an important application in pMRI reconstruction, where explicit coil calibrations are often difficult and costly to achieve in practice, but nevertheless a fundamental requirement for high-precision reconstructions. Most auto-calibrated strategies result in reconstruction that corresponds to solving a challenging biconvex optimization problem. We transform the auto-calibrated parallel sensing as a convex optimization problem using the idea of 'lifting'. By exploiting sparsity structures in the signal and the redundancy introduced by multiple sensors, we solve a mixed-norm minimization problem to recover the underlying signal and the sensing parameters simultaneously. Robust and stable recovery guarantees are derived in the presence of noise and sparsity deficiencies in the signals. For the pMRI application, our method provides a theoretically guaranteed approach to self-calibrated parallel imaging to accelerate MRI acquisitions under appropriate assumptions. Developments in MRI are discussed, and numerical simulations using the analytical phantom and simulated coil sensitives are presented to support our theoretical results.
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## 1 Introduction

We frequently encounter challenges with imperfect sensing, where accurately calibrated sensors are critical for high-precision measurements or reconstructions. For many applications, explicit calibration is often difficult and expensive to carry out in practice, posing a major roadblock in many scientific and technological endeavors where accurate and reliable measurements are essential. The idea of auto-calibration (calibration-less/self-calibration) avoids the difficulties and inaccuracy associated with explicit estimations by equipping the sensors and systems with the capability to automatically derive the sensing information from its collected signals while performing the intended system function. Auto-calibration is a field of research that finds successful applications across diverse fields such as wireless communication, computer vision, remote sensing, biomedical imaging and more. This field encompasses a wide range of techniques, including blind deconvolution, blind phase retrieval, blind rotation estimation, and direction-of-arrival estimation, among others.

The inverse problem for auto-calibration is generally difficult to solve. In practice, most self-calibration algorithms rely on joint estimation of the signals of interest and the calibration parameters using standard techniques such as maximum likelihood estimation, alternating minimization or convex/nonconvex optimization. In this work, we extend the line of work that combines convex optimization and compression sensing in solving various auto-calibration tasks 36 11 42 . A common scheme in such approaches includes first transforming the biconvex constraints to convex constraints using the idea of 'lifting' [11; then, drawing on ideas from compressive sensing to exploit redundancy/sparsity priors in the signal model and/or the calibration model while being consistent with the convex constraints.

In this work, we consider a type of auto-calibration problem where the same underlying signal is being sensed by multiple sensors in parallel with unknown calibration parameters. Specifically, we are concerned with the following problem:

$$
\begin{equation*}
\mathbf{y}_{i}=\mathbf{F}_{\Omega}\left(\mathbf{s}_{i} \odot \mathbf{x}\right)+\boldsymbol{\omega}_{i}, i=1 \cdots C \tag{1}
\end{equation*}
$$

where $\mathbf{y}_{i} \in \mathbb{C}^{L \times 1}$ are the measurements, $\mathbf{F}_{\Omega} \in \mathbb{C}^{L \times N}$ with $L \leq N$ is the partial Fourier matrix with rows belongs to a subset $\Omega \in[N], \mathbf{s}_{i} \in \mathbb{C}^{N \times 1}$ is the vector of unknown calibration parameters, $\mathbf{x} \in \mathbb{C}^{N \times 1}$ is the our signal of interest, $\boldsymbol{\omega}_{i} \in \mathbb{C}^{L \times 1}$ is the additive noise. We have $C$ sets of measurements. Here $\odot$ is the point-wise multiplication. Our goal is to simultaneously reconstruct the signal $\mathbf{x}$ and sensor profiles (calibration parameters) $\mathbf{h}_{i}$. Such a forward model has important applications e.g. in parallel MRI reconstruction where one collects partial Fourier (k-space) measurements of an underlying image using multiple receiver coils where each one has nonuniform responses.

Before proceeding with further analyzing the model, we briefly discuss the identifiability and dimension of the problem. First, if $\mathbf{s}_{i}$ and $\mathbf{x}$ form a pair of solutions to (1), then for any complex vector $\mathbf{v}$ with nonzero entries, $\mathbf{s}_{i} \odot \mathbf{v}$ and $\mathbf{x} \odot 1 / \mathbf{v}$ is a pair of solutions. Furthermore, with $L \leq N$, (1) has $C L$ number of measurements and $(C+1) N$ number of unknowns. Thus, it is impossible to recover all $\mathbf{s}_{i}$ and $\mathbf{x}$ without making further assumptions.

Of particular interest is the case when $\mathbf{x}$ is transform-sparse, a characteristic often observed in real-world signals ${ }^{1}$. That is, there is some known sparsifying transformation $\Psi \in \mathbb{C}^{N \times N}$ such that $\boldsymbol{\Psi} \mathbf{x}$ is n-sparse with $n<N$. Common choices for $\Psi$ include the well-known DCT basis and the wavelet basis. Despite the sparsity assumption, the available measurements are still fewer than the unknowns (i.e., $C L \leq C N+n$ ). We impose an additional subspace assumption, $\mathbf{s}_{i}=\mathbf{B h}_{i}$, which can be interpreted as that the calibration parameters all lie in some known subspace spanned by a tall matrix B. Practical choices for such B can be low-order polynomial basis or low-frequency sinusoidal basis to promote smoothness in the coil profiles. Altogether, the forward model becomes:

$$
\begin{equation*}
\mathbf{y}_{\mathbf{i}}=\mathbf{F}_{\Omega}\left(\mathbf{s}_{\mathbf{i}} \odot \mathbf{x}\right)+\boldsymbol{\omega}_{i}, \mathbf{s}_{\mathbf{i}}=\mathbf{B h}_{\mathbf{i}}, \mathbf{\Psi} \mathbf{x}=\mathbf{z}, \mathbf{z} \text { is sparse }, i=1 \cdots C . \tag{2}
\end{equation*}
$$

Here, $\mathbf{B} \in \mathbb{C}^{N \times k}, k<N, \boldsymbol{\Psi} \in \mathbb{C}^{N \times N}$ are known.
The forward model holds significant relevance in blind pMRI reconstructions. Additionally, although the above model may appear straightforward and specific, providing a rigorous analysis on it proves to be non-trivial. Our goal is to understand the requirements on the number of samples $L$ and the number of parallel measurements $C$ for a robust and stable recovery of all $\mathbf{h}_{i}$ and $\mathbf{x}$. The primary challenge for analysis comes from the inherent structure of the forward matrix, which requires us to make reasonable and careful assumptions regarding randomness that align with the specific application in mind.

### 1.1 Notation and outline

We denote vectors and matrices by bold font letters (e.g. $\mathbf{x}$ or $\mathbf{X}$ ) and scalars by regular font or Greek symbols. For any vector $\mathbf{x} \in \mathbb{C}^{N}$ and set $S \subset[N]$, define $\mathbf{x}_{S}=\mathcal{P}_{S} \mathbf{x} \in \mathbb{C}^{N}$ the orthogonal projection of $\mathbf{x}$ onto set $S$. (e.g. $\mathbf{x}_{S}(i)=\mathbf{x}(i), i \in S$ and $\mathbf{x}_{S}(i)=0$, for $i \in S^{c}$ ). Similarly, define the orthogonal projection of $\operatorname{matrix} \mathbf{X} \in \mathbb{C}^{N_{1} \times N_{2}}$ to set $T \subset\left[N_{1}\right] \times\left[N_{2}\right]$ by $\mathbf{X}_{T}=\mathcal{P}_{T} \mathbf{X} \in \mathbb{C}^{N_{1} \times N_{2}}$, such that $\mathbf{X}_{T}(i, j)=\mathbf{X}(i, j),(i, j) \in T$ and $\mathbf{X}_{T}(i, j)=0$, otherwise. We denote the N by N identity matrix as $\mathbf{I}_{N}$. For any complex vector $\mathbf{x}$ or $\operatorname{matrix} \mathbf{X}, \overline{\mathbf{x}}$ or $\overline{\mathbf{X}}$ means their conjugate respectively. vec $(\mathbf{X})$ means the vectorization of a matrix $\mathbf{X}$ in the column-wise order into a vector. We denote the circular convolution as $*$ and the kronecker product as $\otimes$. For any set $S$, we denote $S^{c}$ as its complementary set and $|S|=\operatorname{Card}(S)$. When we refer to a matrix as generic, we imply that the entries within that matrix/vector are independently sampled from a standard Gaussian distribution. Informally, we refer to a matrix $X \in \mathbb{C}^{N_{1} \times N_{2}}$ being incoherent if the 2-norm of its

[^0]rows does not vary too much.
The paper is organized as following: In section 2 we briefly discuss our contributions in relation to the state of the art in self-calibration and compressive sensing MRI. In section 3 we introduce the problem setup. We present our main results in section 4 and provide the details of the proofs in section 6 . Numerical experiments are shown in section 5 .

## 2 Related work

Our work is grounded in a real-world application concerning auto-calibrated pMRI. We draw general ideas from compressive sensing, convex optimization, self-calibation and applications in MRI reconstruction. The work is inspired by papers related to bringing self-calibration problems into the framework of biconvex compressive sensing, such as PhaseLift, SparseLift [36] 20] and by blind deconvolution using lifting by [4].

We first introduce the concept of 'lifting', which serves as an important tool to in our proposed method. Consider any bi-linear measurements of two unknown signals $\mathbf{x}$ and $\mathbf{z}$ of the form

$$
\begin{equation*}
y_{i}=<\mathbf{x}, \mathbf{b}_{\mathbf{i}}><\mathbf{z}, \overline{\mathbf{a}}_{\mathbf{i}}>, i=1 \cdots m, \tag{3}
\end{equation*}
$$

where $\mathbf{x}, \mathbf{b}_{i} \in \mathbb{C}^{N_{1} \times 1}, \mathbf{z}, \mathbf{a}_{i} \in \mathbb{C}^{N_{2} \times 1}$. Define matrix $\mathbf{X}:=\mathbf{x z} \mathbf{z}^{T}$, we can write the bilinear equations as a linear equation with respect to $\mathbf{X}$ using some linear algebra,

$$
\begin{equation*}
<\mathbf{x}, \mathbf{b}_{\mathbf{i}}><\mathbf{z}, \overline{\mathbf{a}}_{\mathbf{i}}>=\mathbf{b}_{i}^{*} \mathbf{x} \mathbf{z}^{T} \mathbf{a}_{i}=\mathbf{b}_{i}^{*} \mathbf{X} \mathbf{a}_{i}=\left(\mathbf{a}_{i}^{T} \otimes \mathbf{b}_{i}^{*}\right) \operatorname{vec}(\mathbf{X}) . \tag{4}
\end{equation*}
$$

Hence, by defining linear operator $\mathcal{A}: \mathbb{C}^{N_{1} \times N_{2}} \rightarrow \mathbb{C}^{m}$, the systems of equations becomes

$$
\begin{equation*}
\left[y_{1}, \cdots, y_{m}\right]=\mathcal{A}(\mathbf{X}):=\left\{\mathbf{b}_{i}^{*} \mathbf{X} \mathbf{a}_{i}\right\}_{i=1}^{m} . \tag{5}
\end{equation*}
$$

The original bilinear equations of dimension $\left(N_{1}+N_{2}\right)$ is 'lifted' to linear equations of underlying dimension $N_{1} \times N_{2}$.

### 2.1 Related work in auto-calibration and compressive sensing

There exist two primary approaches to address the bilinear optimization problems: one involves convexifying it through methods such as linearization or lifting [4 36 35 20]. The other involves optimization in the natural parameters space using alternating minimization and gradient descent algorithms 30 33 46 . Various auto-calibration problems of similar setups have been explored, mainly differing from each other in the following two assumptions:

- The assumptions made about the signal and calibration parameters: whether they are sparse individually or jointly, sparse in the natural parameter space or after transformations, subspace constrains, or restricted by sign constraints.
- The selection of the forward model: whether it employs generic sensing matrices (e.g., Gaussian) or structured sensing matrices implied by the specific application cases.

We briefly survey several works that have influenced our work, employing a combination of 'lifting', sparsity priors, and subspace assumptions. The SparseLift framework [36] is concerned with another type of bilinear self-calibration problem pertaining sparse signals. The authors consider recovery from the following bi-convex measurements:

$$
\begin{equation*}
\mathbf{y}=\operatorname{diag}(\mathbf{B h}) \mathbf{A} \mathbf{x}+\boldsymbol{\omega}, \tag{6}
\end{equation*}
$$

where $\mathbf{h} \in \mathbb{C}^{k}, \mathbf{y} \in \mathbb{C}^{L}, \mathbf{A} \in \mathbb{C}^{L \times N}, L \leq N$ and $\|\mathbf{x}\|_{0}=n$. In this model, the unknown sensing parameters come after compression (e.g. matrix $\mathbf{A}$ is Gaussian or partial Fourier). Using the idea of lifting, Sparselift

36] first transforms the bi-convex constraint (6) to a linear constraint with respect to $\mathbf{X}=\mathbf{h} \mathbf{x}^{T}$. Exploiting the sparsity in $\mathbf{x}$ and consequently within $\mathbf{X}$, the recovery solves a convex relaxation by minimizing the $\|\mathbf{X}\|_{1}$ subject to the linear constraints. The authors show the recovery of $\mathbf{X}_{0}=\mathbf{h}_{0} \mathbf{x}_{0}^{T}$ is guaranteed with high probability when the sensing matrix $\mathbf{A}$ is either a Gaussian random matrix or with its rows chosen uniformly at random with replacement from the DFT matrix, when the number of measurements $L$ is of the order of $\mathcal{O}\left(k n \log ^{2}(L)\right)$. In a related work, 20 extends the results of SparseLift to the case where one observes $\mathbf{y}=\sum_{i \in[r]} \operatorname{diag}\left(\mathbf{B h}_{i}\right) \mathbf{A} \mathbf{x}_{i}+\boldsymbol{\omega}$. This extension improves recovery guarantees by solving a $l_{1,2}$ minimization by promoting block sparsity in the lifted signals. One important application of the auto-calibration problem in imaging includes reconstruction using randomly coded masks [6] 51].

The idea of 'lifting' also applies to a particular class of self-calibration problems, notably the blind deconvolution problem [4] , where one measures the convolutions of the signal with an unknown filter (i.e., $\mathbf{y}=\mathbf{h} * \mathbf{x})$. Notice that the forward model (2) can be written as a convolution $\mathbf{y}=I_{\Omega}\left(\mathbf{F B h} * \mathbf{F} \mathbf{\Psi}^{*} \mathbf{z}\right)$. The work 4 analyzes the case when the Fourier space is fully sampled, it also uses lifting and solves a nuclear norm minimization problem by exploiting low-rankness in the lifted signal $\mathbf{X}$. If the active coefficients of $\mathbf{z}$ are known and $\|\mathbf{z}\|_{0}=n$, the main theorem of [4] guarantees a stable recovery when the number of measurements is of the order $\mathcal{O}(n+k)$ when $\boldsymbol{\Psi}$ is generic and $\mathbf{B}$ is incoherent. 31 analyzes the case when the convolution is only subsampled, the authors provide an iterative algorithm for recovering bi-sparse signals $\mathbf{s}$ and $\mathbf{x}$. The subspace assumption that we adopt in this work $\mathbf{s}=\mathbf{B h}$ is a special case when the support of a sparse calibration parameters is known. The authors provide robust recovery guarantees near optimal sample complexity when the sparsifying matrices are generic.

On the other hand, parallel imaging (i.e., $C>1$ in (2p) consistently yields superior reconstruction results when compared to the single-coil $(C=1)$ scenario 3445 . We aim to establish a framework for comprehensively analyzing the role of multiple coils and the underlying reasons for its improved recovery.

From a practical viewpoint a relevant scenario focuses on self-calibration from multiple snapshots. For example, blind image restoration from multiple filters 26 and self-calibration model for sensors 7 7 35 , 22] 9 . The goal here is to recover the unknown gains/phases $\mathbf{D}=\operatorname{diag}(\mathbf{d})$ and a signal matrix $\mathbf{X}=\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{p}\right]$ from the measurement matrix $\mathbf{Y}=\left[\mathbf{y}_{1}, \cdots, \mathbf{y}_{p}\right]$ and $\mathbf{Y}=\mathbf{D A X}$. In general, the method does not require sparse priors on the signal or the calibrations. Among this line of research, an interesting and somewhat related method involves using the idea of 'linearization' to transform the biconvex constraint into a linear one. One crucial assumption is that $\mathbf{s}$ does not have zero entries and define $\mathbf{d}=\mathbf{1} / \mathbf{s}$, observations of the form $\mathbf{y}_{l}=\operatorname{diag}(\mathbf{s}) \mathbf{A} \mathbf{x}_{1}$ can be written as

$$
\begin{equation*}
\mathbf{y}_{l} \mathbf{d}=\mathbf{A} \mathbf{x}_{\mathbf{l}} \tag{7}
\end{equation*}
$$

which is a linear equation in $\left[\mathbf{s}, \mathbf{x}_{l}\right]$. Compared to 'Lifting', the underlying problem dimension is unchanged. The same idea of linearization can also be found in 22 [9] [7]. In [35, the authors solve the problem using least-square minimization and give a theoretical recovery guarantee when $\mathcal{A}$ is generic.

For a general discussion on the issue of injectivity and the principle of identifiability for bi-linear compressive sensing, see e.g. 29 [12. It is also worth noting that 22 11] have developed self- calibration algorithms by using sparsity, convex optimization, and/or ideas from compressive sensing.

### 2.2 Related work in MRI

In this section, we show the connection of our problem to magnetic resonance imaging (MRI) and discuss auto-calibration methods within the specific application. MRI is a widely used imaging modality that enables high-contrast imaging. In a parallel MRI setting, multiple receiver coils are used to collect data from the same underlying image $/ 3 \mathrm{D}$ volume. Data collected by the sensors are samples of the spatial Fourier transform of the underlying image multiplied by the complex receiver coil profile. We refer to the book 39] for an
introduction to the physics of MRI. The need for precise calibrations of the coil profiles arises due to their non-uniformity, including:

- Nonuniform sensitivity: coils are most sensitive near the body surface, diminishing with distance from the imaged object.
- Phase modulation: coils induce point-wise phase shifts in the sensed signal.

The coil profile can be regarded as a complex vector $\mathbf{s} \in \mathbb{C}^{N}$ of the same length as the object to be imaged $\mathbf{x} \in \mathbb{R}^{N}$ and the forward model of pMRI can be written in the form of equation (1). The Fourier measurement ( $k$ space) is subsampled to achieve faster imaging.

MR images often give rise to sparse representations, either in the spatial domain or, more commonly, in some transform domain [37. Since Lustig et al. 37] first demonstrated the compressive sensing approach for MRI reconstruction, it has become one of the most important tools used for modern MR imaging research. The redundancy in MRI can come in four ways: a) transform sparsity: natural images are sparse in transform domains, b) k-space (Fourier space) redundancy: exploit structured low-rankness of some formed measurements matrix which rely on the Fourier convolutional relationship, c) coil redundancy: sensitivity encoding by using multiple coils and their pairwise relationships, d) temporal redundancy: dynamic MRI. Coil domain redundancy uses the pairwise relationship between coils. The two most famous methods include SENSE [45] and GRAPPA 23] and their references within. Compared to the spatial/coil domain sparsity, methods exploiting structured k-space redundancy are relatively new. These approaches are derived from the k-space convolution relationship. We refer to SAKE [50], LORAKS 25], ALOHA 28] for this line of research. In this paper, we exploit both transform sparsity and coil redundancy. A similar setup, though in the perfectly calibrated case, is used in sparse SENSE 13 where the authors exploit joint sparsity across channels by solving a $l_{1,2}$ minimization problem.

From compressive sensing theory we know that by exploiting sparsity, under certain conditions images with a sparse representation can be recovered from randomly undersampled k-space (Fourier space) 10] 49]. In our model, we assume our signal is sparse in some transform domain $\boldsymbol{\Psi}$. The choice of such $\boldsymbol{\Psi}$ is related to the field of research in sparsifying transformations 16 . M4. More recently, attention has turned to adapting these models to data [3]. In this paper, we only consider a known sparsifying transformation $\boldsymbol{\Psi}$ satisfying $\boldsymbol{\Psi}^{*} \boldsymbol{\Psi}=\mathbf{I}_{N}$. In the MRI literature, it has been demonstrated that the discrete cosine transformation, the wavelet transform and the finite difference transform are the mainly utilized choices for sparsifying MR images [50] 47 [13].

In practice, the coil profiles are often assumed to lie in a low dimensional subspace. Hence, $\mathbf{B}$ in (2) is commonly chosen as a polynomial basis or a sinusoidal basis as seen in practice 45] 24. As for common practices for calibrating the coil profiles, typically, these profiles are estimated through a separate pre-scan. However, this approach is susceptible to motion errors, environmental fluctuations, and requires longer acquisition times, among other challenges. For auto-calibration methods, a line of research relies on a fully sampled k-space region 40 41 to extract the sensitivity parameters. Data driven auto-calibration methods, such as GRAPPA [23] and SPIRiT 38] can be viewed as interpolation methods by estimating linear relationships within the fully sampled k-space (e.g., kernel calibration) and enforce that relationship to synthesize data values in place of unacquired data (e.g., data reconstruction). More recently, a data-driven method SAKE [50] structures the multi-coil dataset into a new data matrix that is designed to have low-rankness property. Then it solves a matrix completion problem to fill in the missing data. Joint estimation techniques attempt to iteratively estimate both the coil sensitivities and image contents while imposing some smoothness constraints on the sensitivity profiles, some examples include 56 53. Of particular interest is ENLIVE 27] where the author shows a connection between the original non-convex formulation to a nuclear norm minimization problem by using the idea of 'Lifting'.

ENLIVE solves the following relaxed joint optimization problem over $k$ sets of coil profiles $\mathbf{s}_{j}^{i}$ and images $\mathbf{x}^{i}$ from measurements $\mathbf{y}_{i}$ over $C$ coils,

$$
\begin{equation*}
\arg \min _{\mathbf{x}^{i}, \mathbf{s}_{\mathbf{j}}^{\mathbf{j}}} \Sigma_{j=1}^{C}\left\|\mathbf{y}_{i}-\mathcal{F}_{\Omega}\left\{\Sigma_{i=1}^{k} \mathbf{s}_{j}^{i} \odot \mathbf{x}^{i}\right\}\right\|_{2}^{2}+\alpha \Sigma_{i=1}^{k}\left(\Sigma_{j=1}^{C}\left\|\mathbf{W} \mathbf{s}_{j}^{i}\right\|_{2}^{2}+\left\|\mathbf{x}^{i}\right\|_{2}^{2}\right) \tag{8}
\end{equation*}
$$

The operator $\mathbf{W}$ enforces smoothness in the coil profiles. Here, k sets of images $\mathbf{x}^{i}$ are used instead of one single image $\mathbf{x}$ to account for model violations. In a post-processing step, an average image is calculated as the solution.

The author shows an equivalence relationship between the formulation to a linearly constraint nuclear norm minimization problem by using the idea of 'Lifting'. By defining the matrix $\mathbf{y}=\left[\begin{array}{lll}\mathbf{y}_{1} & \cdots & \mathbf{y}_{C}\end{array}\right], \mathbf{U}=$ $\left[\begin{array}{lll}\mathbf{x}^{1} & \cdots & \mathbf{x}^{k}\end{array}\right], \mathbf{V}=\left[\begin{array}{lll}\mathbf{W} & \mathbf{s}_{1}^{1} & \cdots \\ \mathbf{W} & \mathbf{s}_{j}^{k}\end{array}\right]$, the problem is lifted into

$$
\begin{equation*}
\arg \min _{\mathbf{U}, \mathbf{V}}\left\|\mathbf{y}-\mathcal{A}\left(\mathbf{U} \mathbf{V}^{T}\right)\right\|_{2}^{2}+\alpha\left(\|\mathbf{V}\|_{F}^{2}+\|\mathbf{U}\|_{F}^{2}\right) \tag{9}
\end{equation*}
$$

which is further related to the nuclear norm minimization problem with respect to the tensor product $\mathbf{Z}=\mathbf{U V}^{T}$,

$$
\begin{equation*}
\arg \min _{\mathbf{Z}}\|\mathbf{y}-\mathcal{A}(\mathbf{Z})\|_{2}^{2}+2 \alpha\|\mathbf{Z}\|_{*} . \tag{10}
\end{equation*}
$$

ENLIVE is related to our approach as it uses lifting and exploits the low-rankness property of the lifted signal, whereas our method exploits the block-sparsity of the lifted signal. However, since nuclear norm minimization is computationally expensive, 10 is not utilized for practical computations but rather to provide an analytical explanation; In practice, the non-convex formulation (8) is used to solve the auto-calibrated reconstruction problem instead.

Although these algorithms undoubtedly offer utility and applicability by giving successful numerical results, the majority of them do not provide sufficient theoretical guarantees of recovery.

### 2.3 Our contributions

We propose a new method that combines convex optimization and compressive sensing to solve the autocalibration problem in the form of (2) by exploiting the block sparsity structure within the lifted signals among all parallel sensors and solving a convenient mixed-norm optimization problem. The main contribution is to provide a robust and stable theoretical guarantee of recovery. Additionally, existing theoretical development in calibrationless compressive sensing methods often lacks assumptions aligned with those suitable for the pMRI application. We make an effort to incorporate appropriate assumptions throughout our analysis.

## 3 Problem setup

We are concerned with the following auto-calibration problem:

$$
\begin{equation*}
\mathbf{y}_{i}=\mathbf{F}_{\Omega} \mathbf{D}_{i} \mathbf{x}+\mathbf{n}_{i}, i=1 \cdots C \tag{11}
\end{equation*}
$$

where $\mathbf{y}_{i} \in \mathbb{C}^{L \times 1}$ are the measurements, $\mathbf{F}_{\Omega} \in \mathbb{C}^{L \times N}$ is the partial Tourier matrix of the N-point DFT matrix with $L$ rows chosen from the subset $\Omega \in[N], \mathbf{D}_{i} \in \mathbb{C}^{N \times N}$ is the diagonal matrices of calibration parameters, $\mathbf{x} \in \mathbb{C}^{N \times 1}$ the underlying signal, $\mathbf{n}_{i} \in \mathbb{C}^{N \times 1}$ being additive noise.

Our goal is to recover the common signal of interest $\mathbf{x}$ from the measurements $\mathbf{y}_{i}$ where the calibration matrices $\mathbf{D}_{i}$ are unknown. As discussed in the introduction, it is in general not possible to recover $\mathbf{x}$ (and
$\mathbf{D}_{i}$ ) from the measurements since the number of unknowns is larger than the number of measurements, regardless of how many independent experiments are taken (reflected in the number $C$ ).

Hence, we impose two assumptions on both the signal $\mathbf{x}$ and the calibration parameters $\mathbf{D}_{i}$. In particular,

1. $\mathbf{x}$ has a sparse representation: there is a known sparsifying transformation $\boldsymbol{\Psi} \in \mathbb{C}^{N \times N}$ such that $\mathbf{z}=\mathbf{\Psi} \mathbf{x}$ is $n$-sparse. The location of the $n$ active coefficient of $\mathbf{z}$ is unknown.
2. The calibration matrices belong to a common and known subspace: there is a known tall matrix $\mathbf{B} \in \mathbb{C}^{N \times k}$ with $k<N$ such that $\mathbf{D}_{i}=\operatorname{diag}\left(\mathbf{B h}_{i}\right)$, for all $i=1 \cdots C$. Here $\mathbf{h}_{\mathbf{i}} \in \mathbb{C}^{k}$ are unknown.

Under these assumptions, the recovery problem is to find $\mathbf{h}_{i}, i=1 \cdots C$ and a sparse $\mathbf{z}$ that satisfies

$$
\begin{equation*}
\mathbf{y}_{i}=\mathbf{F}_{\Omega} \operatorname{diag}\left(\mathbf{B h}_{i}\right) \mathbf{\Psi}^{*} \mathbf{z}, i=1 \cdots C . \tag{12}
\end{equation*}
$$

Next, we apply the idea of 'Lifting' to transform the bi-linear constraint in both $\mathbf{h}_{i}$ and $\mathbf{z}$ to a linear constraint with respect to their outer product $\mathbf{h}_{i} \mathbf{z}^{T}$

### 3.1 Lifting

Using the lifting approach [11, 4, 36], we can transform the biconvex problem into the problem of recovering a sparse matrix from linear measurements.
In particular, denote $\mathbf{B}=\left[\begin{array}{c}\mathbf{b}_{1}^{*} \\ \vdots \\ \mathbf{b}_{N}^{*}\end{array}\right]=\left[\begin{array}{lll}\mathbf{c}_{1} & \cdots & \mathbf{c}_{k}\end{array}\right] \in \mathbb{C}^{N \times k}, \boldsymbol{\Psi}^{*}=\left[\begin{array}{c}\mathbf{q}_{1}^{T} \\ \vdots \\ \mathbf{q}_{N}^{T}\end{array}\right]=\left[\begin{array}{lll}\boldsymbol{\psi}_{1} & \cdots & \boldsymbol{\psi}_{N}\end{array}\right] \in \mathbb{C}^{N \times N}$.
A little linear algebra yields that the measurements $\mathbf{y}_{i} \in \mathbb{C}^{L \times 1}$ from each coil obey:

$$
\mathbf{y}_{i}=\mathbf{F}_{\Omega}\left[\begin{array}{c}
\mathbf{b}_{1}^{*} \mathbf{h}_{i} \mathbf{z}^{T} \mathbf{q}_{1}  \tag{13}\\
\mathbf{b}_{2}^{*} \mathbf{h}_{i} \mathbf{z}^{T} \mathbf{q}_{2} \\
\vdots \\
\mathbf{b}_{N}^{*} \mathbf{h}_{i} \mathbf{z}^{T} \mathbf{q}_{N}
\end{array}\right]=\mathbf{F}_{\boldsymbol{\Omega}} \underbrace{\left[\begin{array}{c}
\left(\overline{\mathbf{q}}_{1} \otimes \mathbf{b}_{1}\right)^{*} \\
\vdots \\
\left.\overline{\mathbf{q}}_{N} \bigotimes \mathbf{b}_{N}\right)^{*}
\end{array}\right]}_{\boldsymbol{\Phi}} \operatorname{vec}\left(\mathbf{h}_{i} \mathbf{z}^{T}\right):=\mathbf{F}_{\Omega} \boldsymbol{\Phi} \operatorname{vec}\left(\mathbf{h}_{i} \mathbf{z}^{T}\right), i=1 \cdots C,
$$

where $\boldsymbol{\Phi}=\left[\begin{array}{c}\left(\overline{\mathbf{q}}_{1} \otimes \mathbf{b}_{1}\right)^{*} \\ \vdots \\ \left.\overline{\mathbf{q}}_{N} \otimes \mathbf{b}_{N}\right)^{*}\end{array}\right] \in \mathbb{C}^{N \times k N}$.
Define $\mathbf{Y}=\left[\mathbf{y}_{1}\left|\mathbf{y}_{2}\right| \cdots \mid \mathbf{y}_{C}\right], \mathbf{H}=\left[\mathbf{h}_{1}\left|\mathbf{h}_{2}\right| \cdots \mid \mathbf{h}_{C}\right], \mathbf{X}=\left[\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \cdots \mid \mathbf{X}_{C}\right]=\left[\operatorname{vec}\left(\mathbf{h}_{1} \mathbf{z}^{T}\right)\left|\operatorname{vec}\left(\mathbf{h}_{2} \mathbf{z}^{T}\right)\right| \cdots \mid \operatorname{vec}\left(\mathbf{h}_{C} \mathbf{z}^{T}\right)\right]=$ $\mathbf{z} \otimes \mathbf{H} \in \mathbf{C}^{k N \times C}$, we can rewrite 13 in matrix form as follows:

$$
\begin{equation*}
\mathbf{Y}=\underbrace{\mathbf{F}_{\Omega} \Phi}_{\mathbf{A}} \mathbf{X} \tag{14}
\end{equation*}
$$

where $\mathbf{Y} \in \mathbb{C}^{L \times C}, \mathbf{F}_{\Omega} \in \mathbb{C}^{L \times N}, \mathbf{\Phi} \in \mathbb{C}^{N \times k N}, \mathbf{X} \in \mathbb{C}^{K N \times 1}$. We refer to $\mathbf{A}=\mathbf{F}_{\Omega} \boldsymbol{\Phi}$ as the forward matrix. Now the problem is to find the matrix $\mathbf{X}$ satisfying the linear constraint (14).

### 3.2 Block sparsity of X

Assume $\mathbf{z}$ is $n$-sparse (i.e., $\|\mathbf{z}\|_{0}=n$ ) and that $\operatorname{supp}(\mathbf{z})=S$. For any $i, \operatorname{vec}\left(\mathbf{h}_{i} \mathbf{z}^{T}\right)$ is block n-sparse with blocks of length $k$. More precisely, define the indices of the $j$-th block as $T_{j}=\{(j-1) k+1, \cdots, j k\}, j \in[N]$,
$\operatorname{supp}\left(\mathbf{h}_{i} \mathbf{z}^{T}\right)=\cup_{j \in S}\{(j-1) k+1, \cdots, j k\}$. Concerning the sparsity of $\mathbf{X}$, since its columns share the same indexes for supports, it consists of at most n consecutive blocks of rows that are non-zero. More precisely, $\operatorname{supp}(\mathbf{X})=\left(\cup_{j \in S} T_{j}\right) \times[C]$.

Moreover, $\mathbf{X}$ is also low rank. Consider a reshaped matrix $\tilde{\mathbf{X}}=\left[\begin{array}{llll}\mathbf{h}_{1} \mathbf{z}^{T} & \ldots & \mathbf{h}_{c} \mathbf{z}^{T}\end{array}\right]^{T} \in \mathbb{C}^{k C \times N}$, which has rank 1. Methods that exploit the low-rankness are introduced in 5 ) 52 and include the ENLIVE formulation (8). Naturally, one could minimize over a linear combination $\|\mathbf{X}\|_{1,2}+\lambda\|\mathbf{X}\|_{*}, \lambda>0$ in an attempt to simultaneously capture the low-rankness and sparse characteristics of $\mathbf{X}$. However, as demonstrated in reference [43], this approach is no more effective than using a single norm in terms of the number of measurements required. Theoretically, only recovering for a single coil case by minimizing $\|\cdot\|_{*}$ requires $L=O(N+k)$. Also $l_{1,2}$ minimization is more computationally efficient than the nuclear norm minimization problem. Hence, we choose to only minimize with respect to $\|\cdot\|_{1,2}$, which (as we will prove) may already yield a solution with sparse structure and small nuclear norm.

### 3.3 Optimization problem

Given $(k, N, C)$, for any $\mathbf{X} \in \mathbb{C}^{k N \times C}$, define

$$
\begin{equation*}
\|\mathbf{X}\|_{1,2}=\sum_{j \in[N]}\left\|\mathbf{X}_{T_{j} \times[C]}\right\|_{F} \tag{15}
\end{equation*}
$$

which is the sum of the Frobenious norm of the $k$ by $C$ blocks of $\mathbf{X}$.
Since it is well known that the $\ell_{1,2}$-norm promotes the block sparse structure in $\mathbf{X}$ [17 [18] 20], we solve the following convex program

$$
\begin{equation*}
\min \|\mathbf{X}\|_{1,2} \quad \text { subject to } \mathbf{Y}=\mathbf{F}_{\Omega} \mathbf{\Phi} \mathbf{X} \tag{16}
\end{equation*}
$$

If the measurement are noisy, i.e., $\mathbf{Y}=\mathbf{F}_{\Omega} \mathbf{\Phi} \mathbf{X}+\mathbf{N}$ with $\|\mathbf{N}\|_{F} \leq \sigma$, we solve the following convex program

$$
\begin{equation*}
\min \|\mathbf{X}\|_{1,2} \quad \text { subject to }\left\|\mathbf{Y}-\mathbf{F}_{\Omega} \boldsymbol{\Phi} \mathbf{X}\right\|_{F} \leq \sigma \tag{17}
\end{equation*}
$$

We also denote the forward operator as $\mathcal{A}: \mathbb{C}^{k \times N} \rightarrow \mathbb{C}^{L}$, or via a matrix $\mathbf{A} \in \mathbb{C}^{L \times k N}$, such that $\mathbf{Y}=\mathcal{A}(X)=\mathbf{A X}$. In our problem, $\mathbf{A}=\mathbf{F}_{\Omega} \boldsymbol{\Phi}$.

Once we get a solution $\hat{\mathbf{X}}$ to the $\ell_{1,2}$ minimization problem $\sqrt{16}(17)$, we calculate the average of the best rank-one estimations of its columns to retrieve the underlying signal. Recall the columns of $\hat{\mathbf{X}}=\left[\begin{array}{lll}\hat{\mathbf{x}}_{1} & \cdots \hat{\mathbf{x}}_{C}\end{array}\right]$ and the truth $\mathbf{X}^{0}=\left[\begin{array}{lll}\mathbf{X}_{1}^{0} & \cdots & \mathbf{X}_{C}^{0}\end{array}\right]=\left[\operatorname{vec}\left(\mathbf{h}_{1} \mathbf{z}^{T}\right)\left|\operatorname{vec}\left(\mathbf{h}_{2} \mathbf{z}^{T}\right)\right| \cdots \mid \operatorname{vec}\left(\mathbf{h}_{C} \mathbf{z}^{T}\right)\right]$. We first reshape the columns $\hat{\mathbf{x}}_{i}$ into a matrix $\hat{\mathbf{X}}_{i} \in \mathbb{C}^{k \times N}$ in the column-wise order, i.e., $\operatorname{vec}\left(\hat{\mathbf{X}}_{i}\right)=\hat{\mathbf{x}}_{i}$. Consider the best rank-one estimation of $\hat{\mathbf{X}}_{i}, \sigma_{i} \hat{\mathbf{u}}_{i} \hat{\mathbf{v}}_{i}^{T}$, where $\sigma_{i}$, $\hat{\mathbf{u}}_{i}$ and $\hat{\mathbf{v}}_{i}$ are its leading singular value, left and right singular vectors respectively. Let $\hat{\mathbf{h}}_{i}=\sqrt{\sigma_{i}} \hat{\mathbf{u}}_{i}$ and $\hat{\mathbf{z}}_{i}=\sqrt{\sigma_{i}} \hat{\mathbf{v}}_{i}$. We use the following lemma from 36 to ensure that $\hat{\mathbf{h}}_{i}$ and $\hat{\mathbf{z}}_{i}$ are close to $\mathbf{h}_{i}$ and $\mathbf{z}$.

Lemma 1 For any matrix $\boldsymbol{X}$ and $\boldsymbol{X}_{0}=\boldsymbol{u}_{0} \boldsymbol{v}_{0}^{T}$, let $\hat{\sigma} \hat{\boldsymbol{u}} \hat{\boldsymbol{v}}^{T}$ be the best rank-one Frobenius norm approximation of $\boldsymbol{X}$. If $\left\|\boldsymbol{X}-\boldsymbol{X}_{0}\right\|_{F}=\epsilon$, then there exists a scalar $\alpha_{0}$ and a constant $C_{0}$ such that,

$$
\left\|\boldsymbol{u}_{0}-\alpha_{0} \hat{\boldsymbol{u}}\right\| \leq C_{0} \min \left(\epsilon /\left\|\boldsymbol{u}_{0}\right\|,\left\|\boldsymbol{u}_{0}\right\|\right),\left\|\boldsymbol{v}_{0}-\alpha_{0}^{-1} \hat{\boldsymbol{v}}\right\| \leq C_{0} \min \left(\epsilon /\left\|\boldsymbol{v}_{0}\right\|,\left\|\boldsymbol{v}_{0}\right\|\right)
$$

Notice if $\mathbf{X}_{0}=\mathbf{u}_{0} \mathbf{v}_{0}^{T}$, then $\alpha_{0} \mathbf{u}_{0}$ and $1 / \alpha_{0} \mathbf{v}_{0}$ is also a pair of solutions for any $\alpha_{0} \neq 0$. However, the scalar ambiguity is not important for many applications, including MRI. We set our estimation of $\mathbf{z}$ as an average $\hat{\mathbf{z}}=\sum_{i=1 \cdots C} \hat{\mathbf{z}}_{i} / C$. The reconstructed signal is $\hat{\mathbf{x}}=\boldsymbol{\Psi}^{*} \hat{\mathbf{z}}$.

In the aspect of solving the optimization problem (16) (17), the following unconstrained form is often used,

$$
\begin{equation*}
\min _{\mathbf{X}} \frac{1}{2}\|\mathbf{Y}-\mathbf{A} \mathbf{X}\|_{2}^{2}+\lambda\|\mathbf{X}\|_{1,2} \tag{18}
\end{equation*}
$$

A comprehensive review of the algorithms to solve problems of the form $\sqrt{18}$ is not a focus of this paper; we refer to a few common approaches such as the forward-backward splitting (FBS) [14, ADMM 55] and FISTA 8 which have found numerous applications in the context of pMRI reconstruction.

## 4 Main Result

Given any integer $k$ and $N$, we define $T_{j} \subset[k N]$ by $T_{j}=\{(j-1) k+1, \cdots, j k\}, j \in[N]$. Given an index set $S=\left\{s_{1}, s_{2}, \cdots\right\} \in[N]$, define $S_{j}=T_{s_{j}}$ for $j \in|S|$ and $T:=\cup_{j \in|S|} S_{j}$. With slight abuse of notation, we will not distinguish $\mathcal{P}_{S}, \mathcal{P}_{T}$ and $\mathcal{P}_{T \times[C]}$ when it is clear form the context. For example, for $\mathbf{x} \in C^{N}, \mathbf{x} \in C^{k N}$ and $\mathbf{X} \in C^{k N \times C}, \mathcal{P}_{S}$ means the projection onto $S, T$ and $T \times[C]$ respectively. We will also sometimes write the projections $\mathcal{P}_{S}$ as subscripts, for example, $\mathbf{x}_{S}$ or $\mathbf{X}_{S}$, when it is convenient.

For any $\mathbf{X} \in \mathbb{C}^{k N \times C}$, define $\operatorname{sgn}(\mathbf{X}) \in \mathbb{C}^{k N \times C}$ as a matrix formed by normalizing each block of $\mathbf{X}$ with length $k \times C$. To be precise,

$$
\operatorname{sgn}(\mathbf{X})=\left\{\begin{array}{l}
\frac{\mathbf{x}_{T_{j} \times[C]}}{\left\|\mathbf{X}_{T_{j} \times[C]}\right\|_{F}}, \mathrm{if}\left\|\mathbf{X}_{T_{j} \times[C]}\right\|_{F} \neq 0  \tag{19}\\
\mathbf{0}, \text { otherwise }
\end{array}\right.
$$

It will come handy in the proofs to decompose a linear maps to any given subset of its columns. For a matrix $\mathbf{A} \in \mathbb{C}^{L \times k N}$ and a given set $S$, we define the projections onto its blocks of columns induced by $S$ as

$$
\mathbf{A}_{S_{j}}(:, k)=\left\{\begin{array}{l}
\mathbf{A}(:, k), \text { if } k \in S_{j}  \tag{20}\\
\mathbf{0}, \text { otherwise }
\end{array} \quad \text { and } \mathbf{A}_{S}(:, k)=\left\{\begin{array}{l}
\mathbf{A}(:, k), \text { if } k \in T \\
\mathbf{0}, \text { otherwise }
\end{array}\right.\right.
$$

### 4.1 Assumptions and main theorem

Before we move on to present our main theoretical findings, for convenience we summarize all the assumptions on the model 14 and the signals here:

1. The rows of $\mathbf{B}$ are chosen uniformly at random without replacement from the rows of a fixed matrix $\mathbf{B}_{0}$ and $\mathbf{B}_{0}^{*} \mathbf{B}_{0}=\mathbf{I}_{k}$.
2. $\boldsymbol{\Psi}$ is a known and fixed orthonormal basis with $\boldsymbol{\Psi}^{*} \boldsymbol{\Psi}=\boldsymbol{\Psi} \boldsymbol{\Psi}^{*}=\mathbf{I}$.
3. The rows of $\mathbf{F}_{\Omega}$ are chosen uniformly at random without replacement from the DFT matrix with $\mathbf{F}^{*} \mathbf{F}=\frac{N}{L} \mathbf{I}_{N}$.
4. We analyze two probability models for the sensitivity parameters:

- Sampled from some basis of $\mathbb{C}^{k}$ : Each column $\mathbf{h}_{l}, l \in[C]$ are chosen independently and uniformly at random with replacement from the columns of an orthonormal basis $\mathbf{W} \in \mathbb{C}^{k \times k}$.
- Complex spherical: Each spanning coefficients $\mathbf{h}_{l} \in \mathbb{C}^{k}, l \in[C]$ are chosen independently and uniformly at random from the complex sphere $S_{\mathbb{C}}^{k-1}$

Theorem 1 For any arbitrary subset $S \in[N]$ with $\operatorname{card}(S)=n$ and $\boldsymbol{X}_{0}:=\boldsymbol{z}_{0} \otimes \boldsymbol{H}, \boldsymbol{z}_{0} \in \mathbb{C}^{N \times 1}, \boldsymbol{H} \in \mathbb{C}^{k \times C}$, consider the linear map $\boldsymbol{A} \in \mathbb{C}^{L \times k N}$ as defined in (14) that satisfies the randomness assumptions 4.1 and the noisy measurement $\boldsymbol{Y}=\boldsymbol{A} \boldsymbol{X}_{0}+\boldsymbol{\mathcal { N }}$ with $\|\boldsymbol{\mathcal { N }}\|_{F} \leq \sigma$. The solution $\boldsymbol{X}$ to the $l_{1,2}$ minimization problem (17) satisfies

$$
\begin{equation*}
\left\|\boldsymbol{X}-\boldsymbol{X}_{0}\right\|_{F} \leq C_{1}\left\|\mathcal{P}_{S^{c}} \boldsymbol{X}_{0}\right\|_{1,2}+\left(C_{2}+C_{3} \sqrt{s}\right) \sigma \tag{21}
\end{equation*}
$$

with probability $1-4 N^{-\alpha}$ if

1. the number of measurement satisfies

$$
L \geq C_{\alpha} k n \mu_{\max }^{B}{ }^{2} \mu_{\max }^{\Psi}{ }^{2} \log (k n N)
$$

2. If $\boldsymbol{h}_{l}$ is independently chosen from a basis or lie on the complex sphere and the number of coils satisfy

$$
C \geq C_{\alpha} \log (N) k
$$

Here, $\mu_{\max }^{B}:=\max _{i, j} \sqrt{L}\left|\mathbf{B}_{i, j}\right|, \mu_{\max }^{\Psi}:=\max _{i, j} \sqrt{N}\left|\mathbf{\Psi}_{i, j}\right|$, which measures the incoherence of the rows of $\mathbf{B}$ and $\Psi$ respectively. The constant $C_{\alpha}$ grows linearly with respect to $\alpha$. A detailed bound for the constants can be found in the corresponding proofs, see Section 5

Remark: The recovery is stable and robust. Note that in the bound, $k n=\left\|P_{S}\left(\mathbf{X}_{0}\right)\right\|_{0}$ and when $S$ is the true support of $\mathbf{z}_{0}, \mathcal{P}_{S^{c}} \mathbf{X}_{0}=0$. For the bound regarding $L$, we expect that the magnitude of each entry in $\mathbf{B}$ and $\boldsymbol{\Psi}$ does not vary too much for it to be useful. For example, when the columns of $\mathbf{B}$ and $\boldsymbol{\Psi}$ are chosen from DFT matrices, we optimally have $\mu_{\max }^{B}=1, \mu_{\max }^{\Psi}=1$.

We would like to develop a non-uniform recovery result to take advantage of the randomness introduced by using more parallel measurements. We first comment on our choice of assumptions. The first and third assumptions are on the sensing matrix. Note that $\mathbf{B}$ is chosen uniformly at random from all possible row permutations of a fixed matrix $\mathbf{B}_{0}$. The orthogonality of the columns of $\mathbf{B}$ is not affected by row permutations since $\mathbf{B}_{i}^{*} \mathbf{B}_{j}=\sigma\left(\mathbf{B}_{i}\right)^{*} \sigma\left(\mathbf{B}_{j}\right)$. Consider when the rows of $\mathbf{B}$ are randomly permuted. For any $\mathbf{h}$ fixed, we have the coil sensitivity $\mathbf{s}=\mathbf{B h}$ to be randomly permuted copies of some underlying $\mathbf{s}_{0}=\mathbf{B}_{0} \mathbf{h}$. On the other hand, if we assume no randomness in $\mathbf{B}$, if there are zero entries in $\mathbf{s}=\mathbf{B h}$, it is impossible to recover uniquely the values of the image $\mathbf{z}$ at those locations. The randomness helps in providing an average case analysis for each coil. The third assumption is a standard one in compressive sensing theory on the random sampling scheme for k-space/Fourier space measurements. The assumption on $\mathbf{H}$ is critical for developing an average cage analysis to explain the improved results when more parallel measurements are taken.

Ideally, we would like to derive a proof for the setup when both $\mathbf{B}$ and $\mathbf{\Psi}$ are fixed, and the randomness comes from the support set $S$ of $\mathbf{z}$ alone. The result would be analogous to the conditioning of the random sub-matrices of a fixed sampling matrix, e.g. see Chapter 14 of 21 . Yet, we encountered some unsolvable difficulties in finding a realistic bound for the incoherence measure between the sub-blocks of the sampling matrix A. Nevertheless, we still provide a formal statement and some discussions in the Appendix 7 . The main theorem enables self-calibration and ensures stable and robust recovery in the presence of sparsity defects and noise.

Next, let us discuss the reason of including multiple measurements/coils and the probability model on $\mathbf{H}$. Consider the worst case scenario where all the $\mathbf{h}_{i}$ are identical, then the measurements $\mathbf{Y}=\mathbf{A X}$ consist of identical columns. By including multiple measurements, we are not gaining more information on $\mathbf{X}$ regardless of the number of repeated measurements taken. Hence, employing multiple measurements does not necessarily outperform the single measurement case. The following proposition gives a formal statement. The proof follows exactly from Proposition 4.1 in 19 .

Lemma 2 (Worst case analysis) Suppose there exist a $\boldsymbol{X}_{1} \in \mathbb{C}^{k N \times 1}$ that the $\ell_{1,2}$ minimization fails to receiver from $\boldsymbol{Y}_{1}=\boldsymbol{A} \boldsymbol{X}_{1}$. Then the $\ell_{1,2}$ minimization fails to recover $\boldsymbol{X}=\left[\begin{array}{llll}\boldsymbol{X}_{1} & \boldsymbol{X}_{1} & \cdots & \boldsymbol{X}_{1}\end{array}\right] \in \mathbb{C}^{k N \times C}$ from $\left[\boldsymbol{Y}_{1}, \cdots, \boldsymbol{Y}_{1}\right]=\boldsymbol{A X}$.
However, as observed in many real world applications, one would expect multiple measurements to provide more information that should aid the recovery tasks in mind. In an MRI setting, it has been shown that parallel imaging ( pMRI ) outperforms single-coil MRI in many cases, and the incoherent coils are often used as an explanation for the improved results. To understand the role of including multiple measurements, and from the worst case analysis, it suggests a need to impose some probability model on the signals to be recovered in order to prove some average case results.

We consider the underlying image $\mathbf{z}=\boldsymbol{\Psi} \mathbf{x}$ to be fixed and only impose some probability distribution on $\mathbf{h}_{i}$. That is to say we are imaging a fixed object with varying coil sensitivities where the spanning coefficient of the coils follows a certain probability distribution. For the two choices on the probability models on $\mathbf{H}$, they all ensure incoherence between the coils and that the coil sensitivities have the same energy. Observe first that, the incoherence between coils $\mathbf{s}_{i}^{*} \mathbf{s}_{j}=\left(\mathbf{B h}_{i}\right)^{*}\left(\mathbf{B h}_{j}\right)=\mathbf{h}_{i}^{*} \mathbf{B}^{*} \mathbf{B} \mathbf{h}_{j}=\mathbf{h}_{i}^{*} \mathbf{h}_{j}$ is small for $k$ large, and the coils all have the same energy $\mathbf{s}_{i}^{*} \mathbf{s}_{i}=\left(\mathbf{B} \mathbf{h}_{i}\right)^{*}\left(\mathbf{B} \mathbf{h}_{i}\right)=\mathbf{h}_{i}^{*} \mathbf{B}^{*} \mathbf{B} \mathbf{h}_{i}=\mathbf{h}_{i}^{*} \mathbf{h}_{i}=1$.

The proof of the main theorem follows a well-established proof outline of compressive sensing [21]. First, we refer to a sufficient condition from 20 to ensure a robust and stable recovery. Subsequently, we analyze the circumstances under which these conditions can be met. We show that under a suitable probability model of the calibration parameters, the sufficient conditions for recovery are satisfied with a higher probability with increasing number of coils. This means that, in practice, parallel imaging is likely to perform better than single imaging recovery.

### 4.2 A sufficient condition

Lemma 3 (Uniqueness Results) Let $\mathbf{X}_{0} \in \mathbb{C}^{k N \times C}$ and $S \subset[N]$ be arbitrary. Consider a linear map $\boldsymbol{A}$ from $\mathbb{C}^{k N}$ to $\mathbb{C}^{L}$ and noisy measurements $\boldsymbol{Y}=\boldsymbol{A} \mathbf{X}_{0}+\boldsymbol{\mathcal { N }}$ with $\|\boldsymbol{\mathcal { N }}\|_{F} \leq \sigma$.
Suppose that

$$
\begin{equation*}
\left\|\left(\boldsymbol{A}_{S}\right)^{*} \boldsymbol{A}_{S}-\boldsymbol{I}_{S}\right\|_{2 \rightarrow 2} \leq \delta, \max _{j \in\left|S^{c}\right|}\left\|\boldsymbol{A}_{S}^{*} \boldsymbol{A}_{S_{j}^{c}}\right\|_{2 \rightarrow 2} \leq \beta \tag{22}
\end{equation*}
$$

for some $\delta \in[0,1)$ and $\beta \geq 0$.
Moreover, suppose that there exists $\mathbf{V} \in \mathbb{C}^{L \times C}$ such that the approximate dual certificate $\mathcal{Y}=\boldsymbol{A}^{*} \boldsymbol{V}$ satisfies the following conditions

$$
\begin{equation*}
\left\|\mathcal{P}_{S} \mathcal{Y}-\operatorname{sgn}\left(\boldsymbol{X}_{0}\right)\right\|_{F} \leq \eta, \max _{j \in\left|S^{c}\right|}\left\|\mathcal{P}_{S_{j}^{c}} \mathcal{Y}\right\|_{F} \leq \theta \text { and }\|\boldsymbol{V}\|_{F} \leq \tau \sqrt{s} \tag{23}
\end{equation*}
$$

If $\rho=\theta+\frac{\eta \beta}{1-\delta}<1, \mu=\frac{\sqrt{1+\delta}}{1-\delta}$, then any solution $\boldsymbol{X}^{*}$ of the problem (16) obeys

$$
\left\|\boldsymbol{X}^{*}-\boldsymbol{X}_{0}\right\|_{F} \leq 2 \mu \sigma+\left(1+\frac{\beta}{1-\delta}\right)\left(\frac{1}{1-\rho}\right)\left(2\left\|\mathcal{P}_{S^{c}} \boldsymbol{X}_{0}\right\|_{1,2}+2 \eta \mu \delta+2 \tau \sigma \sqrt{s}\right)
$$

The derivation of the lemma is a direct application of Lemma 7 of 20] which relies on the sub-differential of $\partial\left(\|\cdot\|_{(1,2)}\right)$. Given $\mathbf{Z} \in \mathbb{C}^{k N \times C}$, the sub-differential $\partial_{\mathbf{Z}}\left(\|\cdot\|_{(1,2)}\right)$ being

$$
\left\{\mathbf{V} \in \mathbb{C}^{k N \times C} \mid \mathbf{V}_{T_{i}}:=\frac{\mathbf{Z}_{T_{i} \times[C]}}{\left\|\mathbf{Z}_{T_{i} \times[C]}\right\|_{F}}, \text { if }\left\|\mathbf{Z}_{T_{i} \times[C]}\right\|_{F} \neq 0,\left\|\mathbf{V}_{T_{i}}\right\|_{F} \leq 1, \text { otherwise }\right\}
$$

### 4.3 Conditioning of $\mathrm{A}_{S}$

Next, we give the conditions on when our matrix $\mathbf{A}$ satisfies the condition $\left\|\mathbf{A}_{S}^{*} \mathbf{A}_{S}-\mathbf{I}_{S}\right\| \leq \delta$. Recall our forward matrix $\mathbf{A}_{S}=\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}$, the challenges come from the fact that its rows are dependent. Instead of
bounding the norm directly, we apply the triangular inequality and work on bounding the two terms in $\underbrace{\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*} \mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}-\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S}\right\|}_{(1)}+\underbrace{\left\|\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S}-\mathbf{I}_{S}\right\|}_{(2)}$ separately. Indeed, even when the full Fourier space is sampled, i.e., $\mathbf{F}_{\Omega}=\mathbf{F}$, the first term is zero and we would at the very least, require the condition (2) to be satisfied.

Lemma 4 For operator $\boldsymbol{\Phi}$ defined in (13) which follows the randomness assumptions 4.1.

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S}-\boldsymbol{I}_{S}\right\| \leq \eta \tag{24}
\end{equation*}
$$

with probability at least $1-N^{-\alpha}$ if

$$
\begin{equation*}
N \geq C_{\alpha} \mu_{\max }^{B}{ }^{2} \mu_{\max }^{\Psi}{ }^{2} k n \log N / \eta^{2} \tag{25}
\end{equation*}
$$

where $C_{\alpha}$ grows linearly with respect to $\alpha . \mu_{\max }^{B}:=\max _{i, j} \sqrt{L}\left|\mathbf{B}_{i, j}\right|, \mu_{\max }^{\Psi}:=\max _{i, j} \sqrt{N}\left|\mathbf{\Psi}_{i, j}\right|$.
The condition given is mild since in practice we can properly assume $N \gg k n$.
The probability is over the randomness in $\mathbf{B}$. The proof of the Lemma is derived from Lemma 4.3 of [36], where the authors consider the case $\mathbf{B}$ to be fixed but the rows of $\boldsymbol{\Psi}_{S}$ are chosen uniformly at random with replacement from the DFT matrix.

Remark: Due to the symmetry of $\boldsymbol{\Psi}$ and $\mathbf{B}$ in constructing the forward matrix $\boldsymbol{\Phi}(13)$, the result of Lemma (4) also holds true when $\mathbf{B}$ is fixed but the rows of $\Psi$ chosen uniformly from all possible row permutations of a fixed matrix.

The next lemma is concerned with the tail bound for $\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*} \mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}-\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S}\right\|$.
Lemma 5 Suppose that the rows of $\mathbf{F}_{\Omega}$ are chosen uniformly at random without replacement from $\mathbf{F}$, where $\mathbf{F}^{*} \mathbf{F}=\mathbf{F F}^{*}=\frac{N}{L}$. For a realization of $\mathbf{\Phi}_{S}$ with $\left\|\mathbf{\Phi}_{S}^{*} \mathbf{\Phi}_{S}-\mathbf{I}_{S}\right\| \leq \eta_{1}$,

$$
\left\|\mathbf{\Phi}_{S}^{*} \boldsymbol{F}_{\Omega}^{*} \boldsymbol{F}_{\Omega} \mathbf{\Phi}_{S}-\mathbf{\Phi}_{S}^{*} \mathbf{\Phi}_{S}\right\| \leq \eta, \text { with probability at least } 1-\epsilon
$$

provided,

$$
L \geq \max \left\{C_{4}^{2} \frac{\left(1+\eta_{1}\right)}{\eta^{2}}, C_{3} \frac{1}{\eta}\right\} \mu_{\max }^{B} \quad{ }^{2} \mu_{\max }^{\Psi}{ }^{2} k n \ln \left(\frac{2 C_{2}^{2} k^{2} n^{2}}{\epsilon}\right)
$$

Note that both the bounds are useful only when $\mathbf{B}$ and $\boldsymbol{\Psi}$ are "flat", i.e., $\mu_{\max }^{\mathbf{B}} \sim O(1)$ and $\mu_{\max }^{\Psi} \sim O(1)$.
The next lemma addresses a bound for the parameter $\beta$ in $\max _{j \in\left|S^{c}\right|}\left\|\mathbf{A}_{S}^{*} \mathbf{A}_{S_{j}^{c}}\right\|_{2 \rightarrow 2} \leq \beta$ in 3
Lemma 6 Consider the forward matrix $\boldsymbol{A}$ defined in 13 and asssume that $\left\|\boldsymbol{A}_{S}^{*} \boldsymbol{A}_{S}-\boldsymbol{I}_{S}\right\|_{2 \rightarrow 2} \leq \eta$,

$$
\begin{equation*}
\max _{j \in\left[\left|S^{c}\right|\right]}\left\|\boldsymbol{A}_{S}^{*} \boldsymbol{A}_{S_{j}^{c}}\right\|_{2 \rightarrow 2} \leq \sqrt{\frac{1+\eta}{L}} \mu_{\max }^{\Psi} \tag{26}
\end{equation*}
$$

### 4.4 Dual Certificate

Regarding the exact dual certificate, let $\mathbf{V}=\mathbf{A}_{S}\left(\mathbf{A}_{S}^{*} \mathbf{A}_{S}\right)^{-1} \operatorname{sgn}\left(\mathbf{X}_{0}\right)$, we have $\mathcal{Y}=\mathbf{A}^{*} \mathbf{A}_{S}\left(\mathbf{A}_{S}^{*} \mathbf{A}_{S}\right)^{-1} \operatorname{sgn}\left(\mathbf{X}_{0}\right)$ is the exact dual certificate. The next lemma deals with bounding the parameter $\tau$ in $\|\mathbf{V}\|_{F} \leq \tau \sqrt{s}$ in 3 . The bound obtained in the following lemma does not depend on the randomness of $\mathbf{H}$ or $\operatorname{sgn}\left(\mathbf{X}_{0}\right)$.

Lemma 7 Let $\boldsymbol{V}=\boldsymbol{A}_{S}\left(\boldsymbol{A}_{S}^{*} \boldsymbol{A}_{S}\right)^{-1} \operatorname{sgn}\left(\boldsymbol{X}_{0}\right)$. Conditioned on $\left\|\boldsymbol{A}_{S}^{*} \boldsymbol{A}_{S}-\boldsymbol{I}_{S}\right\|_{2 \rightarrow 2} \leq \eta$,

$$
\begin{equation*}
\|\boldsymbol{V}\|_{F} \leq \frac{\sqrt{1+\eta}}{1-\eta} \sqrt{n} \tag{27}
\end{equation*}
$$

Lemma 8 Suppose that either each column of $\boldsymbol{H}$ is chosen independently and uniformly at random with replacement from the columns of an orthonormal basis $\boldsymbol{W} \in \mathbb{C}^{k \times k}$ or that each column of $\boldsymbol{H}$ is chosen independently and uniformly at random from the complex sphere $S_{\mathbb{C}}^{k-1}$ (e.g., $h_{l} \in \mathbb{C}^{k}$ with $\left\|h_{l}\right\|=1$ ). Conditioned on $\left\|\boldsymbol{A}_{S}^{*} \boldsymbol{A}_{S}-\boldsymbol{I}\right\| \leq \eta$, for any $s>0$, if

$$
\begin{equation*}
L>6 \mu_{\max }^{\Psi}{ }^{2} \frac{1+\eta}{(1-\eta)^{2}} n, \tag{28}
\end{equation*}
$$

then $\max _{j \in\left[\left|S^{c}\right|\right]}\left\|\mathcal{P}_{S_{j}^{c}} \mathcal{Y}\right\|_{F}<1 / 2$ with probability at least $1-2 k \exp \left(-\frac{3 C}{28 k}\right)$.
Remark: The condition on $L$ is automatically met due to the bound $L \sim O\left(k n \log \left(k^{2} n^{2} N\right)\right)$ from Lemma (5).

Hence, $\max _{j \in\left[\left|S^{c}\right|\right]}\left\|\mathcal{P}_{S_{j}^{c}} \mathcal{Y}\right\|_{F}<1 / 2$ with probability at least $1-N^{-\alpha}$ if

$$
C \geq \tilde{C}_{\alpha} \log (N) k
$$

where $\tilde{C}_{\alpha}$ grows linearly with respect to $\alpha$.

## 5 Simulation

In the first part of the simulations, we demonstrate the requirements of $L$ and $C$ for exact recovery in terms of different values of $k$ and $n$. We calculate the empirical probability of success for different values of $k$ and $n$ and show that the cutoffs for $L$ and $C$ are consistent with the analytically derived bounds.

### 5.1 Empirical Success rate for the proposed method

For the first set of experiments, we fix the number of measurements $L=128$ and the underlying signal dimension $N=256$, and solve the optimization problem 17 for varying $(k, n), k, n \in[15]$ and $C \in\{1,2,4\}$. We follow the same setup as in the paper [36] and calculate the empirical probability of success of the proposed method. For each $C$ and $(k, n)$, we generate $\mathbf{z} \in \mathbb{C}^{N}$ with random support with cardinality $n$ and the nonzero entries of $\mathbf{z}$ and $\mathbf{H} \in \mathbb{C}^{k \times C}$ and $\mathbf{z} \in \mathbb{C}^{N}$ yield $\mathcal{N}(0,1)$. We repeat the experiment ten times, and each time new $\mathbf{H}$ and $\mathbf{z}$ are generated.

We count an experiment as a success if the relative error between the solution of our optimization problem $\hat{\mathbf{X}}$ and the truth $\mathbf{X}_{0}$ is less than $1 \%$, i.e., $\frac{\|\hat{\mathbf{X}}-\mathbf{X}\|_{F}}{\|\mathbf{X}\|_{F}} \leq 1 \%$. And the empirical success rate is a fraction defined as (total number of success) / (total number of experiments). We use the cvxpy 2 [15 package of Python with the MOSEK 42 solver to solve the mixed norm optimization problem (17).

Even though in the theorems we treated $\mathbf{B}$ as a random matrix with row permutations, in the experiments we use a fixed $\mathbf{B}$. We choose $\mathbf{B}$ as a fixed matrix consisting of the first $k$ columns of a random orthonormal matrix drawn from the $O(N)$ Haar distribution. It represents a stronger experiment than the theoretical treatment, as the theory only ensures recovery for most $\mathbf{B}$, while experimentally, we show the performance of a more relevant circumstance in practice. We test the performance of our proposed method $\boldsymbol{\Psi}$ as the DCT matrix or wavelet basis. The results for the sparsifying basis as the DCT are shown in Figure 1 .

Next, we illustrate the barrier for reconstruction when $\boldsymbol{\Psi}$ is the wavelet transform. From the theory, a small mutual coherence, i.e., $\mu_{\max }^{\Psi} \sim O(1)$, is required for the performance of the compressive sensing method. However, the Daubechies wavelet, as the most widely used wavelet in sparsifying MRI images 13], has high coherence, indicating a barrier in the proposed method. We followed the non-uniform sampling scheme in the Fourier measurements as suggested by [13 1] for attempt to mitigate the problem. However, even when

The Frequency of Success: $L=128, N=256, C=1$

(a) 1 coil

(b) 2 coil

The Frequency of Success: $L=128, N=256, C=4$

(c) 4 coil

Figure 1: Phase transition plot of performance by solving (17) directly. The figures show empirical rate of success for a fixed sampling rate $L$ and different pairs of ( $C, k, n$ ). The numbers 1.0 means $100 \%$ rate of success and 0.0 means $0 \%$ rate of success. Observe that the transitional curve is improved for more $C$. However, when $C$ reaches a certain level the improvements in the empirical rate of success saturates.
$L=N$ (when Fourier space is fully sampled), recovery is poor, as expected. We use the db4 wavelet as an illustration and the results are shown in Figure 2


Figure 2

### 5.1.1 Improved results compared to $l_{1}$ minimization

Our proposed method minimizes $\sum_{i \in[N]}\left\|\mathbf{X}_{S_{i}}\right\|_{2}$ to promote block sparsity within a lifted signal and between coils. We demonstrate its advantage over minimizing $\sum_{i \in[C]}\|\mathbf{X}(:, i)\|_{2}$, which promotes row sparsity between coils. We minimize $\sum_{i \in[C]}\|\mathbf{X}(:, i)\|_{2}$ in (17) and use the same experimental setup. The results are shown in Figure 3

### 5.1.2 Minimal $L$ required for exact recovery is proportional to $k n$

Next, we perform two sets of experiments to show that the minimal measurements $L$ required for exact recovery are proportional to $k n$.

- For a fix $N=256, n=5$, we let $k$ ranges from 1 to 15 and $L$ varies from 10 to 200 . We run the simulation for 10 times and calculate the empirical success rate
- For a fix $N=256, k=5$, we let $n$ ranges from 1 to 15 and $L$ varies from 10 to 200 . We run the simulation for 10 times and calculate the empirical success rate.

We also repeat the same experiments for different $C=1,4$. The results are shown in the Figure 4

### 5.2 Reconstruction of the analytical phantom

For the second part of the simulation, we focus on the MRI application. We point out two major differences from the last section:

- As a crutial difference to the simulation, we do not manually enforce the image to be sparse/transform sparse so to allow for sparsity deficiency.

The Frequency of Success: $L=128, N=256, C=1$

(a) 1 coil

(b) 2 coil

The Frequency of Success: $L=128, N=256, C=4$

(c) 4 coil

Figure 3: Phase transition plot of performance by minimizing $\sum_{i \in[C]}\|\mathbf{X}(:, i)\|_{2}$. Observe that the improvement in the success rate is not obvious for including larger $C$. Compared to 1 the proposed optimization problem shows more improvement for larger $C$.

- We account for the presence of noise.
- Instead of solving the constraint optimization problem (17), we solve the regularized problem (18).

We use the analytical phantom of size 256 by 256 and randomly generated coil sensitivities following the


Figure 4: The empirical rate of success for a fixed k and varying $(L, n, C)$.


Figure 5: The empirical rate of success for a fixed n and varying $(L, k, C)$. Observe that the transitional curves for all four figures shows a linear trend.

Biot-Savart law. It is important to note that we do not manually enforce sparsity in our signal. For example, one may manually use a sparse estimation of the phantom $\mathbf{x}$, e.g., by crafting the signal by thresholding $\mathbf{z}=\boldsymbol{\Psi} \mathbf{x}=0, i f|\Psi \mathbf{x}|<\tau$ and set $\mathbf{x}=\mathbf{\Psi}^{*} \mathbf{z}$. The thresholding effectively reduces the dimensionality of the problem and would favor the reconstruction results. However, such manipulation is only possible in simulations when the true signal is known beforehand. Our approach is more flexible and allows for sparsity deficiency in the underlying signal.

We use different number of coils to show the efficiency of the proposed method. We plot reconstruction results using different levels of sub-sampling rate and Gaussian noise level (i.e., noise to signal ratio). We report the relative error of the reconstructed image and the true phantom.

(a) 1 coil

Figure 6: The x -axis and y -axis represents varying noise-to-signal ratios and the sub-sampling rate respectively. Our observation indicates a gradual degradation in reconstruction quality with increased noise and reduced sampling.

## 6 Proofs

### 6.1 Proof of Lemma (4)

Recall that $\boldsymbol{\Phi}=\left[\begin{array}{c}\left(\overline{\mathbf{q}}_{1} \otimes \mathbf{b}_{\mathbf{1}}\right)^{*} \\ \vdots \\ \left.\overline{\mathbf{q}}_{\mathbf{N}} \otimes \mathbf{b}_{\mathbf{N}}\right)^{*}\end{array}\right]$, where each row of $\boldsymbol{\Phi}$ depends only on one row of $\mathbf{B}$ and $\boldsymbol{\Psi}^{*}$. Due to symmetry, the probability distribution of $\boldsymbol{\Phi}$ is unchanged if we assume $\mathbf{B}$ is fixed but the rows of $\boldsymbol{\Psi}^{*}$ are random. More precisely, we assume the rows of $\boldsymbol{\Psi}^{*} \in \mathbb{C}^{N \times M}$ are chosen uniformly at random without replacement from some $\boldsymbol{\Psi}_{0}^{*} \in \mathbb{C}^{N \times M}$ with $\boldsymbol{\Psi}_{0}^{*} \boldsymbol{\Psi}_{0}=\mathbf{I}_{N}$. Under such a model, the rows of $\boldsymbol{\Psi}^{*}$ are not independent, making it difficult to analyze the probability model on $\boldsymbol{\Phi}$ directly. On the other hand, if the rows of $\boldsymbol{\Psi}$ are chosen uniformly at random with replacement from $\boldsymbol{\Psi}_{0}$, we can apply a matrix Bernstein inequality to estimate the operator norm of $\boldsymbol{\Psi}_{S}^{*} \boldsymbol{\Psi}_{S}-\mathbf{I}_{S}$. We first state the following Lemma which follows almost exactly from Lemma 4.3 in [36]. The only minor change in the proof is in the estimation of the bounds of $R$ and $\delta^{2}$ for the matrix Bernstein inequality.
Lemma 9 For any fixed matrix $\mathbf{B} \in \mathbb{C}^{N \times k}$ and $\boldsymbol{\Psi}^{*} \in \mathbb{C}^{N \times M}$ with its rows chosen uniformly at random with replacement from the rows of $\boldsymbol{\Psi}_{0} \in \mathbb{C}^{N \times M}, \boldsymbol{\Psi}_{0}^{*} \boldsymbol{\Psi}_{0}=\mathbf{I}_{N}$. For the matrix $\boldsymbol{\Phi}$ defined in 3.1.

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S}-\mathbf{I}_{S}\right\|_{F \rightarrow F} \leq \delta \tag{29}
\end{equation*}
$$

with probability at least $1-N^{-\alpha}$ if $N \geq C_{\alpha} \mu_{\text {max }}^{B}{ }^{2} \mu_{\text {max }}^{\Psi}{ }^{2} k n \log N / \delta^{2}$.
The following Lemma relate Lemma (9) to the desired result.
Lemma 10 For any integer $m \leq N$, let the random set $T^{\prime}:=\left\{t_{1}^{\prime}, \cdots, t_{m}^{\prime}\right\}$, where $t_{l}^{\prime} \in[N]$ are selected independently and uniformly at random from $[N]$. Let $T_{m}$ be the random subset of $[N]$ chosen uniformly at random among all subsets of cardinality $m$.
Given a $\boldsymbol{\Psi}^{*}$ with $\boldsymbol{\Psi}^{*} \boldsymbol{\Psi}=\boldsymbol{I}_{N}, T^{\prime}$ and $T_{m}$, define $\boldsymbol{\Psi}_{T^{\prime}}^{*}$ and $\boldsymbol{\Psi}_{T_{m}}^{*}$ as matrices consisting of rows of $\boldsymbol{\Psi}^{*}$ indexed by $T^{\prime}$ and $T_{m}$ respectively.
Given any fixed B, consider the forward matrix $\boldsymbol{\Phi}_{T^{\prime}}$ and $\boldsymbol{\Phi}_{T_{m}}$ formulated using $\boldsymbol{\Psi}_{T^{\prime}}$ and $\boldsymbol{\Psi}_{T_{m}}$ respectively as defined in (13).
We have that

$$
\mathbb{P}\left(\lambda_{\min }\left(\boldsymbol{\Phi}_{T^{\prime}}^{*} \boldsymbol{\Phi}_{T^{\prime}}\right)=0\right) \geq \mathbb{P}\left(\lambda_{\min }\left(\boldsymbol{\Phi}_{T_{m}}^{*} \boldsymbol{\Phi}_{T_{m}}\right)=0\right),
$$

where $\lambda_{\min }\left(\boldsymbol{\Phi}_{T_{m}}^{*} \boldsymbol{\Phi}_{T_{m}}\right)$ is the smallest eigenvalue of the positive semi-definite matrix.
Proof:

$$
\begin{aligned}
& \mathbb{P}\left(\lambda_{\min }\left(\boldsymbol{\Phi}_{T^{\prime}}^{*} \boldsymbol{\Phi}_{T^{\prime}}\right)=0\right) \\
& =\sum_{k=1}^{m} \mathbb{P}\left(\lambda_{\min }\left(\boldsymbol{\Phi}_{T^{\prime}}^{*}, \boldsymbol{\Phi}_{T^{\prime}}\right)=0 \mid \operatorname{card}\left(T^{\prime}\right)=k\right) \mathbb{P}\left(\operatorname{card}\left(T^{\prime}\right)=k\right) \\
& =\Sigma_{k=1}^{m} \mathbb{P}\left(\lambda_{\min }\left(\boldsymbol{\Phi}_{T_{T}}^{*} \boldsymbol{\Phi}_{T_{k}}\right)=0\right) \mathbb{P}\left(\operatorname{card}\left(T^{\prime}\right)=k\right) \\
& \geq \mathbb{P}\left(\lambda_{\text {min }}\left(\boldsymbol{\Phi}_{T_{m}}^{*} \boldsymbol{\Phi}_{T_{m}}\right)=0\right) \sum_{k=1}^{m} \mathbb{P}\left(\operatorname{card}\left(T^{\prime}\right)=k\right) \\
& =\mathbb{P}\left(\lambda_{\text {min }}\left(\boldsymbol{\Phi}_{T_{m}}^{*} \boldsymbol{\Phi}_{T_{m}}\right)=0\right) .
\end{aligned}
$$

The inequality holds because whenever $k$ is smaller than $m$ as, $T_{k} \subseteq T_{m}$. Hence, $\boldsymbol{\Phi}_{T_{k}}^{*} \mathbf{\Phi}_{T_{k}} \preccurlyeq \boldsymbol{\Phi}_{T_{m}}^{*} \mathbf{\Phi}_{T_{m}}$.

### 6.2 Proof of Lemma (5)

Suppose that the rows of $\mathbf{F}_{\Omega}$ are chosen uniformly at random without replacement from $\mathbf{F}$, where $\mathbf{F}^{*} \mathbf{F}=$ $\mathbf{F F}^{*}=\frac{N}{L}$. For a realization of $\boldsymbol{\Phi}_{S}$ with $\left\|\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S}-\mathbf{I}_{S}\right\| \leq \eta_{1}$,

$$
\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*} \mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}-\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S}\right\| \leq \eta \text {, with probability at least } 1-\epsilon
$$

provided,

$$
L \geq \max \left\{C_{4}^{2} \frac{\left(1+\eta_{1}\right)}{\eta^{2}}, C_{3} \frac{1}{\eta}\right\} \mu_{\max }^{B}{ }^{2} \mu_{\max }^{\Psi}{ }^{2} k n \ln \left(\frac{2 C_{2}^{2} k^{2} n^{2}}{\epsilon}\right) .
$$

Proof: Denote the rows of $\mathbf{F}_{\Omega}$ as $\mathbf{a}_{l}^{*}$ where $\mathbf{a}_{l}^{*}$ are chosen uniformly at random without replacement from the rows of the N point DFT matrix $\mathbf{F}$ with $\mathbf{F}^{*} \mathbf{F}=\frac{N}{L} I_{N}$. Define $\mathbf{Z}_{l}:=\boldsymbol{\Phi}_{S}^{*} \mathbf{a}_{l} \mathbf{a}_{l}^{*} \boldsymbol{\Phi}_{S}, l=1 \cdots L$, we have $\mathbb{E}\left(\mathbf{Z}_{l}\right)=\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S} / L$ and $\sum_{l=1}^{L} \mathbf{Z}_{l}-\mathbb{E}\left(\mathbf{Z}_{l}\right)=\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*} \mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}-\boldsymbol{\Phi}_{S}^{*} \boldsymbol{\Phi}_{S}$
By symmetrization, for any $p \geq 2$

$$
\mathbb{E}\left\|\sum_{l=1}^{L} \mathbf{Z}_{l}-\mathbb{E}\left(\mathbf{Z}_{l}\right)\right\|_{2 \rightarrow 2}^{p} \leq 2^{p} \mathbb{E}\left\|\sum_{l=1} \epsilon_{l} \mathbf{Z}_{l}\right\|_{2 \rightarrow 2}^{p}
$$

where $\epsilon$ is a Rademacher sequence independent of $Z$.
Next, we use the following tail bound for matrix valued Rademacher sums,

$$
\mathbb{P}_{\epsilon}\left(\left\|\sum_{l=1}^{L} \epsilon_{l} \boldsymbol{\Phi}_{S}^{*} \mathbf{a}_{l} \mathbf{a}_{l}^{*} \boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2} \geq t \sigma\right) \leq 2 k n e^{-t^{2} / 2}, t \geq 0
$$

where $\sigma=\left\|\sum_{l=1}^{L} \boldsymbol{\Phi}_{S}^{*} \mathbf{a}_{l} \mathbf{a}_{l}^{*} \boldsymbol{\Phi}_{S} \boldsymbol{\Phi}_{S}^{*} \mathbf{a}_{l} \mathbf{a}_{l}^{*} \boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2}^{1 / 2} \leq \max _{l}\left\{\left|\boldsymbol{\Phi}_{S}^{*} \mathbf{a}_{l}\right|\right\}\left\|\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2}=\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 2}\left\|\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2}$. The derivation of the bound can be found, e.g. in Proposition 8.20 of 21.
By Proposition 7.13 in [21] regarding the moment estimation,

$$
\left(\mathbb{E}_{\epsilon}\left\|\sum_{l=1}^{L} \epsilon_{l} \mathbf{Z}_{l}\right\|_{2 \rightarrow 2}^{p}\right)^{1 / p} \leq C_{1}\left(C_{2} k n\right)^{1 / p} \sqrt{p}\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 2}\left\|\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2}
$$

where $C_{1}=e^{1 /(2 e)-1 / 2} \approx 0.73, C_{2}=2 \sqrt{\pi} e^{1 / 6} \approx 4.19$. Hence, by Hölder's inequality,

$$
\left.\mathbb{E}\left\|\sum_{l=1}^{L} \epsilon_{l} \mathbf{Z}_{l}\right\|_{2 \rightarrow 2}^{p}\right) \leq C_{1}^{p}\left(C_{2} k n\right) p^{p / 2} \mathbb{E}\left(\left\|\mathbf{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 2}^{2 p}\right)^{1 / 2} \mathbb{E}\left(\left\|\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2}^{2 p}\right)^{1 / 2}
$$

Combining the bounds, we have
$\left(\mathbb{E}\left\|\sum_{l=1}^{L} \mathbf{Z}_{l}-\mathbb{E}\left(\mathbf{Z}_{l}\right)\right\|_{2 \rightarrow 2}^{p}\right)^{1 / p} \leq 2\left(\mathbb{E}\left\|\sum_{l=1} \epsilon_{l} \mathbf{Z}_{l}\right\|_{2 \rightarrow 2}^{p}\right)^{1 / p} \leq 2 C_{1}\left(C_{2} k n\right)^{1 / p} \sqrt{p} \mathbb{E}\left(\left\|\mathbf{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 2}^{2 p}\right)^{1 / 2 p} \mathbb{E}\left(\left\|\mathbf{F}_{\Omega} \mathbf{\Phi}_{S}\right\|_{2 \rightarrow 2}^{2 p}\right)^{1 / 2 p}$.
Next, we estimate $\mathbb{E}\left(\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 2}^{2 p}\right)^{1 / 2 p}$ and $\mathbb{E}\left(\left\|\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2}^{2 p}\right)^{1 / 2 p}$ respectively. For the first bound, observe that $\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 2} \leq\left\|\boldsymbol{\Phi}_{S}^{*}\right\|_{1 \rightarrow 2}\left\|\mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 1}$. Also, recall that $\boldsymbol{\Phi}_{S}^{*}=\left[\overline{\mathbf{q}}_{1, \mathbf{s}} \otimes \mathbf{b}_{\mathbf{1}}|\cdots \quad| \overline{\mathbf{q}}_{\mathbf{N}, \mathbf{S}} \otimes \mathbf{b}_{\mathbf{N}}\right]$. Hence, $\left\|\mathbf{\Phi}_{S}^{*}\right\|_{1 \rightarrow 2}=\max _{i}\left\|\mathbf{q}_{i, s} \otimes \mathbf{b}_{i}\right\|_{2}=\max _{i}\left\|\mathbf{q}_{i, s}\right\|_{2} \max _{i}\left\|\mathbf{b}_{i}\right\|_{2}$. By definition, $\mu_{\max }^{\mathbf{B}}=\sqrt{N} \max _{i, j}\left|\mathbf{B}_{i, j}\right|$ and $\mu_{\max }^{\mathbf{\Psi}}=$ $\sqrt{N} \max _{i, j}\left|\boldsymbol{\Psi}_{i, j}\right|$, we have $\left\|\boldsymbol{\Phi}_{S}^{*}\right\|_{1 \rightarrow 2} \leq \frac{\sqrt{k n}}{N} \mu_{\max }^{B} \mu_{\max }^{\boldsymbol{\Psi}}$.

To bound $\left\|\mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 1}$, we explicitly write out that

$$
\left\|\mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 1}=\max _{\|x\|_{1}=1} \sum_{j \in[N]}\left|\sum_{i \in[L]} \overline{\mathbf{F}}_{i, j} x_{i}\right| \leq \max _{\|x\|_{1}=1} N \max _{j}\left|\sum_{i} \overline{\mathbf{F}}_{i, j} x_{i}\right| \leq N \max _{i, j}\left|\mathbf{F}_{i, j}\right| \leq N / \sqrt{L}
$$

since the rows of $\mathbf{F}_{\Omega}$ are chosen uniformly from the N point DFT matrix $\mathbf{F}$ for which $\mathbf{F}^{*} \mathbf{F}=\frac{N}{L} I$.

For the term $\mathbb{E}\left(\left\|\mathbf{F}_{\Omega} \mathbf{\Phi}_{S}\right\|_{2 \rightarrow 2}^{2 p}\right)^{1 / 2 p}$, we first derive a Bernoulli version where each rows of $\mathbf{F}_{\Omega}$ are the rows of $\mathbf{F}$ multiplied by independent Bernoulli selectors. More precisely, consider $\mathbf{F}_{\Omega}=\mathbf{P F}$, where $\mathbf{P}=$ $\operatorname{diag}\left(\delta_{1}, \cdots, \delta_{N}\right)$ and $\delta_{i}$ are independent Bernoulli variables with $\mathbb{E}\left(\delta_{i}\right)=L / N$.

Apply Lemma 14.3 21 on the non-square matrix $\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}$, for any $p \geq 1$,

$$
\mathbb{E}_{\delta}\left(\left\|\mathbf{\Phi}_{S}^{*} \mathbf{F}^{*} \mathbf{P}\right\|_{2 \rightarrow 2}^{2 p}\right)^{1 / 2 p} \leq \sqrt{2} C_{1}\left(C_{2} k n\right)^{1 / p} \sqrt{p} \mathbb{E}\left(\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}\right\|_{1 \rightarrow 2}^{2 p}\right)^{1 / 2 p}+\sqrt{\frac{L}{N}}\left\|\boldsymbol{\Phi}_{S}^{*} \mathbf{F}_{\Omega}^{*}\right\|_{2 \rightarrow 2}
$$

Also since $\left\|\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2} \leq\left\|\mathbf{F}_{\Omega}\right\|_{2 \rightarrow 2}\left\|\boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2} \leq \sqrt{\frac{N}{L}}\left\|\boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2}$. Combining the bounds, we have

$$
\begin{aligned}
& \left(\mathbb{E}\left\|\sum_{l=1}^{L} \mathbf{Z}_{l}-\mathbb{E}\left(\mathbf{Z}_{l}\right)\right\|_{2 \rightarrow 2}^{p}\right)^{1 / p} \\
& \leq 2 C_{1}\left(C_{2} k n\right)^{1 / p} \sqrt{p} \sqrt{\frac{k n}{L}} \mu_{\max }^{B} \mu_{\max }^{\Psi}\left(\sqrt{2} C_{1}\left(C_{2} k n\right)^{1 / p} \sqrt{p} \sqrt{\frac{k n}{L}} \mu_{\max }^{B} \mu_{\max }^{\mathbf{\Psi}}+\left\|\mathbf{\Phi}_{S}\right\|_{2 \rightarrow 2}\right) \\
& \leq\left(C_{2} k n\right)^{2 / p}\left(2 \sqrt{2} C_{1}^{2} \frac{k n p}{L} \mu_{\max }^{B}{ }^{2} \mu_{\max }^{\Psi}{ }^{2}+2 C_{1} \sqrt{\frac{k n p}{L}} \mu_{\max }^{B} \mu_{\max }^{\Psi}\left\|\mathbf{\Phi}_{S}\right\|_{2 \rightarrow 2}\right) .
\end{aligned}
$$

Then, we apply a tail bound from moment estimation, see Proposition 7.15 from 21 . For $u \geq 1$,

$$
\mathbb{P}\left(\left\|\sum_{l=1}^{L} \mathbf{Z}_{l}-\mathbb{E}\left(\mathbf{Z}_{l}\right)\right\|>e\left(\alpha_{1} u+\alpha_{2} \sqrt{u}\right)\right) \leq \beta e^{-u}
$$

where $\beta=C_{2}^{2} k^{2} n^{2}, \alpha_{1}=2 \sqrt{2} C_{1}^{2} \frac{k n}{L} \mu_{\max }^{B}{ }^{2} \mu_{\max }^{\Psi}{ }^{2}, \alpha_{2}=2 C_{1} \sqrt{\frac{k n}{L}} \mu_{\max }^{B} \mu_{\max }^{\Psi}\left\|\boldsymbol{\Phi}_{s}\right\|_{2 \rightarrow 2}$.
The result implies, for any realization of $\mathbf{\Phi}_{S},\left\|\mathbf{\Phi}_{s}^{*} \mathbf{F}_{\Omega}^{*} \mathbf{F}_{\Omega} \mathbf{\Phi}_{S}-\mathbf{\Phi}_{s}^{*} \mathbf{\Phi}_{s}\right\| \leq \eta$ with probability at least $1-\epsilon$ provided,

$$
e \alpha_{1} \ln \left(C_{2}^{2} k^{2} n^{2} / \epsilon\right) \leq \eta / 2 \text { and } e \alpha_{2} \sqrt{\ln \left(C_{2}^{2} k^{2} n^{2} / \epsilon\right)} \leq \eta / 2
$$

By the definition of $\alpha_{1}$ and $\alpha_{2}$,

$$
\begin{gathered}
e \alpha_{1} \ln \left(C_{2}^{2} k^{2} n^{2} / \epsilon\right) \leq \eta / 2 \rightarrow L \geq \frac{C_{3} \mu_{\max }^{B}{ }^{2} \mu_{\max }^{\Psi}{ }^{2} k n \ln \left(\frac{C_{2}^{2} k^{2} n^{2}}{\epsilon}\right)}{\eta}, C_{3}=4 \sqrt{2} e C_{1}^{2} \\
e \alpha_{2} \sqrt{\ln \left(C_{2}^{2} k^{2} n^{2} / \epsilon\right)} \leq \eta / 2 \rightarrow \sqrt{\frac{k n}{L}}\left\|\boldsymbol{\Phi}_{S}\right\| \leq \frac{\eta}{C_{4} \mu_{\max }^{B} \mu_{\max }^{\Psi} \sqrt{\ln \left(C_{2}^{2} k^{2} n^{2} / \epsilon\right)}}, C_{4}=4 e C_{1} \\
\rightarrow L \geq \frac{C_{4}^{2} \mu_{\max }^{B}{ }^{2} \mu_{\max }^{\Psi}{ }^{2} k n \ln \left(C_{2}^{2} k^{2} n^{2} / \epsilon\right)\left\|\mathbf{\Phi}_{S}\right\|_{2 \rightarrow 2}^{2}}{\eta^{2}}
\end{gathered}
$$

Then conditioned on $\left\|\mathbf{\Phi}_{S}^{*} \mathbf{\Phi}_{S}-\mathbf{I}_{S}\right\| \leq \eta_{1}$, we have $\left\|\boldsymbol{\Phi}_{S}\right\|_{2 \rightarrow 2}^{2} \leq 1+\eta_{1}$, the two conditions are equivalent to requiring,

$$
L \geq \max \left\{C_{4}^{2} \frac{\left(1+\eta_{1}\right)}{\eta^{2}}, C_{3} \frac{1}{\eta}\right\} \mu_{\max }^{B}{ }^{2} \mu_{\max }^{\mathbf{\Psi}}{ }^{2} k n \ln \left(\frac{C_{2}^{2} k^{2} n^{2}}{\epsilon}\right) .
$$

This completes the proof for the Bernoulli case. For the case when the rows of $\mathbf{F}_{\Omega}$ are chosen uniformly from $F$, use a similar argument as in the later part of the proof of Theorem 14.1 [21], where it shows the probability for the uniform model is bounded by twice the one for the Bernoulli model derived here.

### 6.3 Proof of Lemma (6)

Proof: Partition $\mathbf{A}$ into blocks of one row and $N$ columns. $\mathbf{A}=\left[\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{N}\right]$, where by definition $\mathbf{A}_{i}=\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{i}$.

$$
\begin{aligned}
& \max _{j \in\left[\left|S^{c}\right|\right]}\left\|\mathbf{A}_{S}^{*} \mathbf{A}_{S_{j}^{c}}\right\|_{2 \rightarrow 2} \\
& \leq\left\|\mathbf{A}_{S}\right\|_{2 \rightarrow 2} \max _{i}\left\|\mathbf{A}_{i}\right\|_{2 \rightarrow 2} \\
& \leq \sqrt{1+\eta} \max _{i}\left\|\mathbf{A}_{i}\right\|_{2 \rightarrow 2}
\end{aligned}
$$

The last inequality is implied by $\left\|\mathbf{A}_{S}^{*} \mathbf{A}_{S}-\mathbf{I}_{S}\right\|_{2 \rightarrow 2} \leq \eta$.
Since $\mathbf{A}_{i}=\mathbf{F}_{\Omega} \boldsymbol{\Phi}_{i}=\mathbf{F}_{\Omega} \operatorname{diag}\left(\boldsymbol{\Psi}_{i}\right) \mathbf{B}$, we have $\left\|\mathbf{A}_{i}\right\|_{2 \rightarrow 2} \leq\left\|\mathbf{F}_{\Omega}\right\|_{2 \rightarrow 2}\left\|\boldsymbol{\Phi}_{i}\right\|_{2 \rightarrow 2}$. Under the assumptions, the rows of $\mathbf{F}_{\Omega}$ are chosen from the DFT matrix $\mathbf{F}$ with $\mathbf{F}^{*} \mathbf{F}=\frac{N}{L} \mathbf{I}_{N}$, we have $\mathbf{F}_{\Omega} \mathbf{F}_{\Omega}^{*}=\frac{N}{L} \mathbf{I}_{L} \rightarrow\left\|\mathbf{F}_{\Omega}\right\|_{2 \rightarrow 2}=$ $\sqrt{\frac{N}{L}}$. Recall that $\mu_{\text {max }}^{\Psi}=\sqrt{N} \max _{i, j}\left|\boldsymbol{\Psi}_{i, j}\right|$, we have for any $i, j,\left|\boldsymbol{\Psi}_{i, j}\right|^{2} \leq \frac{1}{N}\left(\mu_{m a x}\right)^{2}$. Hence, for any $i$, $\left\|\boldsymbol{\Phi}_{i}\right\|_{2 \rightarrow 2}^{2}=\left\|\boldsymbol{\Phi}_{i}^{*} \boldsymbol{\Phi}_{i}\right\|=\left\|\mathbf{B}^{*} \operatorname{diag}\left(\left[\left|\boldsymbol{\Psi}_{i, 1}\right|^{2}, \cdots,\left|\boldsymbol{\Psi}_{i, N}\right|^{2}\right]\right) \mathbf{B}\right\|_{2 \rightarrow 2} \leq \frac{1}{N}\left(\mu_{\max }^{\boldsymbol{\Psi}}\right)^{2}\left\|\mathbf{B}^{*} \mathbf{B}\right\|_{2 \rightarrow 2}=\frac{1}{N}\left(\mu_{\max }^{\boldsymbol{\Psi}}\right)^{2}$. The last equality is due to the assumption that $\mathbf{B}^{*} \mathbf{B}=I_{k}$.

Combining the bounds,

$$
\max _{j \in\left[\left|S^{c}\right|\right]}\left\|\mathbf{A}_{S}^{*} \mathbf{A}_{S_{j}}\right\|_{2 \rightarrow 2} \leq \sqrt{\frac{1+\eta}{L}} \mu_{\max }^{\Psi}
$$

### 6.4 Proof of Lemma (7)

Proof: Let $\mathbf{V}=\mathbf{A}_{S}\left(\mathbf{A}_{S}^{*} \mathbf{A}_{S}\right)^{-1} \operatorname{sgn}\left(\mathbf{X}_{0}\right)$, define

$$
\mathcal{Y}:=\mathbf{A}^{*} \mathbf{A}_{S}\left(\mathbf{A}_{S}^{*} \mathbf{A}_{S}\right)^{-1} \operatorname{sgn}\left(\mathbf{X}_{0}\right)
$$

$\mathcal{Y}$ is the exact dual certificate since $\mathcal{P}_{S} \mathcal{Y}=\operatorname{sgn}\left(\mathbf{X}_{0}\right)$. Next, we have

$$
\begin{equation*}
\|\mathbf{V}\|_{F}=\left\|\mathbf{A}_{S}\left(\mathbf{A}_{S}^{*} \mathbf{A}_{S}\right)^{-1} \operatorname{sgn}\left(\mathbf{X}_{0}\right)\right\|_{F} \leq \frac{\sqrt{1+\eta}}{1-\eta} \sqrt{n} \tag{30}
\end{equation*}
$$

The inequality comes from the implication by the conditioning of $\mathbf{A}_{S}$ that $\mathbf{A}_{S}^{*} \mathbf{A}_{S}$ is invertible with $\left\|\left(\mathbf{A}_{S}^{*} \mathbf{A}_{S}\right)^{-1}\right\|_{2 \rightarrow 2} \leq$ $\frac{1}{1-\eta}$ and $\left\|\mathbf{A}_{S}\right\|_{2 \rightarrow 2} \leq \sqrt{1+\eta}$.

### 6.5 Proof of Lemma (8)

We consider the case when the spanning coefficients are chosen uniformly random from a fixed basis. The structure of the proof is similar to the Gaussian case. Suppose the columns of $\mathbf{H}$ are chosen uniform randomly with replacement from the columns of $\mathbf{W} \in \mathbb{C}^{k \times k}$ where $\mathbf{W}^{*} \mathbf{W}=\mathbf{I}_{k}$.

Proof: Let $\mathbf{A}^{\dagger}=\left(\mathbf{A}_{S}^{*} \mathbf{A}_{S}\right)^{-1} \mathbf{A}_{S}^{*}$. Suppose there exist an $\alpha$ such that $\max _{j \in S^{c}}\left\|\mathbf{A}^{\dagger} \mathbf{A}_{S_{j}}\right\|_{F} \leq \alpha$. We postpone the estimate of the $\alpha$ to the latter part of the proof.

Define $\tilde{\boldsymbol{X}}=\left[\begin{array}{c|c|c|c}\mathbf{h}_{\mathbf{1}} \operatorname{sgn}\left(z_{1}\right) & \mathbf{h}_{\mathbf{2}} \operatorname{sgn}\left(z_{1}\right) & \cdots & \mathbf{h}_{\mathbf{c}} \operatorname{sgn}\left(z_{1}\right) \\ \hline \mathbf{h}_{\mathbf{1}} \operatorname{sgn}\left(z_{2}\right) & \mathbf{h}_{\mathbf{2}} \operatorname{sgn}\left(z_{2}\right) & \cdots & \mathbf{h}_{\mathbf{c}} \operatorname{sgn}\left(z_{2}\right) \\ \hline \vdots & \vdots & \vdots & \\ \mathbf{h}_{\mathbf{1}} \operatorname{sgn}\left(z_{N}\right) & \mathbf{h}_{\mathbf{2}} \operatorname{sgn}\left(z_{N}\right) & \cdots & \mathbf{h}_{\mathbf{c}} \operatorname{sgn}\left(z_{N}\right)\end{array}\right]$. Then $\operatorname{sgn}\left(\mathbf{X}_{0}\right)=\tilde{\boldsymbol{X}} /\|\mathbf{H}\|_{F} \in \mathbb{C}^{k N \times C}$, where $\mathbf{H}=\left[\mathbf{h}_{\mathbf{1}}\left|\mathbf{h}_{\mathbf{2}}\right| \cdots \mid \mathbf{h}_{\mathbf{C}}\right], \mathbf{H} \in \mathbb{C}^{k \times C}$.

We want to estimate the norm of $\max _{l \in S^{c}}\left\|\operatorname{sgn}\left(\mathbf{X}_{0}\right)^{*} \mathbf{A}^{\dagger} \mathbf{A}_{S^{l}}\right\|_{F}$,

$$
\max _{l \in S^{c}}\left\|\operatorname{sgn}\left(\mathbf{X}_{0}\right)^{*} \mathbf{A}^{\dagger} \mathbf{A}_{S^{l}}\right\|_{F} \leq \max _{l \in S^{c}}\left\|\mathbf{A}^{\dagger} \mathbf{A}_{S^{l}}\right\|_{F}\left\|\operatorname{sgn}\left(\mathbf{X}_{0}\right)\right\|_{2 \rightarrow 2} \leq \alpha\|\tilde{\boldsymbol{X}}\|_{2 \rightarrow 2} /\|\mathbf{H}\|_{F}
$$

By the Cauchy Schwartz inequality, for any $\mathbf{y},\|\tilde{\boldsymbol{X}} \mathbf{y}\| \leq\|\mathbf{H}\|_{2 \rightarrow 2}\|\operatorname{sgn}(\mathbf{z})\|_{2}\|\mathbf{y}\|_{2} \leq \sqrt{n}\|\mathbf{H}\|_{2 \rightarrow 2}$.
We want to bound the two terms, $\|\mathbf{H}\|_{F}$ and $\|\mathbf{H}\|_{2 \rightarrow 2}$. For $\|\mathbf{H}\|_{F}$, since each columns of $\mathbf{H}$ is has norm 1, we have $\|\mathbf{H}\|_{F}=\sqrt{C}$.

To bound $\|\mathbf{H}\|_{2 \rightarrow 2}$, we apply the matrix Bernstein inequality to $\mathbf{H}^{*} \mathbf{H}=\Sigma_{l=1}^{C} \mathbf{h}_{l} \mathbf{h}_{l}^{*}$. Define $\mathbf{Z}_{l}=\mathbf{h}_{l} \mathbf{h}_{l}^{*}-\frac{1}{k} \mathbf{I}_{k}$, $\mathbf{Z}_{l}$ are independent with $\mathbb{E}\left(\mathbf{Z}_{l}\right)=0$,

$$
\begin{gather*}
R=\max _{l}\left\|\mathbf{Z}_{l}\right\|=\left\|\mathbf{h}_{l} \mathbf{h}_{l}^{*}-\frac{1}{k} I\right\| \leq \max _{l} \max \left(\left\|\mathbf{h}_{l}\right\|^{2}, \frac{1}{k}\right)=1,  \tag{31}\\
\sigma^{2}=\left\|\Sigma_{l=1}^{C} \mathbb{E}\left(\mathbf{Z}_{l} \mathbf{Z}_{l}^{*}\right)\right\|=\|\Sigma_{l=1}^{C} \mathbb{E}(\mathbf{h}_{l} \underbrace{\mathbf{h}_{l}^{*} \mathbf{h}_{l}}_{=1} \mathbf{h}_{l}^{*})-\frac{2}{k} \mathbb{E}\left(\mathbf{h}_{l} \mathbf{h}_{l}^{*}\right)+\frac{I}{k^{2}}\|=\left\|\Sigma_{l=1}^{C}\left(\frac{I}{k}-\frac{I}{k^{2}}\right)\right\| \leq C / k \tag{32}
\end{gather*}
$$

Hence,

$$
\begin{equation*}
\mathbb{P}\left(\left\|\mathbf{H H}^{*}-\frac{C}{k} I\right\| \geq t\right) \leq 2 k \exp \left(-\frac{t^{2} / 2}{\sigma^{2}+R t / 3}\right)=2 k \exp \left(-\frac{t^{2} / 2}{\frac{C}{k}+t / 3}\right) \tag{33}
\end{equation*}
$$

Take $t=\frac{C}{2 k}$, we have $\|\mathbf{H}\| \leq \sqrt{3 C / 2 k}$ with probability at least $1-2 k \exp \left(-\frac{3 C}{28 k}\right)$.
Combining the bounds, we have

$$
\begin{equation*}
\frac{\sqrt{1+\eta}}{1-\eta} \sqrt{\frac{1}{L}} \mu_{\max }^{\mathbf{\Psi}} \sqrt{3 n / 2}<\theta<1 \tag{34}
\end{equation*}
$$

with probability at least $1-2 k \exp \left(-\frac{3 C}{28 k}\right)$.
The case when the coefficients $\mathbf{h}_{l}, l \in[C]$ are chosen independently and uniformly at random from the complex sphere $S_{\mathbb{C}}^{k-1}$ follows the exact argument by noticing that $\mathbf{h}_{l}=\frac{\mathbf{s}_{l}}{\left\|\mathbf{s}_{l}\right\|_{2}}$ where $\mathbf{s}_{l}$ are independent Gaussian vector drawn from $\frac{1}{\sqrt{2}} \mathcal{N}(0,1)+i \frac{1}{\sqrt{2}} \mathcal{N}(0,1)$.
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## 7 Appendix

### 7.1 Conditioning of random submatrices

Ideally, we would like to consider the setting in which all the matrices in the forward model are fixed and the randomness comes from the support of the signals $\mathbf{x} \in \mathbb{C}^{N}$. We consider the setup where the support $S$ selected uniformly at random among all subsets of $[N]$ of cardinality $n$.

The next lemma is related to the conditioning of random block submatrices for any fixed matrix $\mathbf{\Phi}$.
Lemma 11 Suppose $\boldsymbol{\Phi}=\left[\begin{array}{lll}\boldsymbol{\Phi}_{1} & \cdots & \boldsymbol{\Phi}_{N}\end{array}\right], \boldsymbol{\Phi}_{i} \in \mathbb{C}^{N \times k}$ and $\mathbf{\Phi}_{i}^{*} \boldsymbol{\Phi}_{i}=\mathbf{I}_{k}$ for all $i$. Let $S$ be a subset of $[N]$ selected at random according to the Bernoulli model with $\mathbb{E} C a r d(S)=n$ or uniformly random from all subset of $[N]$ of cardinality n.Let $P=\operatorname{diag}\left[\delta_{1}, \ldots, \delta_{N}\right]$, where $\delta_{i}$ are i.i. d Bernoulli variables with $\mathbb{E} \delta_{i}=\frac{n}{N}$.

If there exists a positive constant $c$, and for $\eta, \epsilon \in(0,1)$,

$$
\begin{aligned}
& \mu_{\text {block }} \leq \frac{c \eta}{\ln (k N / \epsilon)}, \mu_{\text {block }}=\max _{i \neq k}\left\|\mathbf{\Phi}_{i}^{*} \mathbf{\Phi}_{k}\right\|_{2} \\
& \frac{n}{N}\|\boldsymbol{\Phi}\|_{2}^{2} \leq \frac{c \eta^{2}}{\ln (k N / \epsilon)}
\end{aligned}
$$

Then, with probability at least $(1-\epsilon),\left\|\mathbf{\Phi}_{S}^{*} \mathbf{\Phi}_{S}-\mathbf{I}_{S}\right\| \leq \eta$.
However, take into account the structure of our specific $\mathbf{\Phi}, \boldsymbol{\Phi}=\left[\operatorname{diag}\left(\boldsymbol{\psi}_{1}\right) \mathbf{B} \cdots \operatorname{diag}\left(\boldsymbol{\psi}_{N}\right) \mathbf{B}\right]$. The condition on $\mu_{b l o c k}$ is strict.
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[^0]:    ${ }^{1}$ This notion can be easily generalized to approximately transform-sparse.

