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1. Introduction

These notes address mathematical issues that arise when one attempts to incorporate shock waves into Einstein's theory of General Relativity. At the start, one is led to consider solutions of the Einstein equations when the space–time metric is only Lipschitz continuous, and this is the main topic of this article. In Section 1 (which is taken from [36]), we introduce General Relativity and the Einstein equations, and then we begin the discussion in Section 1.3 (taken from [9]), by writing down the Einstein equations for a perfect fluid assuming spherical symmetry, and assuming standard Schwarzschild coordinates. We point out that the equations imply that the metric components of solutions can be at best Lipschitz continuous functions of the coordinates when shock waves are present (that is, the metric components, viewed as functions of the space–time coordinates, lie at best within the class $C^{0,1}$ of functions that are continuous with Holder exponent 1. [6]). We then write down a system of conservation laws with source terms that is weakly equivalent to these equations, and this helps explain the less than expected regularity of the metric. A rigorous derivation of the equivalence of these equations is the topic of Section 5. Now the Lipschitz continuity of the metric components is interesting because the curvature tensor, a quantity determined by second derivatives of the metric tensor, must remain free of delta function sources in order to be a bona fida weak solution of the equations. This motivates the discussion in Section 2 (taken from [29]), which presents the general theory of matching space–time metrics Lipschitz continuously across smooth shock surfaces. In Section 3 (which is taken from [31,36]), we develop a theory for matching a Friedmann–Robertson–Walker metric of cosmology, to a Tolman–Oppenheimer–Volkoff metric for a static fluid sphere, across a shock wave interface, and in Section 4 (taken from [30]), we use this theory to derive a class of exact shock wave solutions of the Einstein equations that model blast waves in General Relativity. In these exact solutions, the Big Bang singularity of the FRW metric is replaced by a shock wave explosion, and the outgoing shock wave lies at the leading edge of what is interpreted as the expansion of the galaxies in the cosmological interpretation of the FRW metric. The construction of these exact solutions takes advantage of being able to work with metrics in the lower smoothness class of $C^{0,1}$. In Section 5 (taken from [9]), we show that the spherically symmetric Einstein equations written in standard Schwarzschild coordinates (that is, the equations which began the discussion in Section 1), are weakly equivalent to a system of conservation laws with source terms. This reformulation of the equations shows that we can expect solutions with shock waves to exist, and helps explain the Lipschitz regularity of the metric components when shocks are present. The system of equations derived in Section 5 is also the starting point for the existence theory given in [10]. The main theorem in [10] is stated in Section 1.3. This result confirms what is indicated by the equations derived in Section 5, and demonstrates rigorously that the initial value problem for the Einstein equations (assuming perfect fluid and spherical symmetry), is consistent for initial density and velocity profiles that are discontinuous functions that are only locally of bounded total variation. Said differently, the result demonstrates that the Einstein equations of General Relativity are meaningful in the presence of arbitrary numbers of interacting shock waves, of arbitrary strength.

The class $C^{0,1}$ is one derivative less smooth than the Einstein equations suggest the metric components ought to be, and in fact, the singularity theorems in [11] presume that
metrics are in the smoothness class $C^{1,1}$, one degree smoother, cf. [11, p. 284]. One of the remarkable features of the results of Section 2 is that for smooth shock surfaces, there always exist coordinate transformations that smooth the components of the gravitational metric to $C^{1,1}$, and these coordinates can be taken to be the Gaussian normal coordinates of the surface. However, the Gaussian normal coordinates break down at points of interaction of shock waves, and thus it remains an open problem whether general Lipschitz continuous solutions of the Einstein equations can always be smoothed by coordinate transformation. This leads to the following interesting dichotomy: If such a coordinate transformation does not always exist, then solutions of the Einstein equations are one degree less smooth than previously assumed; and if such a transformation does exist, then it defines a mapping that takes weak solutions of the Einstein equations to strong solutions. In the latter case, it follows that the theory of distributions and the Rankine–Hugoniot jump conditions for shock waves need not be imposed as extra conditions on the relativistic compressible Euler equations in General Relativity, but rather must follow as logical consequences of the strong formulation of the Einstein equations by themselves.

1.1. Spacetime and the gravitational metric tensor

In Einstein’s theory of General Relativity, all properties of the gravitational field are determined by the gravitational metric tensor $g$, a Lorentzian metric that describes a continuous field of symmetric bilinear forms of signature $(-1, 1, 1, 1)$, defined at each point of a four-dimensional manifold $M$ called “space–time”. Freefall paths through the gravitational field are the geodesics of the metric; the non-rotating vectors carried by an observer in freefall are those vectors that are parallel transported by the (unique symmetric) connection determined by $g$; spatial lengths of objects correspond to the lengths of the spacelike curves that define their shape — length measured by the metric $g$; and time changes for an observer are determined by the length of the observer’s timelike curve through space–time, as measured by the metric $g$.

The length of a curve in space–time is computed by integrating the element of arclength $ds$ along the curve, where, in a given coordinate system on space–time, $ds$ is defined by

$$ds^2 = g_{ij} dx^i dx^j. \tag{1.1}$$

Here we adopt the Einstein summation convention whereby repeated up-down indices are assumed to be summed from 0 to 3. A coordinate system on space–time is a regular map that takes a neighborhood $U_x$ of space–time to $\mathbb{R}^4$, $x : U_x \to \mathbb{R}^4$. Since space–time is a manifold, it can be covered by coordinate charts. We let $x = (x^0, x^1, x^2, x^3)$ denote both the coordinate map and the coordinates of a point $x(P) \in \mathbb{R}^4$. The functions $g_{ij}(x)$, $i, j = 0, 1, 2, 3$, are the $x$-components of the metric $g$. At each point $x$, the matrix $g_{ij}$ determines the lengths of tangent vectors in terms of their components relative to the $x$-coordinate basis $\{ \partial / \partial x^i \}$. That is, in $x$-coordinates, the tangent vector to a curve $x(\xi)$ (as parameterized in $x$-coordinates), is given by $X(\xi) = \dot{x}^i \frac{\partial}{\partial x^i}$ (dot denotes $d/d\xi$), so that along the curve $x(\xi)$, the increment $dx^i$ in the $x^i$-coordinate, in the direction of the curve,
is given by \( dx^i = \dot{x}^i \, d\xi \). Thus, according to (1.1), the increment in arclength along a curve \( x(\xi) \) is given in terms of the increment in the parameter \( \xi \) by
\[
\text{d}s^2 = g_{ij} \dot{x}^i \dot{x}^j \, d\xi^2 = \| X(\xi) \|^2 \, d\xi^2.
\]
so that, the length of an arbitrary vector \( X = X^i \frac{\partial}{\partial x^i} \) is given by
\[
\| X \|^2 = g_{ij} X^i X^j.
\]
where again we assume summation over repeated up-down indices. We conclude that the length of a curve is just the integral of the \( g \)-length of its tangent vector along the curve.

Under change of coordinates \( x \to y \), a vector \( X^i \frac{\partial}{\partial x^i} \) transforms to \( X'^\alpha \frac{\partial}{\partial y^\alpha} \) according to the tensor transformation laws
\[
X'^\alpha = \frac{\partial y^\alpha}{\partial x^i} X^i, \quad \frac{\partial}{\partial y^\alpha} = \frac{\partial x^i}{\partial y^\beta} \frac{\partial}{\partial x^i}.
\] (1.2)

(Our slightly ambiguous notation is that indices \( i, j, k \ldots \) label components in \( x \)-coordinates, and \( \alpha, \beta, \gamma \ldots \) label components in \( y \)-coordinates. So, for example, \( X^i \) is the \( x^i \)-component of the tangent vector \( X \). \( X'^\alpha \) is the \( y^\alpha \)-component of \( X \). etc. This works quite well, but tensors must be re-labeled when indices are evaluated.) It follows that the metric tensor transforms according to the tensor transformation law
\[
\tilde{g}_{\alpha\beta} = g_{ij} \frac{\partial x^i}{\partial y^\alpha} \frac{\partial x^j}{\partial y^\beta}.
\] (1.3)

That is, at each point, \( g \) transforms by the matrix transformation law
\[
\tilde{g} = A^T g A
\]
for a bilinear form, because the matrix \( A = \frac{\partial x^i}{\partial y^\beta} \) transforms the vector components of the \( x \)-basis \( \{ \partial/\partial x^i \} \) over to their components relative to the \( y \)-basis \( \{ \partial/\partial x^i \} \). The Einstein summation convention keeps track of the coordinate transformation laws as in (1.2) and (1.3) so long as we keep the indices on coordinate functions “up” (as in \( x^i \)), coordinate basis indices “down” (as in \( \partial/\partial x^i \)), indices on vector components “up” (as in \( X^i \) so that \( X = X^i \frac{\partial}{\partial x^i} \)), indices on basis 1-forms “up” (as in \( dx^i \)), and indices on components of 1-forms down (as in \( \omega_i \) so that \( \omega = \omega_i \, dx^i \)). In general, a tensor of type \((k,l)\) is said to have \( k \)-contravariant indices (up) and \( l \)-covariant indices (down) if the components in a given coordinate system transform according to the tensor transformation law
\[
\tilde{T}^{\alpha_1 \ldots \alpha_k}_{\beta_1 \ldots \beta_l} = T^{i_1 \ldots i_k}_{j_1 \ldots j_l} \frac{\partial y^{\alpha_1}}{\partial x^{i_1}} \frac{\partial y^{\alpha_k}}{\partial x^{i_k}} \frac{\partial x^{j_1}}{\partial y^{\beta_1}} \frac{\partial x^{j_l}}{\partial y^{\beta_l}}.
\]
Here the (matrix) Jacobian satisfies \( \frac{\partial x}{\partial y} = (\partial y/\partial x)^{-1} \). and by letting
\[
(g^{ij}) = (g_{ij})^{-1}.
\]
we can raise or lower an index by contracting the index with the metric; that is, for example,

$$T^i_j = T_{\alpha j} g^{\alpha i}$$

raises the index $i$. In the modern theory of differential geometry, $T_{i_1 \ldots i_k}^{i_1 \ldots i_k}$ are viewed as the components on the tensor products $\frac{\partial}{\partial x^{i_1}} \otimes \cdots \otimes \frac{\partial}{\partial x^{i_k}} \otimes dx^{j_1} \otimes \cdots \otimes dx^{j_l}$ which form a basis for the set of operators that act linearly on $k$ copies of $T^* M$ and $l$ copies of $TM$, cf. [4].

Freefall paths through a gravitational field are geodesics of the space–time metric $g$. For example, the planets follow geodesics of the gravitational metric generated by the Sun (approximated by the Schwarzschild metric outside the surface of the Sun, and by a Tolman–Oppenheimer–Volkoff (TOV) metric inside the surface of the Sun), and according to the standard theory of cosmology, the galaxies follow geodesics of a Friedmann–Robertson–Walker (FRW) metric. In spherical coordinates $x = (t, r, \theta, \phi)$, the Schwarzschild line element is given by

$$ds^2 = -\left(1 - \frac{2GM_0}{r}\right) dt^2 + \left(1 - \frac{2GM_0}{r}\right)^{-1} dr^2 + r^2 d\Omega^2,$$

(1.4)

the TOV line element is given by

$$ds^2 = -B(r) dt^2 + \left(1 - \frac{2GM(r)}{r}\right)^{-1} dr^2 + r^2 d\Omega^2,$$

(1.5)

and the FRW line element is given by

$$ds^2 = -dt^2 + R(t)^2 \left(\frac{dr^2}{1 - kr^2} + r^2 d\Omega^2\right).$$

(1.6)

The line element determines the metric components $g_{ij}$ through the identity (1.1). Here $\mathcal{G}$ denotes Newton’s gravitational constant, $M_0$ denotes the mass of the Sun (or a star), $M(r)$ denotes the total mass inside radius $r$ (a function that tends smoothly to $M_0$ at the star surface), $B(r)$ is a function that tends smoothly to $1 - 2\mathcal{G}M_0/r$ at the star surface, $H = \dot{R}/R$ is the Hubble “constant”, and $d\Omega^2 = d\theta^2 + \sin^2(\theta) d\phi^2$ denotes the standard line element on the unit 2-sphere. (Here $2\mathcal{G}M = 2GM/c^2$, and we take $c = 1$. [4].)

Each of the metrics (1.4)–(1.6) is a special case of a general spherically symmetric space–time metric of the form

$$ds^2 = -A(r, t) \, dt^2 + B(r, t) \, dr^2 + 2D(r, t) \, dt \, dr + C(r, t) \, d\Omega^2,$$

(1.7)

where $A, B, C, D$ are arbitrary, smooth, positive functions. A spherically symmetric metric is said to be in standard Schwarzschild coordinates (or the standard coordinate gauge), if it takes the simpler form

$$ds^2 = -A(r, t) \, dt^2 + B(r, t) \, dr^2 + r^2 \, d\Omega^2.$$

(1.8)
It is well known that, in general, there always exists a coordinate transformation that takes an arbitrary metric of form (1.7) over to the simpler form (1.8), [42]. In Section 1.3 below we carry out this reduction with an eye toward anticipating the regularity of the metric components $A$ and $B$, [42,9].

The geodesics of a metric are paths $x(s)$ of extremal length, determined by the geodesic equation

$$\frac{d^2 x^i}{ds^2} = \Gamma^i_{jk} \frac{dx^j}{ds} \frac{dx^k}{ds},$$

(1.9)

where the so-called Christoffel symbols or connection coefficients $\Gamma^i_{jk}$ are defined by

$$\Gamma^i_{jk} = \frac{1}{2} g^{\sigma i} \left\{ -g_{jk, \sigma} + g_{\sigma j, k} + g_{k, \sigma j} \right\}.$$  

(1.10)

(Here, "$k$" denotes the classical derivative in direction $x^k$.) The Christoffel symbols $\Gamma^i_{jk}$ are the central objects of differential geometry that do not transform like a tensor. Indeed, they fail to be tensorial by exactly the amount required to convert coordinate differentiation of vector components into a tensorial operation. That is, for a vector field $Y$, let $Y^i$ denote the $x^i$-component of $Y$. The covariant derivative $\nabla$ is defined by

$$\nabla_{\frac{\partial}{\partial x^\sigma}} Y = Z,$$

where, letting semicolon denote covariant differentiation, $Z$ defines a vector field with $x$-components

$$Z^i = Y^i_{;\sigma} = \frac{\partial Y^i}{\partial x^\sigma} - \Gamma^i_{\sigma k} Y^k.$$  

(1.11)

For arbitrary vector fields $X$ and $Y$, one defines the covariant derivative $\nabla_X Y$ by

$$\nabla_X Y = X^\sigma \nabla_{\frac{\partial}{\partial x^\sigma}} Y \equiv X^\sigma Y^i_{;\alpha} \frac{\partial}{\partial x^i}.$$  

We say that a vector field $Y$ is parallel along a curve whose tangent vector is $X$ if

$$\nabla_X Y = 0,$$

all along the curve. It follows that the covariant derivative $\nabla_X Y$ measures the rate at which the vector field $Y$ diverges from the parallel translation of $Y$ in the direction of $X$. In a similar fashion, one can define the covariant derivative $\nabla T$ of any $(k, l)$ tensor $T$ as the $(k, l + 1)$ tensor with components

$$T^i_{j_1 \ldots j_l, \sigma}.$$
For example, for a \((1, 1)\) tensor \(T\),

\[
T^i_{j;\sigma} = T^i_{j,\sigma} - \Gamma^i_{\tau\sigma} T^\tau_j + \Gamma^i_{j\sigma} T^\tau_j.
\]

(1.12)

More generally, to compute \(\nabla T\) for a \((k, l)\) tensor \(T\), include a negative term for every contravariant index (contract the index with \(\Gamma^\tau\) as above), and a positive term (as above) for every covariant index in \(T\). We say that \(T\) is parallel along a curve with tangent vector \(X\) if \(\nabla_X T = 0\) all along the curve. It follows that \(\nabla_X T\) measures the rate at which \(T\) diverges from the parallel translation of \(T\) in direction \(X\). For a \((2, 0)\) tensor \(T\) we define the covariant divergence of \(T\) to be the vector field defined by

\[
\text{div } T = T^{i\sigma} \frac{\partial}{\partial x^i}.
\]

(1.13)

The covariant derivative commutes with contraction and the raising and lowering of indices, [42], and by (1.12), \(\nabla\) reduces to the classical derivative at any point where the Christoffel symbols \(\Gamma^i_{jk}\) vanish.

It follows from (1.10) that \(\Gamma^i_{jk} = 0\) at a point in a coordinate system where \(g_{ij,k} = 0\), all \(i, j, k = 0, \ldots, 3\). The existence of such coordinate frames at a point follows directly from the fact that the metric components \(g_{ij}\) are smoothly varying, and transform like a symmetric bilinear form under coordinate transformation. If in addition, \(g_{ij} = \text{diag}(-1, 1, 1, 1)\), then such a coordinate system is said to be locally inertial, or locally Lorentzian at the point. The notion of geodesics and parallel translation have a very natural physical interpretation in General Relativity in terms of the locally inertial coordinate frames. Indeed, General Relativity makes contact with (the flat space–time theory of) Special Relativity by identifying the locally Lorentzian frames at a point as the “locally non-rotating” inertial coordinate systems in which space–time behaves as if it were locally flat. Thus physically, the non-rotating vector fields carried by an observer in freefall should be the vector fields that are locally constant in the locally inertial coordinate frames defined at each point along the curve. But since \(\Gamma^i_{jk} = 0\) at the center of a locally inertial coordinate system, it follows from (1.11) that a vector field is parallel translated along a curve (in the sense that \(\nabla_X Y = 0\) along a curve), if and only if its components are (locally) constant in the locally inertial coordinate frames defined at each point along the curve. Thus we see that the non-rotating vector fields carried by an observer in freefall are exactly the vectors that are parallel transported by the unique symmetric connection (1.10) determined by the gravitational metric \(g\). Similarly, the geodesics of the metric \(g\) are just the curves that are “locally straight lines” in the locally inertial coordinate frames.

The fundamental tenet of General Relativity is the principle that there is no apriori global inertial coordinate system on space–time. Rather, in General Relativity, inertial coordinate systems are local properties of space–time in the sense that they change from point to point. For example, if there were a global Newtonian absolute space, then there would exist global coordinate systems in which freefalling objects do not accelerate, and any two such coordinate systems would be related by transformations from the 10 parameter Galilean Group – the set of coordinate transformations that do not introduce accelerations. In Special Relativity, the existence of absolute space would presume the existence of global
coordinate systems related by the transformations of Special Relativity; that is, in Special Relativity, the 10 parameter Poincare group replaces the 10 parameter Galilean Group as the set of transformations that introduce no accelerations. The Poincare Group is obtained from the Galilean group by essentially replacing Euclidean translation in time by Lorentz transformations, and this accounts for time dilation. The space–time metric can then be viewed as a book-keeping device for keeping track of the location of the local inertial reference frames as they vary from point to point in a given coordinate system – the metric locates the local inertial frames at a given point as those coordinate systems that diagonalize the metric at that point, \(g_{ij} = \text{diag}(-1, 1, 1, 1)\), such that the derivatives of the metric components also vanish at the point. Thus, the earth moves “unaccelerated” in each local inertial frame, but these frames change from point to point, thus producing apparent accelerations in a global coordinate system in which the metric is not everywhere diagonal. The fact that the earth moves in a periodic orbit around the Sun is proof that there is no coordinate system that globally diagonalizes the metric, and this is an expression of the fact that gravitational fields produce nonzero space–time curvature. Indeed, in an inertial coordinate frame, when a gravitational field is present, one cannot in general eliminate the second derivatives of the metric components at a point by any coordinate transformation, and the nonzero second derivatives of the metric that cannot be eliminated, represent the gravitational field. These second derivatives are measured by the Riemann Curvature Tensor associated with the Riemannian metric \(g\).

Riemann introduced the curvature tensor in his inaugural lecture of 1854. In this lecture he solved the longstanding open problem of describing curvature in surfaces of dimension higher than two. Although the curvature tensor was first developed for positive definite “spatial” metrics, Einstein accounted for time dilation by letting Lorentz transformations play the role of rotations in Riemann’s theory, and except for this, Riemann’s theory carries over essentially unchanged. The Riemann Curvature Tensor \(R^i_{jkl}(x)\) is a quantity that involves second derivatives of \(g_{ij}(x)\), but which transforms like a tensor under coordinate transformation; that is, the components transform like a sort of four component version of a vector field, even though vector fields are constructed essentially from first order derivatives. The connection between General Relativity and geometry can be summarized in the statement that the Riemann Curvature Tensor associated with the metric \(g\) gives an invariant description of gravitational accelerations. The components of the Riemann Curvature Tensor are given in terms of the Christoffel symbols by the formula, [41],

\[
R^i_{jkl} = \Gamma^i_{jl.k} - \Gamma^i_{jk.l} + \{ \Gamma^g_{jl} \Gamma^i_{gk} - \Gamma^g_{jk} \Gamma^i_{gl} \}. \tag{1.14}
\]

One can interpret this as a “curl” plus a “commutator”.

1.2. Introduction to the Einstein equations

Once one makes the leap to the idea that the inertial coordinate frames change from point to point in space–time, one is immediately stuck with the idea that, since our non-rotating inertial frames here on earth are also non-rotating with respect to the fixed stars, the stars must have had something to do with the determination of our non-accelerating reference
frames here on earth (Mach’s Principle). Indeed, not every Lorentzian metric can describe a gravitational field, which means that gravitational metrics must satisfy a constraint that describes how inertial frames at different points of space–time interact and evolve. In Einstein’s theory of gravity, this constraint is given by the Einstein gravitational field equations. These field equations were first introduced by Albert Einstein in 1915 after almost ten years of struggle.

The Einstein equations can be written in the compact form

\[ G = \kappa T, \]  

Here \( G \) denotes the Einstein curvature tensor, \( T \) the stress energy tensor (the source of the gravitational field), and \( \kappa \) is the gravitational constant. In a given coordinate system \( x \), the field equations (1.15) take the component form

\[ G_{ij}(x) = \kappa T_{ij}(x), \]  

where

\[ G_{ij} = R^\sigma_{i\sigma j} - \frac{1}{2} R^\sigma_{\sigma j} g_{ij}. \]

(1.17)

denotes the \( x \)-components of the Einstein curvature tensor, and \( T_{ij} \) the \( x \)-components of the stress energy tensor. We let \( 0 \leq i, j \leq 3 \) refer to components in a given coordinate system, and again we assume the Einstein summation convention whereby repeated up-down indices are assumed to be summed from 0 to 3. The components of the stress energy tensor give the energy density and \( i \)-momentum densities and their fluxes at each point of space–time. When the sources are modeled by a perfect fluid, \( T \) is given (in contravariant form) by

\[ T^{ij} = (\rho + p) w^i w^j + pg^{ij}, \]  

(1.18)

where \( w \) denotes the unit 4-velocity vector of the fluid (the tangent vector to the world line of the fluid particle), \( \rho \) denotes the energy density (as measured in the inertial frame moving with the fluid), and \( p \) denotes the fluid pressure. The velocity \( w \) has four components \( w^i = dx^i/ds \) when the fluid particle traverses a (timelike) path \( x(s) \) in \( x \)-coordinates, and \( s \) is taken to be the arclength parameter (1.1) determined by the gravitational metric \( g \). It follows that \( w \) is a unit timelike vector relative to \( g \), and thus only three of the four components of \( w \) are independent. The constant \( \kappa \) in (1.15) is determined by the principle that the theory should incorporate Newton’s theory of gravity in the limit of low velocities and weak gravitational fields (Correspondence Principle). This leads to the value

\[ \kappa = 8\pi G/c^4. \]

Again, \( c \) denotes the speed of light and \( G \) denotes Newton’s gravitational constant.
Newton’s constant first appears in the inverse square force law

$$\text{Force} = M \mathbf{a} = -\mathcal{G} \frac{M M_0}{r^3} \mathbf{r}. \quad (1.19)$$

In (1.19), $M$ is the mass of a planet, $M_0$ is the mass of the sun, and $\mathbf{r}$ is the position vector of the planet relative to the center of mass of the system. The Newtonian law (1.19) starts looking like it is not really a “fundamental law” once one verifies that the inertial mass $M$ on the LHS of (1.19) is equal to the gravitational mass $M$ on the RHS of (1.19) (Equivalence Principle). In this case, $M$ cancels out, and then (1.19) (remarkably) becomes more like a law about accelerations than a law about “forces”. That is, once $M$ cancels out, the force law (1.19) is independent of any properties of the object (planet) whose motion it purports to describe. Thus, in Newton’s theory, the “gravitational force”, which is different on different objects of different masses, miraculously adjusts itself perfectly so that every object (subject to the same initial conditions), traverses exactly the same path. Thus Einstein was led to suspect that the Newtonian gravitational force was some sort of artificial device, and that the fundamental objects of the gravitational field were the “freefall paths”, not the forces. From this point of view, the field equations (1.15) are more natural than (1.19) because they are, at the start, equations for the gravitational metric, and the gravitational metric fundamentally describes the paths of “freefalling” objects by means of the geodesic equation of motion (1.9) – which just expresses “local non-acceleration in locally inertial coordinate frames”. In Newton’s theory of gravity, the non-rotating frames here on earth are aligned with the stars because there is a global inertial coordinate system that connects us. In contrast, according to the modern theory of cosmology, which is based on Einstein’s theory of gravity, the non-rotating inertial frames here on earth are aligned with the stars because the FRW metric (1.15) maintains this alignment, and (1.15) solves the Einstein equations for an appropriate choice of $R(t)$. (This is still a bit unsatisfying!)

In the limit that a finite set of point masses tends to a continuous mass distribution with density $\rho$. Newton’s force law is replaced by the Poisson equation for the gravitational potential $\phi$.

$$-\Delta \phi = 4\pi \mathcal{G} \rho. \quad (1.20)$$

Indeed, in the case of a compactly supported density $\rho(x)$, one can use the fundamental solution of Laplacian to write the solution of (1.20) as

$$\phi(x) = \int_{\mathbb{R}^3} \frac{\mathcal{G}}{|x - y|} \rho(y) \, d^3 y. \quad (1.21)$$

so the Newtonian acceleration at a point $x$ is given by

$$\mathbf{a} = -\nabla \phi = \int_{\mathbb{R}^3} \frac{\mathcal{G}}{|x - y|} (x - y) \rho(y) \, d^3 y. \quad (1.22)$$

Thus we recover (1.19) from (1.22) by approximating $\rho$ in (1.22) by a finite number of point masses.
The Einstein equations play the same role in General Relativity that the Poisson equation (1.20) plays in the Newtonian theory of gravity – except there is a very significant difference: the Poisson equation determines the (scalar) gravitational potential $\phi$ given the mass density $\rho$, but in Newton’s theory this must be augmented by some system of conservation laws in order to describe the time evolution of the mass density $\rho$ as well. For example, if we assume that the density evolves according to a perfect fluid with pressure $p$ and 3-velocity $v$, then the coupling of Newton’s law of gravity with the Euler equations for a perfect fluid leads to the Euler–Poisson system

$$
\rho_t + \text{div}(\rho v) = 0, \\
(\rho v^i)_t + \text{div}(\rho v^i v + p\delta^i) = -\rho \nabla \phi, \\
-\Delta \phi = 4\pi G \rho.
$$

(1.23)

The first four equations are the compressible Euler equations with the gravitational forcing term on the RHS. The first equation, the continuity equation, expresses conservation of mass, the next three express conservation of $i$-momentum, $i = 1, 2, 3$ (for a perfect fluid this really says that the time rate of change of momentum is equal to the sum of the force of the pressure gradient plus the force of the gravitational field; $\delta^i$ denotes the $i$th unit vector in $R^3$), and the last equation expresses the continuum version of Newton’s inverse square force law. Note that for the fluid part of (1.23), information propagates at the sound (and shock) speeds, but the gravitational potential $\phi$ is updated “instantaneously”, depending only on the density $\rho(x, t)$, according to the formula (1.21). In contrast, for Einstein’s theory of gravity, the time evolution of the gravitational metric is determined simultaneously with the time evolution of the sources through system (1.15), and all of the components of the stress tensor directly influence the components of the gravitational field $g_{ij}$. This principle is the basis for the discovery of the Einstein equations. Indeed, since the $0$-column of the stress–energy tensor (1.18) gives the energy and momentum densities, and the $i$-column gives the corresponding $i$-fluxes (in the relativistic sense), it follows that conservation of energy–momentum in curved space–time reduces to the statement

$$\text{Div}(T) = 0, \quad (1.24)$$

where (capital) Div denotes the covariant divergence for the metric $g$, so that it agrees with the ordinary divergence in each local inertial coordinate frame. In this way equations (1.24) reduce to the relativistic compressible Euler equations in flat Minkowski space–time. Since the covariant derivative depends on the metric components, the conservation equation (1.24) is essentially coupled to the equation for the gravitational field $g$. But the stress tensor $T$ is symmetric, $T_{ij} = T_{ji}$, and so the tensor on the LHS of (1.16) must also be symmetric, and therefore the Einstein equations (1.16) supply ten independent equations in the ten independent unknown metric components $g_{ij}$, together with the four independent functions among $\rho$ and the unit vector field $w$. (Here $p$ is assumed to be determined by an equation of state.) But (1.16) assumes no coordinate system, and thus in principle we are free to give four further relations that tie the components of $G$ and $T$ to the coordinate system. This leaves ten equations in ten unknowns, and thus there are no
further constraints allowable to couple system (1.15) to the conservation laws (1.24). The only way out is to let (1.24) follow as an identity from (1.15), and this determines the LHS of (1.15), namely, the Einstein tensor $G_{ij}$ is the simplest tensor constructable from $R_{jkl}^i$ such that (1.24) follows identically from the Bianchi identities of Riemannian geometry ($R_{ijkl,m}^i = 0$, where $[kl,m]$ denotes cyclic sum, cf. [42]).\textsuperscript{3} Thus, the simplest and most natural field equations of form (1.15) are uniquely determined by the equation count, [42]. The next simplest tensor for the LHS of (1.15) that meets (1.24) is

$$G_{ij} + \Lambda g_{ij},$$

for constant $\Lambda$. In these notes we always assume $\Lambda = 0$. One can show that in the limit of low velocities and weak gravitational fields, the equations (1.24) reduce to the first four equations of (1.23), and the (0, 0) component of the Einstein equations (1.16) reduces to the Poisson equation (1.20), thus fixing the choice $\kappa = 8\pi G/c^4$, [42]. This establishes the correspondence of Einstein’s theory of gravity with the Newtonian theory.

1.3. Shock waves in general relativity and the Einstein equations in Schwarzschild coordinates

In Einstein’s theory of gravity, based on (1.15), the conservation of energy and momentum (1.24) are not imposed, but follow as differential identities from the field equations (1.15). In a specified system of coordinates, (1.15) determines a hyperbolic system of equations that simultaneously describes the time evolution and interaction of local inertial coordinate frames, as well as the time evolution of the fluid according to (1.24). Since GR is coordinate independent, we can always view the time evolution (1.15) in local inertial coordinates at any point in space–time, in which case (1.24) reduces to the classical relativistic Euler equations at the point. This tells us that, heuristically, shock waves must form in the time evolution of (1.15) because one could in principle drive a solution into a shock while in a neighborhood where the equations remained a small perturbation of the classical Euler equations. (This is much easier to say than to demonstrate rigorously, and as far as we know, such a demonstration remains a challenging task.) We conclude from this that shock waves are as fundamental to the time evolution of solutions of the Einstein equations for a perfect fluid, as they are for the time evolution of the classical compressible Euler equations (1.23).

At a shock wave, the fluid variables $\rho$, $u$, and $p$ are discontinuous. Notice that (1.15) implies that the Einstein curvature tensor $G$ will be discontinuous at any point where $T$ is discontinuous. Since $G$ involves second derivatives of the metric tensor $g$, the only way (1.15) can hold in the classical pointwise a.e. sense at the shock is if the component functions $g_{ij}$ are continuously differentiable at the shock, with bounded derivatives on either side, that is, if $g_{ij} \in C^{1,1}$. Thus we expect from (1.15) that the space–time metric $g$ should be $C^{1,1}$ at shock waves. However, we now show that for a spherically symmetric metric in standard Schwarzschild coordinates (1.8), the best one can expect is that $g \in C^{0,1}$.

\textsuperscript{3}This is the simplest known route to the field equations (1.15). Of course, since (1.15) represents a new starting point, it follows that there must be a “conceptual leap” at some stage of any “derivation” of (1.15).
Using MAPLE to put the metric ansatz (1.8) into the Einstein equations (1.15) produces the following system of four coupled partial differential equations (cf. (3.20)–(3.23) of [9]),

\[
\frac{A}{r^2 B} \left( \frac{B'}{B} + B - 1 \right) = \kappa A^2 T^{00},
\]

(1.25)

\[
-\frac{B_t}{r B} = \kappa A B T^{01},
\]

(1.26)

\[
\frac{1}{r^2} \left( \frac{A'}{A} - (B - 1) \right) = \kappa B^2 T^{11},
\]

(1.27)

\[
-\frac{1}{r A B^2} \left( B_{tt} - A'' + \Phi \right) = \frac{2 \kappa r}{B} T^{22},
\]

(1.28)

where the quantity \( \Phi \) in the last equation is,

\[
\Phi = -\frac{BA_t B_t}{2AB} - \frac{B}{2} \left( \frac{B_t}{B} \right)^2 - \frac{A'}{r} + \frac{AB'}{r B} + \frac{A}{2} \left( \frac{A'}{A} \right)^2 + \frac{A A'}{r B}.
\]

Here "prime" denotes \( \partial / \partial r \), and again \( \kappa = \frac{8 \pi G}{c^4} \) is the coupling constant, \( G \) is Newton's gravitational constant, \( c \) is the speed of light, \( T^{ij} \), \( i, j = 0, \ldots, 3 \), are the components of the stress energy tensor, and \( A \equiv A(r, t) \), \( B \equiv B(r, t) \) denote the components of the gravitational metric tensor (1.8) in standard Schwarzschild coordinates \( x = (x^0, x^1, x^2, x^3) \equiv (t, r, \theta, \phi) \). The mass function \( M \) is defined through the identity

\[
B = \left( 1 - \frac{2M}{r} \right)^{-1}.
\]

(1.29)

In terms of the variable \( M \), Equations (1.25) and (1.26) are equivalent to

\[
M' = \frac{1}{2} \kappa r^2 A T^{00}, \quad \text{and}
\]

(1.30)

\[
M = -\frac{1}{2} \kappa r^2 A T^{01},
\]

(1.31)

respectively. Using the perfect fluid assumption (1.18), the components \( T^{ij} \) satisfy

\[
T^{00} = \frac{1}{A} T_{M}^{00},
\]

(1.32)

\[
T^{01} = \frac{1}{\sqrt{AB}} T_{M}^{01},
\]

(1.33)

\[
T^{11} = \frac{1}{B} T_{M}^{11},
\]

(1.34)
where $T_{ij}^{M}$ denote the components of $T$ in flat Minkowski space–time. The components of $T_{M}$ are given by

\begin{equation}
T_{M}^{00} = \frac{c^4 + \sigma^2 v^2}{c^2 - v^2} \rho, \tag{1.35}
\end{equation}

\begin{equation}
T_{M}^{01} = \frac{c^2 + \sigma^2}{c^2 - v^2} \rho v, \tag{1.36}
\end{equation}

\begin{equation}
T_{M}^{11} = \frac{v^2 + \sigma^2}{c^2 - v^2} \rho c^2, \tag{1.37}
\end{equation}

where $\sigma^2 = p/\rho$, cf. [28, 9]. Here $v$, taken in place of $w$, denotes the fluid velocity as measured by an observer fixed with respect to the radial coordinate $r$. It follows from (1.30) together with (1.35)–(1.37) that, if $r \geq r_0 > 0$, then

\begin{equation}
M(r, t) = M(r_0, t) + \frac{\kappa}{2} \int_{r_0}^{r} T_{M}^{00}(r, t) r^2 \, dr, \tag{1.38}
\end{equation}

and it follows directly from (1.35)–(1.37) that

\begin{equation}
|T_{M}^{01}| < T_{M}^{00}, \tag{1.39}
\end{equation}

\begin{equation}
\sigma^2 c^2 + (p/\rho) T_{M}^{00} < T_{M}^{11} < T_{M}^{00}, \tag{1.40}
\end{equation}

so long as $\sigma < c$. Equation (1.38) shows that $M(r, t)$ can be interpreted as the total mass inside radius $r$ at time $t$.

Now we are interested in solutions of (1.25)–(1.28) in the case when shock waves are present. A shock wave in the compressible Euler equations leads to discontinuities in the fluid density, pressure and velocity, and thus in light of (1.18), it follows that a shock wave would produce a discontinuity in the stress tensor $T$ at a shock. But when $T$ is discontinuous, Equations (1.25)–(1.27) above imply immediately that derivatives of the metric components $A$ and $B$ are discontinuous at shocks. Moreover, if $A$ and $B$ have discontinuous derivatives when shock waves are present, it follows that (1.28), being second order, cannot hold classically, and thus Equation (1.28) must be taken in the weak sense, that is, in the sense of the theory of distributions. From these considerations, we see that the metric components $A$ and $B$ can be at best only Lipschitz continuous, that is, $C^{0,1}$, at shock waves. That is, $A$ and $B$ are one degree less smooth than the general theory suggests they should be, [11].

The general problem of making sense of gravitational metrics that are only Lipschitz continuous at shock surfaces was taken up in [30]. The analysis there identifies conditions that must be placed on the metric in order to ensure that conservation holds at the shock, and that there do not exist delta-function sources at the shock, [12]. When these conditions are met, the methods in [30] imply the existence of a $C^{1,1}$ coordinate transformation (to Gaussian normal coordinates), that improves the level of smoothness of the metric components from $C^{0,1}$ up to $C^{1,1}$ at the shock. All of this is the subject of Section 2.1. However,
these results apply only to smooth interfaces that define a single shock surface for which $G = \kappa T$ holds identically on either side. For general shock wave solutions of (1.25)--(1.28) (that can contain multiplicities of interacting shock waves), it is an open question whether there exists a coordinate transformation that can increase the level of smoothness of the metric components by one order, because the Gaussian normal coordinate system for the shock surface breaks down at points where shock waves interact.

We conclude this section by showing that the mapping $(r, t) \rightarrow (\tilde{r}, \tilde{t})$ that takes an arbitrary metric of form (1.7) over to one of form (1.8), implies a loss of one order of differentiability in the metric components when shock waves are present. This argues that our results are consistent with the existence of such a smoothing coordinate transformation, but still leaves open the problem of the existence of such a transformation.

We review the construction of the mapping $(r, t) \rightarrow (\tilde{r}, \tilde{t})$, [42,9] with an eye toward keeping track of the smoothness class of the metric at each stage. To start, one must assume that the metric component $C(r, t)$ in (1.7) satisfies the condition that for each fixed $t$, $C$ increases from zero to infinity as $r$ increases from zero to infinity, and that

$$\frac{\partial}{\partial r} C(r, t) \neq 0. \quad (1.41)$$

(These are not unreasonable assumptions considering that $C$ measures the areas of the spheres of symmetry.) Define

$$\tilde{r} = \sqrt{C(r, t)}. \quad (1.42)$$

Then the determinant of the Jacobian of the mapping $(r, t) \rightarrow (\tilde{r}, \tilde{t})$ satisfies

$$\left| \frac{\partial \tilde{r}}{\partial r} \right| = \frac{\partial}{\partial r} \sqrt{C(r, t)} \neq 0,$$

in light of (1.41). Thus the transformation to $(\tilde{r}, \tilde{t})$ coordinates is (locally) a nonsingular transformation, and in $(\tilde{r}, \tilde{t})$ coordinates the metric (1.7) takes the form

$$ds^2 = -A(r, t) \, dr^2 + B(r, t) \, dr \, d\tilde{r} + 2E(r, t) \, dt \, d\tilde{r} + r^2 \, d\Omega^2. \quad (1.43)$$

(Here we have replaced $\tilde{r}$ by $r$ and $A$, $B$ and $E$ stand in for the transformed components.) It is easy to verify that, to eliminate the mixed term, it suffices to define the time coordinate $\tilde{t}$ so that, cf. [42],

$$d\tilde{t} = \phi(r, t) \{A(r, t) \, dt - E(r, t) \, dr\}. \quad (1.44)$$

In order for (1.44) to be exact, so that $\tilde{t}$ really does define a coordinate function, the integrating factor $\phi$ must be chosen to satisfy the (linear) PDE

$$\frac{\partial}{\partial r} \{\phi(r, t) A(r, t)\} = -\frac{\partial}{\partial t} \{\phi(r, t) E(r, t)\}. \quad (1.45)$$
But we can solve (1.45) for $\phi(r, t)$ from initial data $\phi(r, t_0)$, by the method of characteristics. From this it follows that (at least locally), we can transform metrics of form (1.7) over to metrics of form (1.8) by coordinate transformation. To globalize this procedure, we need only assume that $C_r(t, r) \neq 0$, and that $C$ takes values from zero to infinity at each fixed $t$. Now note that in general $\phi(r, t)$, the solution to (1.45), will have the same level of differentiability as $A(r, t)$ and $E(r, t)$; and so it follows that the components of $\theta$ and $\nu$ in (1.44) will have this same level of differentiability. This implies that the transformation defined by (1.44) preserves the level of smoothness of the metric component functions. On the other hand, the $\tilde{r}$ transformation in (1.42) reduces the level of differentiability of the metric components by one order. Indeed, the level of smoothness of the transformed metric component functions are in general no smoother than the Jacobian that transforms them, and by (1.42), the Jacobian of the transformation contains the terms $C_r$ and $C_t$ which will in general be only $C^{0,1}$ when $C \in C^{1,1}$. Thus, if we presume (motivated by [29]), that for general spherically symmetric shock wave solutions of $G = \kappa T$, that there exists a coordinate system in which the metric takes the form (1.7), and the components of $g$ in these coordinates are $C^{1,1}$ functions of these coordinates, then it follows that we cannot expect the transformed metrics of form (1.8) to be better than $C^{0,1}$, that is, Lipschitz continuous.

In Section 5 we show that when $A$ and $B$ are Lipschitz continuous functions of $(t, r)$, and $T$ is bounded in $L^\infty$, system (1.25)–(1.28) is weakly equivalent to the system obtained by replacing (1.26) and (1.28) by the system $\text{Div}^{} T = 0$ in the form,

$$
\begin{align*}
\{T^{00}_M\}_{,0} + \left\{ \sqrt{A \over B} T^{01}_M \right\}_{,1} &= -2 \frac{A}{x} \sqrt{A \over B} T^{01}_M, \\
\{T^{01}_M\}_{,0} + \left\{ \sqrt{A \over B} T^{11}_M \right\}_{,1} &= -2 \frac{A}{x} \sqrt{A \over B} \left\{ 4 T^{11}_M + \frac{(B - 1)}{x} (T^{00}_M - T^{11}_M) \\
&+ 2 \kappa x B (T^{00}_M T^{11}_M - (T^{01}_M)^2) - 4 x T^{22} \right\}.
\end{align*}
$$

(We use $x$ in place of $r$ when the equations are expressed as a system of conservation laws.) This is a nice formulation of $\text{Div}^{} T = 0$ because the conserved variables $\mathbf{u} = (T^{00}_M, T^{01}_M)$ are the Minkowski energy and momentum densities (cf. (1.35), (1.36)), and thus do not depend on the metric components $\mathbf{A} \equiv (A, B)$. Note that all terms involving $A_r$, $B_r$ and $B_t$ in the equation $\text{Div}^{} T = 0$ have been eliminated by substitution using Equations (1.25), (1.26) and (1.27). However, $\text{Div}^{} T = 0$ also contains terms that involve $A_t = 0$, and there is no $A_t$ equation among (1.25)–(1.28) – so some change of variables is required to eliminate such terms from $\text{Div}^{} T = 0$ in order to close the equations (cf. (5.21) (5.22) below). It turns out that it suffices to choose $T^{00}_M$ and $T^{01}_M$ as independent variables; that is, when we substitute for $T^{00}_M$ and $T^{01}_M$ in favor of the original conserved quantities $T^{00}$ and $T^{01}$, all terms involving $A_t$ in $\text{Div}^{} T = 0$ (remarkably) cancel out, thus allowing the formulation (1.46), (1.47).

When $T^{11}$ and $T^{22}$ are expressed in terms of $\mathbf{u} = (u^0, u^1) \equiv (T^{00}_M, T^{01}_M)$ in (1.46), (1.47), (1.25) and (1.27), the equations close, and what results is a system of conservation laws.
with source terms that takes the compact form
\begin{align}
    u_t + f(A, u)_x &= g(A, u, x), \\
    A' &= h(A, u, x).
\end{align}

(1.48) (1.49)

The first equation in (1.49) is (1.46), (1.47), and the second equation is (1.25), (1.27), so that
\begin{align}
    u &= (T^{00}_M, T^{01}_M) \equiv (u^0, u^1), \\
    A &= (A, B), \\
    f(A, u) &= (f^0, f^1) = \sqrt{\frac{A}{B}} \left( T^{01}_M, T^{11}_M \right),
\end{align}

and \( g = (g^0, g^1) \) is determined from the RHS of (1.46), (1.47), while \( h = (h^0, h^1) \) is determined from the RHS of (1.27), (1.25) upon solving for \( (A', B') \), respectively (cf. (5.49) below). Note that (1.48), (1.49) do indeed allow for \( C^{0,1} \) metrics with discontinuous density and velocity based on the conservation law structure of these equations, and such solution correspond to gravitational metrics that are in the smoothness class \( C^{0,1} \). In general, they do not admit solution metrics smoother than Lipschitz continuous.

Solutions to Equations (1.48), (1.49) have recently been constructed in [10] by a fractional step Glimm scheme that is locally inertial. The main result of that work can be stated as follows (we refer to [10] for details).

Assume that
\begin{equation}
    p = \phi^2 \rho,
\end{equation}

(1.50)

where \( \phi \), the sound speed, is assumed to be constant, \( \phi < c \). (Examples of this, including the case \( \phi^2 = 1/3 \), and the case of an isothermal sphere, are important physically, but here we view (1.50) as a natural model problem for general relativity because (1.50) keeps wave speeds subluminous, and prevents the formation of vacuum states, [10]. The assumption of spherical symmetry together with (1.50) defines the simplest possible setting for shock wave propagation in the Einstein equations.) The assumption (1.50) implies that the scalar curvature \( R \) is proportional to the density,
\begin{equation}
    R = (c^2 - 3 \phi^2) \rho.
\end{equation}

(1.51)

For the existence theorem, assume the initial boundary conditions
\begin{align}
    \rho(r, 0) &= \rho_0(r), \quad v(r, 0) = v_0(r), \quad \text{for } r > r_0, \\
    M(r_0, t) &= M_{r_0}, \quad v(r_0, t) = 0, \quad \text{for } t \geq 0,
\end{align}

(1.52)

where \( r_0 \) and \( M_{r_0} \) are positive constants, and assume the no-black-hole and finite-total-mass conditions,
\begin{align}
    \frac{2M(r, t)}{r} &< 1, \\
    \lim_{r \to \infty} M(r, t) &= M_\infty < \infty,
\end{align}

(1.53)
hold at $t = 0$. For convenience, assume further that
\begin{equation}
\lim_{r \to \infty} r^2 T_{M}^{00}(r, t) = 0. 
\end{equation}
holds at $t = 0$. The main result of [10] can be stated as follows:

**Theorem 1.** Assume that the initial boundary data satisfy (1.52)–(1.54), and assume that there exist positive constants $L$, $V$, and $\tilde{v}$ such that the initial velocity and density profiles $v_0(r)$ and $\rho_0(r)$ satisfy
\begin{align*}
TV_{[r, r+L]} \ln \rho_0(\cdot) &< V, \\
TV_{[r, r+L]} \ln \left( \frac{c + v_0(\cdot)}{c - v_0(\cdot)} \right) &< V, \quad |v_0(r)| < \tilde{v} < c,
\end{align*}
(1.55)
for all $r_0 \leq r < \infty$, where $TV_{[a, b]} f(\cdot)$ denotes the total variation of the function $f$ over the interval $[a, b]$. Then a bounded weak (shock wave) solution of (1.25)–(1.28), satisfying (1.52) and (1.53), exists up to some positive time $T > 0$. Moreover, the metric functions $A$ and $B$ are Lipschitz continuous functions of $(r, t)$, and (1.55) continues to hold for $t < T$ with adjusted values for $V$ and $\tilde{v}$ that are determined from the analysis.

Note that we cannot expect bounded weak solutions for all time $T \to \infty$ because black holes can form in finite time, and the metric component $B = (1 - 2GM/r)^{-1} \to \infty$ at a black hole $r = 2GM$ in standard Schwarzschild coordinates. By (1.51), the case $\rho \to \infty$ as $t \to T$ would correspond to the formation of a naked singularity. Note that by (1.25) and (1.27), the metric components $A$ and $B$ will be no smoother than Lipschitz continuous when shocks are present, and since (1.28) is second order in the metric, it follows that (1.28) is only satisfied in the weak sense of the theory of distributions. Note finally that (1.53) says that the total mass is constant in $[0, T)$, consistent with the conclusion that there do not exist delta function sources of mass at shock waves, or at points of shock wave interaction, in these solutions.

Theorem 1 confirms what is indicated by Equations (1.48) and (1.49): that the Einstein equations are consistent at the level of $C^{0,1}$ metrics, and are meaningful in the presence of arbitrary numbers of interacting shock waves, of arbitrary strength. A careful derivation of (1.48), (1.49) is given in Section 5, but Theorem 1 will not be discussed in these notes. The interested reader should consult [10] for a detailed proof of Theorem 1.

2. Weak solutions of the Einstein equations when the metric is only Lipschitz continuous across an interface

In this section we consider a general four-dimensional space–time manifold with metric tensor $g$ having signature $\eta_{ij} = \text{diag}(-1, 1, 1, 1)$. We look to characterize solutions of the Einstein field equations (1.16) that are only Lipschitz continuous across a smooth 3-dimensional surface $\Sigma$. To start, recall that
\begin{equation}
G_{ij} \equiv R_{ij} - (1/2)Rg_{ij}
\end{equation}
(2.1)
is the Einstein curvature tensor, where $R_{ij}$ and $R$ denote the Ricci curvature tensor and Ricci scalar curvature, respectively, formed from the Riemann curvature tensor of the metric $g$. The Riemann curvature tensor, with components $R^i_{jkl}$, is given by
\begin{equation}
R^i_{jkl} = \Gamma^i_{jk,l} - \Gamma^i_{jl,k} + \Gamma^i_{al} \Gamma^a_{jk} - \Gamma^a_{aj} \Gamma^i_{kl},
\end{equation}
and $R_{ij}$ and $R$ are obtained by the contractions
\[ R_{ij} = R^i_{iaj}, \quad \text{and} \quad R = R^i_{iai}. \]

The Einstein tensor $G$ satisfies the condition $\text{div} \, G = 0$, where $\text{div}$ denotes the covariant divergence defined in terms of the covariant derivative $\nabla$ of the metric connection for $g$. We reiterate that since $\text{div} \, G = 0$, it follows that for solutions of (1.16) we must have $\text{div} \, T = 0$. The distinction here is that $\text{div} \, G = 0$ is a geometric identity, independent of the Einstein equations, and holds as a consequence of the Bianchi identities, while $\text{div} \, T = 0$ relies on both the identity $\text{div} \, G = 0$ and the Einstein equations (1.16). In later sections we will assume the stress tensor for a perfect fluid, which is given in covariant components as
\begin{equation}
T_{ij} = (p + \rho c^2) u_i u_j + pg_{ij}.
\end{equation}

In the case of a barotropic equation of state, $p$ is assumed to be given by a function of $\rho$ alone, $p = p(\rho)$. In this case, $\text{div} \, T = 0$ gives four additional equations which hold on solutions of (1.16). In the case when shock waves are present, the Rankine–Hugoniot jump conditions
\begin{equation}
[T_{ij}] n^i = 0, \quad j = 0, \ldots, 3,
\end{equation}
express the weak formulation of conservation of energy and momentum across shock surfaces, see [28]. On solutions of the Einstein equations, (2.4) follows from the jump conditions
\begin{equation}
[G_{ij}] n^i = 0, \quad j = 0, \ldots, 3.
\end{equation}
(From here on, $[\cdot]$ always denotes the jump in a quantity on either side of an interface.)
The jump condition (2.4) involves the fluid variables, while the jump condition (2.5) is independent of the fluid variable and involves the metric tensor $g$ alone. In the following sections we will generalize the Oppenheimer–Snyder model by matching two (metric) solutions of the Einstein equations (1.16) in a Lipschitz continuous manner across a spherical shock surface. It is not so easy to verify the Rankine–Hugoniot jump relations (2.4) directly in these examples because (2.4) involves the fluid variables in (2.3), so a direct verification of (2.4) requires using $\text{div} \, T = 0$, which is not an identity, and so cannot be managed without invoking the full Einstein equations (1.16). However, in the next section we bypass this problem with a general theorem which implies that (2.4) follows as a geometric identity from the corresponding identities $\text{div} \, G = 0$ together with geometrical constraints on the
second fundamental form on the shock surface, once one knows that the metric is Lipschitz continuous across the shock surface.

The second fundamental form \( K : T_\Sigma \to T_\Sigma \) on a co-dimension one surface \( \Sigma \) with normal vector field \( n \), imbedded in an ambient Riemannian space with metric tensor \( g_{ij} \), is a tensor field defined on the surface in terms of the metric \( g \), and describes how the surface is imbedded in the ambient space–time. Here, \( T_\Sigma \) denotes the tangent space of \( \Sigma \). The second fundamental form \( K \) is defined by the condition

\[
K(X) = -\nabla_X n,
\]

(2.6)

for \( X \in T_\Sigma \). When the metric is only Lipschitz continuous across a co-dimension one surface, the second fundamental form \( K \) is determined separately from the metric values on either side. In the next section we give necessary and sufficient conditions (the Israel conditions) for conservation to hold at a Lipschitz continuous shock wave interface, the condition being given in terms of geometric conditions on the jump in the second fundamental form across the surface. The conditions are that

\[
[\text{tr}(K^2) - (\text{tr } K)^2] = 0, \quad (2.7)
\]

\[
[\text{div } K - d(\text{tr } K)] = 0, \quad (2.8)
\]

where \( \text{tr} \) denotes trace, \( \text{div} \) denotes covariant divergence, and \( d \) denotes exterior differentiation in the surface. We conclude that the physical conservation laws (2.4) turn out to be a consequence of geometrical constraints built \textit{a priori} into the Einstein tensor, together with geometrical constraints that describe how the shock surface is imbedded in the ambient space–time manifold. We note that a sufficient condition for conservation is that \( [K] = 0 \) everywhere across the surface. In fact, this implies that in Gaussian normal coordinates the metric will then be in \( C^1 \) because \( K_{ij} = g_{ij,n} \) in these coordinates, where \( n \) denotes differentiation in the direction normal to the surface. (See \cite{12,22,41,42}.) As we point out in the next section, the transformation to Gaussian normal coordinates is in general only a \( C^{1,1} \) coordinate transformation, but once this transformation is made, the \( C^\infty \) coordinate transformations alone are sufficient to describe the locally Lorentzian properties of the space–time. (Recall that by \( C^{1,1} \) we mean \( C^1 \) with Lipschitz continuous derivatives.)

In the case of metrics that are only Lipschitz continuous, the natural class of coordinate transformations is the class of \( C^{1,1} \) transformations. Indeed, if the mapping \( x \to y \) is \( C^{1,1} \), then \( \partial x/\partial y \) and \( \partial y/\partial x \) are Lipschitz continuous, and thus Lipschitz continuous tensors are mapped to Lipschitz continuous tensors under the mapping \( x \to y \), and this is the least smooth class of transformations that preserves this mapping. Note that by allowing \( C^{1,1} \) transformations, we allow derivatives of \( \partial x/\partial y \) and \( \partial y/\partial x \) to jump, and this allows us to adjust the jump in the derivatives of tensors across a shock surface. For example, if

\[
g_{ij} = g^{\alpha\beta} \frac{\partial y^\alpha}{\partial x^i} \frac{\partial y^\beta}{\partial x^j},
\]

so the jumps in the derivatives of \( \partial y^\alpha/\partial x^i \) change the jumps in the derivatives of \( g_{ij} \) across \( \Sigma \), and Israel’s result states that within the class of \( C^{1,1} \) transformations, we can match the
derivatives in $g$ across $\Sigma$ if and only if $[K] = 0$, the map to Gaussian normal coordinates being $C^{1,1}$. Now in the Einstein equations $G_{ij} = \kappa T_{ij}$, $G_{ij}$ is the image of a second order differential operator on the metric entries $g_{ij}$, and thus in general we expect metrics that are Lipschitz continuous across $\Sigma$ to have delta-function sources in $G$, and hence in the fluid variables $T$, on $\Sigma$. It is natural to ask, first, when do such delta-function sources appear at a shock wave $\Sigma$ given that the metric is only Lipschitz continuous across $\Sigma$, and secondly, what is the physical significance of such delta-function sources when they do appear? For the first question, we present a proof in the next section that if $g = g^L \cup g^R$ is Lipschitz continuous across $\Sigma$ in a coordinate system $x$, then delta-function sources appear in $G$ on $\Sigma$ in $x$-coordinates if an only if $[K] \neq 0$ (cf. [22]). For the physical interpretation of the delta function sources in $G$, and hence in $T$, when $[K] \neq 0$ at $\Sigma$, we comment that the equivalence of the jump conditions $[G^j_i] n_i = 0 = [T^j_i] n_i$, and the weak formulation of $\text{div } G = 0$ at a point $P$ in space–time is based on the existence of locally Lorentzian coordinate frames at $P$; i.e., coordinates in which $g_{ij,k}(P) = 0$. In such coordinate frames, space–time is locally flat, and the physical principles of special relativity can thus be identified locally. In particular, the covariant divergence agrees with the classical divergence in locally Lorentzian frames, and the global physical conservation laws $\int_{\partial \Omega} = 0$ of special relativity can be reduced in local form to $\text{div } T = 0$ in curved space–time. (It is well known that, except in special cases, global conservation laws in General Relativity do not exist.) In the next section we show that, within the class of $C^{1,1}$ coordinate transformations, there do not exist locally Lorentzian coordinate frames in a neighborhood of a point $P \in \Sigma$ where $G_{ij}$ has a delta function source. Thus, space–time is not locally flat at points on a Lipschitz continuous shock wave where $G$ has delta function sources. In Section 5 we show that for spherically symmetric shock waves, $[G^j_i] n_\sigma = 0$ implies $[K] = 0$, and thus conservation implies that there are no delta function sources in the shock waves we construct as generalizations of the Oppenheimer–Snyder case, and thus these solutions are locally Lorentzian at each point on the shock. It is an interesting open question as to whether general Lipschitz continuous shocks can evolve from smooth solutions in the time evolution of $G = \kappa T$.

### 2.1. The general problem

In this section we give the proof that the jump conditions (2.5) hold at a Lipschitz continuous shock surface if and only if (2.7) and (2.8) hold. We formulate the theorem in $n$-dimensions for a nonsingular metric $g$ of fixed signature $\eta = \text{diag}(\epsilon_1, \ldots, \epsilon_n)$ where each $\epsilon_i = \pm 1$. Before stating the theorem, we introduce some notation. Thus let $y = (y^1, \ldots, y^n)$ be a smooth coordinate system defined on an $n$-dimensional manifold $M$, $y : M \to R^n$, and let $\Sigma$ be a smooth hypersurface in $M$. Assume that $\Sigma$ is given locally by $\psi(y) = 0$, where $\psi$ is a smooth function satisfying

$$n_i \, dy^i = \frac{\partial \psi}{\partial y^i} \, dy^i \neq 0. \tag{2.9}$$

Let $L$ and $R$ (for “left” and “right”) denote the two sides of $M$ defined by the surface $\Sigma$, and let $g^L$ and $g^R$ denote smooth metrics defined on the left and right side of $\Sigma$, respectively. (It suffices to assume that $g^L$ and $g^R$ are at least $C^2$, with derivatives uniformly
bounded at $\Sigma$, and we assume this from here on out.) For completeness, we give a proof of the following theorem due to Israel, see [12,22].

**Theorem 2.** Let $g = g^L \cup g^R$ denote a nonsingular metric of arbitrary signature whose components $g_{ij}$ in $y$-coordinates are smooth on the left and right sides of $\Sigma$, separately, and Lipschitz continuous across the surface. Assume that $\Sigma$ is given locally by $\varphi = 0$, where $\varphi$ is smooth, assume that (2.9) holds, and assume that the normal vector $n$ is non-null relative to the metric $g$, so that (without loss of generality) we may take $n$ to be a unit vector $g_{ij}n^i n^j = 1$. Then

$$[G^i_j(y(P))]n_i(y(P)) = 0 \quad (2.10)$$

at a point $P \in \Sigma$ if and only if both

$$[(\text{tr} \ K)^2 - \text{tr}(K^2)] = 0 \quad \text{and} \quad (2.11)$$

$$[\text{div} \ K - d(\text{tr} \ K)] = 0 \quad (2.12)$$

hold. (Here, the invariant operations $\text{div}$, trace and $d$ on $K$ are restricted to the surface $\Sigma$.)

Note that by a smooth transformation of the coordinates in a neighborhood of a point $P \in \Sigma$ we may assume that the surface $\Sigma$ is given by $\varphi = y^n = 0$, so that $n = \partial / \partial y^n$. In this case, the invariant conditions (2.11) and (2.12) reduce in $y$-coordinates to

$$[(K^i_j(y(P))) - (K^i_j(y(P)))^2] = 0 \quad \text{and} \quad (2.13)$$

$$[K^i_{j;i}(y(P)) - K^i_{j;i}(y(P))] = 0, \quad (2.14)$$

where the summation in (2.13) and (2.14) is assumed to run from 1 to $n - 1$.

The proof of Theorem 2 will follow as a consequence of several lemmas. The idea is to construct Gaussian normal coordinates for the surface $\Sigma$, these being coordinates in which the components of the second fundamental form take the simple form $K_{ij} = -\frac{1}{2} g_{ij,n}$. We then use this identity to write the Einstein curvature tensor $G$ and the jump conditions (2.5) in terms of the $K_{ij}$ and obtain (2.13) and (2.14), [12,22]. We will use the following identities for the components of the curvature tensor $G^i_j$ in an arbitrary coordinate system.

**Lemma 1.** The components of $G$ are given by

$$G^i_i = -\sum_{\sigma, \tau \neq i} R^{[\sigma \tau]}_{[\sigma \tau]}, \quad i = 1, \ldots, n, \quad (2.15)$$

$$G^i_j = \sum_{\tau \neq i, j} R^{[i \tau]}_{[j \tau]}, \quad i \neq j, \quad (2.16)$$

where the brackets $[\cdot]$ around a set of indices indicate that summation is to be taken only over the increasing sequences of indices occurring inside the brackets.
PROOF. To prove (2.15), we have

\[ G^i_j = R^i_j - \frac{1}{2} R^i_j. \tag{2.17} \]

But

\[ R^i_j = R^i_{\tau j} = \sum_{\tau \neq i} R^i_{\tau j}. \]

because \( R^\alpha_\gamma \) is antisymmetric in \((\alpha \beta)\) and \((\gamma \delta)\). Moreover,

\[ R = R^{\sigma \tau} = 2R^{\sigma \tau} \]

and so

\[ G^i_j = R^i_{\tau j} - R^{\sigma \tau} = -\sum_{\sigma, \tau \neq i} R^{\sigma \tau}. \]

To prove (2.16) we have

\[ G^i_j = R^i_j = R^i_{\tau j} = \sum_{\tau \neq i, j} R^i_{\tau j}. \]

We now construct a Gaussian normal coordinate system \((w^1, \ldots, w^n)\) associated with the surface \(\Sigma\) in a neighborhood of \(P_0 \in \Sigma, [41]\). To this end, assume that \(g\) has \(y\)-components \(g_{ij}\), and by making a smooth coordinate transformation we may assume without loss of generality that \(\Sigma\) is defined (near \(P_0\)) by \(y^n = 0\). For each \(P \in \Sigma\) let \(\gamma_P(s)\) denote the geodesic satisfying

\[ \gamma_P(0) = P, \quad \dot{\gamma}_P(0) = \mathbf{n}, \]

where \(\mathbf{n}\) is the normal vector to \(\Sigma\) at \(P\), \(s\) is arclength, and for convenience we assume that \(\mathbf{n}\) points into the right side of \(\Sigma\). We define the \(w^n\)-coordinate in a neighborhood of \(P_0 \in \Sigma\) as the “distance from \(\Sigma\)” as follows: if \(\gamma_P(s) = Q\), then set \(w^n(Q) = s\). In this way, \(w^n < 0\) on the left side of \(\Sigma\), and \(w^n > 0\) on the right side of \(\Sigma\). Now define the \(w^i\)-coordinates for \(i = 1, \ldots, n - 1\), by \(w^i(P) = y^i(P)\) for \(P \in \Sigma\), and define \(w^i\) in a neighborhood of \(\Sigma\) by taking \(w^i\) to be constant along each \(\gamma_P(s)\); i.e.,

\[ w^i(Q) = w^i(P) \quad \text{if and only if} \quad Q = \gamma_P(s), \]

for some \(P\) and \(s, i = 1, \ldots, n\). The coordinates \(w = (w^1, \ldots, w^n)\) are called Gaussian normal coordinates in a neighborhood of \(P_0 \in \Sigma\). Note that the Gaussian normal coordinates \(w\) are in general only \(C^{1,1}\) related to the original \(y\)-coordinates because the geodesics normal to the surface \(\Sigma\) are in general only \(C^1\) curves since the \(\Gamma^i_{jk}\) can in general have jump discontinuities at \(\Sigma\) when \(g\) is only Lipschitz continuous across \(\Sigma\). (Indeed, to see this, consider the curves \(y\gamma(s)\) where \(\tilde{y} = (y^1, \ldots, y^{n-1})\) and \((\tilde{y}, 0) \in \mathbb{R}^n\) is the coordinate value of the point \(P\) on \(\Sigma\) such that \(\gamma_P(s) = Q\) has \(y\)-coordinates \(y\tilde{y}(s)\). Thus,
\( y(P) = \tilde{w}(P) \) for \( P \in \Sigma \). But being constructed from families of geodesics on each side of \( \Sigma \), \( y_\gamma(s) \equiv \varphi(\tilde{y}, s) \) is a smooth function of \( \tilde{y} \) and \( s \) on each side of \( \Sigma \) separately. It remains to check continuity of derivatives at \( y^u = 0 \). But at \( s = 0 \).

\[
\frac{\partial y^i}{\partial \tilde{u}^j} = \frac{\partial y^i_\gamma}{\partial \tilde{y}^j}(s) = \delta^i_j,
\]

because \( y = (\tilde{y}, 0) \) at \( s = 0 \). Moreover,

\[
\frac{\partial y^i}{\partial \tilde{u}^u} = \frac{\partial y^i_\gamma}{\partial s}(s) = n^i,
\]

where \( n^i \) denote the \( y \)-coordinates of the normal to \( \Sigma \) at \( P \). Since the metric is continuous at \( \Sigma \), this latter derivative is continuous across \( \Sigma \) as well."

Gaussian normal coordinates satisfy the following well-known lemma, cf. [29].

**Lemma 2.** In Gaussian normal coordinates,

\[
ds^2 = d(u^u)^2 + g_{ij} \, dw^i \, dw^j.
\]

where the summation on \( i \) and \( j \) is from 1 to \( n - 1 \).

Note that Lemma 1 implies that the surfaces \( u^u = \text{const} \) are orthogonal to the coordinate directions \( \partial / \partial w^i \) for \( i = 1, \ldots, n - 1 \).

For a smooth metric \( g \), the components of the second fundamental form are given by the following lemma:

**Lemma 3.** In Gaussian normal coordinates,

\[
K_{ij} = -\frac{1}{2} g_{ij,u}.
\]

**Proof.** We have, for every vector field \( X^i \).

\[
-K^\sigma_i X^\sigma = (\nabla_X n)^j = n^j_\sigma X^\sigma + \Gamma^i_{\sigma u} X^\sigma = \Gamma^i_{\sigma u} X^\sigma.
\]

so that

\[
K^i_{\sigma} X^\sigma = -\Gamma^i_{\sigma u} X^\sigma.
\]

But

\[
\Gamma^i_{\sigma u} = \frac{1}{2} g^{ij} \left( -g_{\sigma u, \tau} + g_{\tau u, \sigma} + g_{u\tau, \sigma} \right) = \frac{1}{2} g^{ij} g_{\tau u, \sigma}.
\]
where we used the fact that in Gaussian normal coordinates, \( g_{in,k} = 0, \ i = 1, \ldots, n. \) Thus
\[
K_{i\alpha} = -\frac{1}{2}g_{i\alpha,n},
\tag{2.25}
\]
as claimed.

In the Gaussian normal coordinates \( w \) associated with a given co-dimension one surface \( \Sigma \) and a Lipschitz continuous metric \( g = g^L \cup g^R \) (where we assume as usual that \( g^L \) and \( g^R \) are smooth), the metric \( g \) is determined on \( \Sigma \), but the first derivatives of the metric suffer a jump discontinuity at \( \Sigma \). Thus the second fundamental form \( K \), which depends on the first derivatives of the ambient metric \( g \), also suffers a jump discontinuity at \( \Sigma \). In this case it follows from Lemma 2 that \( K^L \) and \( K^R \), the second fundamental forms on \( \Sigma \) for the metrics \( g^L \) and \( g^R \), respectively, are given by \( (2.25) \), for \( g = g^L \) and \( g^R \), respectively. Thus the following corollary of Israel is immediate.

**Corollary 1.** The metric components of \( g = g^L \cup g^R \) in Gaussian normal coordinates are \( C^1 \) functions of the coordinate variables if and only if \( [K] = (K^R - K^L) = 0 \) at each point on the surface \( \Sigma \).

The next lemma expresses the components of the connection coefficients for the ambient metric \( g \) in Gaussian normal coordinates in terms of quantities intrinsic to the shock surface. We state this for a smooth metric, and see that it applies to each side \( g = g^L \) and \( g = g^R \) separately when the metric is only Lipschitz continuous.

**Lemma 4.** The components in Gaussian normal coordinates of the connection coefficients for a metric \( g \) at a point \( P \in \Sigma \) are given by
\[
\Gamma^{k}_{ij} = \tilde{\Gamma}^{k}_{ij}, \quad i, j, k \neq n, \tag{2.26}
\]
\[
\Gamma^{k}_{ij} = K_{ij}, \quad i, j \neq n, \tag{2.27}
\]
\[
\Gamma^{k}_{in} = -K^{k}_{i}, \quad i, k \neq n, \tag{2.28}
\]
\[
\Gamma^{n}_{in} = 0. \tag{2.29}
\]

Here, \( \tilde{\Gamma} \) denotes the \((n - 1)\)-dimensional connection coefficients computed from the intrinsic metric \( \bar{g} \) on \( \Sigma \) with \( w \)-components \( \bar{g}_{ij}, \ i, j = 1, \ldots, n - 1 \).

**Proof.** To obtain \( (2.26) \), use \( (1.10) \) to write
\[
\Gamma^{k}_{ij} = \frac{1}{2}g^{k\sigma}\{-g_{ij,\sigma} + g_{\sigma i,j} + g_{j\sigma,i}\}. \tag{2.30}
\]

Since \( g^{k\sigma} = 0 \) when \( \sigma = n \) and \( k \neq n \), it follows that
\[
\Gamma^{k}_{in} = \tilde{\Gamma}^{k}_{in}. \tag{2.31}
\]
which is (2.26). Similarly, statement (2.27) follows from
\[ \Gamma^n_{ij} = \frac{1}{2} g^{n\sigma} \{-g_{ij,\sigma} + g_{\sigma i,j} + g_{j\sigma,i}\}; \]  

(2.32)

statement (2.28) follows from
\[ \Gamma^k_{in} = \frac{1}{2} g^{k\sigma} \{-g_{in,\sigma} + g_{\sigma i,n} + g_{n\sigma,i}\}; \]  

(2.33)

and statement (2.29) follows from
\[ \Gamma^n_{in} = \frac{1}{2} g^{n\sigma} \{-g_{in,\sigma} + g_{\sigma i,n} + g_{n\sigma,i}\}. \]  

(2.34)

upon noting that in Gaussian normal coordinates \( w \) we have \( g^{n\sigma} = 0 \) unless \( \alpha = n \), and \( g_{\alpha n,\beta} = 0 \) for \( \alpha, \beta = 1, \ldots, n \).

The next lemma uses Lemmas 1 and 4 to expresses the components in Gaussian normal coordinates of the Riemann curvature tensor for the ambient metric \( g \) in terms of quantities intrinsic to the shock surface (Gauss–Codazzi equations). Again we state this for a smooth metric, and see that it applies to each side \( g = g^L \) and \( g = g^R \) separately when the metric is only Lipschitz continuous.

**Lemma 5.** The components in Gaussian normal coordinates of the Riemann curvature tensor for a metric \( g \) at a point \( P \in \Sigma \) are given by
\[ R_{ijkl} = \tilde{R}_{ijkl} + K_i^j K_{jk} - K_i^j K_{jl}, \quad i, j, k, l \neq n, \]  

(2.35)

which is equivalent to
\[ R_{ijkl} = \tilde{R}_{ijkl}^i + K_i^j K_{kl} - K_i^j K_{kl}, \quad i, j, k, l \neq n; \]  

(2.36)

moreover,
\[ R_{ijk}^n = K_{ij}^k - K_{ij}^k, \quad i, j, k \neq n, \]  

(2.37)

where in (2.37), the semicolon denotes covariant differentiation in the surface \( \Sigma \). Statement (2.37) is equivalent to
\[ R_{ik}^n = K_{i}^j - K_{j}^i, \quad i, j \neq n. \]  

(2.38)

**Proof.** For (2.35), write
\[ R_{ijkl}^i = \Gamma_{jl,k}^i - \Gamma_{jk,l}^i + \Gamma_{\sigma k}^i \Gamma_{jl}^\sigma - \Gamma_{\sigma l}^i \Gamma_{jk}^\sigma. \]
Thus, since only $\sigma$ can be $n$, we have

\[ R_{jkl}^i = \tilde{R}_{jkl}^i + \Gamma_{nk}^i \Gamma_{jl}^n - \Gamma_{nl}^i \Gamma_{jk}^n, \]

which by (2.26) gives (2.35). Statement (2.36) follows because $g^{ln} = 0$ for $i \neq n$. For (2.37), write

\[ R_{ijk}^n = \Gamma_{ik,j}^n - \Gamma_{ij,k}^n + \Gamma_{ij}^n \Gamma_{ik}^n - \Gamma_{\sigma k}^n \Gamma_{ij}^n, \]

which gives (2.37) on applying (2.27). In this case as before, (2.38) follows from (2.37) because $\tilde{g}^{in} = g^{in}$ when $i \neq n$. \hfill \Box

The next lemma uses (2.36) and (2.38) to expresses the components in Gaussian normal coordinates of the Einstein curvature tensor for the ambient metric $g$ in terms of quantities intrinsic to the shock surface. Again we state this for a smooth metric, and see that it applies to each side $g = g^K$ and $g = g^R$ separately when the metric is only Lipschitz continuous (cf. [22]).

**Lemma 6.** The components in Gaussian normal coordinates of the Einstein curvature tensor for a metric $g$ at a point $P \in \Sigma$ are given by

\[ G_n^i = \frac{1}{2} \left[ (\text{tr} K)^2 - \text{tr}(K^2) \right] - \frac{1}{2} \tilde{R}, \quad (2.39) \]

\[ G_i^i = -\left\{ (\text{tr} K)_i + (\text{div} K)_i \right\}, \quad (2.40) \]

where $\tilde{R}$ denotes the curvature scalar for the metric $\tilde{g}$ intrinsic to $\Sigma$, and the semicolon denotes covariant differentiation in the surface $\Sigma$.

**Proof.** To prove (2.39), use (2.22) to write

\[ G_n^i = -\sum_{\sigma, \tau \neq n} R_{[\sigma \tau]}^i, \]

so that by (2.36)

\[ G_n^i = -\sum_{\sigma, \tau \neq n} \tilde{R}_{[\sigma \tau]}^i + \sum_{\sigma, \tau \neq n} \left\{ K_{[\sigma \tau]}^i - K_{[\sigma \tau]}^i \right\}, \quad (2.41) \]

where the sum must be taken over indices $\sigma < \tau$. But by definition,

\[ \tilde{R} = \tilde{R}_{ij}^i = 2 \sum_{\sigma, \tau \neq n} \tilde{R}_{[\sigma \tau]}^i. \]
and

\[(\text{tr } K)^2 - \text{tr}(K^2) = (K^i_i)^2 - K^i_j K^j_i = 2 \sum_{i<j} \left\{ K^i_i K^j_j - K^i_j K^j_i \right\}.\]

Using these in (2.41) yields (2.39).

To prove (2.40), use (2.23) to write

\[-G^\mu_\nu = - \sum_{\tau \neq i,n} R^{\mu \tau}_{\nu i\tau} = \sum_{j=1}^{n-1} R^{\mu j}_{\nu ij},\]

(2.42)

where we have applied the antisymmetry of the curvature tensor. Thus by (2.38),

\[-G^\mu_\nu = \sum_{j=1}^{n-1} \left\{ K^i_j K^i_j - K^i_i K^i_j \right\},\]

(2.43)

from which (2.40) follows at once. We can now give the

PROOF OF THEOREM 2. Assume that $g = g^L \cup g^R$, where the metric $g$ is smooth on either side of a co-dimension one shock surface $\Sigma$, and is Lipschitz continuous across the surface. Let $u$ denote the Gaussian normal coordinates associated with the surface $\Sigma$ and the metric $g$. Then we can apply (2.39) and (2.40) of Lemma 6 to $g^L$ from the left and $g^R$ from the right of $\Sigma$, respectively, to obtain

\[
\left[ G^\mu_\nu \right] = \left[ \frac{1}{2} \left\{ (\text{tr } K)^2 - \text{tr}(K^2) \right\} \right]
= \frac{1}{2} \left\{ (\text{tr } K^R)^2 - \text{tr}((K^R)^2) \right\} - \frac{1}{2} \left\{ (\text{tr } K^L)^2 - \text{tr}((K^L)^2) \right\},
\]

(2.44)

and

\[
\left[ G^\mu_\nu \right] = \left[ \left\{ -(\text{tr } K),_i + (\text{div } K),_i \right\} \right]
= \left\{ -(\text{tr } K^R),_i + (\text{div } K^R),_i \right\} - \left\{ -(\text{tr } K^L),_i + (\text{div } K^L),_i \right\}.
\]

(2.45)

Here we use the fact that $\tilde{R}$ and $\sum_{j=1}^{n-1} \left\{ K_{ki} g^{lj} \tilde{R}_{ij}^{\delta} - K_{kj} g^{lj} \tilde{R}_{ij}^{\delta} \right\}$ are equal on $\Sigma$ for $g^L$ and $g^R$ because they depend only on intrinsic properties of the metric $g$ restricted to $\Sigma$, and these agree because of the assumed continuity of $g$. But in Gaussian normal coordinates, $\mathbf{n} = \partial / \partial u^\alpha$, and so the jump conditions (2.5) in Gaussian normal coordinates reduce to the condition

\[
\left[ G^\mu_\nu \right] = 0, \quad \alpha = 1, \ldots, n.
\]

(2.46)
Now since $G$ transforms like a tensor under arbitrary $C^1$-coordinate transformations, the conditions (2.46) are equivalent to the statement $[G^\alpha_\beta]n_\alpha = 0$ in the original $y$-coordinates. Thus, in light of (2.46), we conclude that (2.11) and (2.12) of Theorem 2 follow directly from (2.44) and (2.45).

In view of Corollary 1 of Lemma 3, we can also conclude the following corollary of Theorem 2 (due to Israel), which gives a global criterion for conservation across $\Sigma$, [12, 22].

**Corollary 2.** If $[K] = 0$ at each point of $\Sigma$, then the jump conditions $[G^\alpha_\beta]n_\alpha = 0$ must hold at the point $P$. Moreover, since in this case the metric is $C^1$ in Gaussian normal coordinates, the condition $[K] = 0$ is also a necessary and sufficient condition for the original Lipschitz continuous metric components $g_{ab}$ in the $y$-coordinates to be equivalent to a $C^1$ metric under a $C^{1,1}$-transformation of the coordinate variables.

**Proof.** The sufficiency is clear, and the necessity of this condition follows because, if the metric is equivalent to a $C^1$ metric under some regular $C^{1,1}$ coordinate transformation, then the mapping from these coordinates to the Gaussian normal coordinates is a $C^2$ mapping, and thus the metric in Gaussian normal coordinates will be $C^1$, which implies that the second fundamental form is continuous across the surface. (Note that $[K] = 0$ at a point is not sufficient for conservation $[G^l_j]n_l = 0$ at the point.)

We now show that $R_{ij}$ and $G_{ij}$, viewed as second order operators on the metric components $g_{ij}$, have delta-function singularities at a point $P \in \Sigma$ if and only if $[K] \neq 0$ at $P$. Thus, let $g = g^L \cup g^R$ be Lipschitz continuous across a shock surface $\Sigma$ in $x$-coordinates. The strategy is as follows: we first do the case when $x$ is a Gaussian normal coordinate system defined in a neighborhood of $P \in \Sigma$. We then show that delta function sources appear at $P \in \Sigma$ in $x$-coordinates if and only if they appear in any coordinate system related to $x$ by a $C^{1,1}$ coordinate transformation. Since any coordinate system in which $g$ is Lipschitz continuous is related to the Gaussian normal coordinates by a $C^{1,1}$ coordinate transformation, it follows that delta functions appear if and only if $[K] \neq 0$. We then show that when delta-function singularities appear in $G_{ij}$ at $P \in \Sigma$ in a given coordinate system $x$, the metric is not locally Lorentzian at $P$ in sense that there does not exist a $C^{1,1}$ coordinate transformation that takes $x$-coordinates to coordinates in which the metric is locally Lorentzian at $P$, more specifically, such that $g_{ij,k}(P) = 0$. Finally, we show, surprisingly, that delta-function singularities never appear in the scalar curvature $R$ at any point on a shock wave discontinuity on either side of which $g$ is smooth, but across which $g$ is Lipschitz continuous, and this is due to a cancellation of delta-functions in the sum $R^\sigma_\sigma$.

**Lemma 7.** Let $x$ be the Gaussian normal coordinates containing a point $P \in \Sigma$, where $\Sigma$ is any smooth surface, so that $\partial / \partial n$ is the normal direction on $\Sigma$. Then the second order $n$-derivatives of $g_{ij}$ that appear in the formula for the Ricci tensor $R_{ij}$, occur only in the terms $R_{ij}$, $i \neq n$, $j \neq n$, and in $R_{nn}$, and these are given by

$$R_{ij} = -\frac{1}{2}g_{ij,nn} + \text{lower order } n \text{-derivatives, } i \neq n, j \neq n,$$

(2.47)
and

\[ R_{\alpha \beta \gamma \delta} = g_{\gamma \delta} \cdot \mathcal{R}_{\alpha \beta} + \text{lower order n-derivatives}, \quad (2.48) \]

where the sum in the last formula is taken over \( \alpha, \beta \neq n \).

**PROOF.** From (2.29), assuming Gaussian normal coordinates, we have

\[ \Gamma_{\alpha \beta \gamma} = \mathcal{G}_{\alpha \beta \gamma} \quad (2.49) \]

Consider \( R_{ij} = \mathcal{R}_{\alpha \beta \gamma} \), which is given by the formulas

\[ R_{ij}^\alpha = \Gamma_{ij, \alpha}^\alpha - \Gamma_{ij, \beta}^\alpha + \Gamma_{ij, \gamma}^\alpha - \Gamma_{ij}^\alpha \Gamma_{ij}^\gamma, \quad (2.50) \]

\[ R_{ij} = \mathcal{R}_{ij, \alpha} - \Gamma_{ij, \alpha}^\gamma + \Gamma_{ij, \gamma}^\alpha - \Gamma_{ij}^\gamma \Gamma_{ij}^\gamma, \quad (2.51) \]

Now, since \( g \) is Lipschitz continuous across \( \Sigma \), and \( R_{ij} \) involves second derivatives of \( g \), it follows that delta-functions in \( R_{ij} \) can arise at \( P \in \Sigma \) only in the second order \( n \)-derivatives appearing in the formula for \( R_{ij} \). To see this, note that in Gaussian normal coordinates, \( g_{in} = \delta_{i \alpha} \), and \( g_{ij} \) are arbitrary for \( i, j = 1, \ldots, n - 1 \). Thus the first derivatives in \( k \neq n \) are Lipschitz continuous across \( \Sigma \) because \( g^L = g^K \) on \( \Sigma \), and thus \( g_{ij, kn} \) involves at worst jump discontinuities for \( k \neq n \). Now from (2.51), the second order \( n \)-derivatives can come only from \( \Gamma_{ij, \alpha}^\alpha \) or \( \Gamma_{ij, \alpha}^\gamma \). In the former, this can only happen when \( \alpha = n \), so consider

\[ \Gamma_{ij, \alpha}^\alpha = \frac{1}{2} \mathcal{G}_{ij, \alpha}^\alpha \{-g_{ij, \alpha n} + g_{\alpha i, jn} + g_{j \alpha, in} \}. \quad (2.52) \]

But \( g_{\alpha n} = 0 \) unless \( \alpha = n \), which implies

\[ \Gamma_{ij, \alpha}^\alpha = \frac{1}{2} \{-g_{ij, \alpha n} + g_{ni, jn} + g_{jn, in} \}. \quad (2.53) \]

Thus we conclude that when \( i = n \) or \( j = n \), there are no nonzero second order \( n \)-derivatives in \( \Gamma_{ij, \alpha}^\alpha \), and when \( i, j \neq n \), \( \Gamma_{ij, \alpha}^\gamma \) gives rise to only one second order \( n \)-derivative, namely, \( \frac{1}{2} g_{ij, \alpha n} \); i.e.,

\[ \Gamma_{ij, \alpha}^\gamma = \frac{1}{2} g_{ij, \alpha n} + \text{lower order n-derivatives}. \]

Consider now \( \Gamma_{ij, \alpha}^\gamma \), which can have second order \( n \)-derivatives only for \( j = n \):

\[ \Gamma_{ij, \alpha}^\gamma = \frac{1}{2} \mathcal{G}_{ij, \alpha}^\gamma \{-g_{ij, \alpha \tau} + g_{\tau i, \alpha n} + g_{\alpha \tau, in} \}. \quad (2.54) \]

The first two terms, \( g_{\alpha \tau, \alpha n} \) and \( g_{\tau i, \alpha n} \), inside the braces in (2.54), can have second order \( n \)-derivatives only when \( \sigma = n \) or \( \tau = n \), in which case \( \sigma = n = \tau \) (because \( g_{in} = 0 \)), which
implies that both of these terms are zero because $\Gamma_{in}^n = 0$. But the third term $g_{\sigma \tau, in}$ in the braces in (2.54) has second order $n$-derivatives only when $i = n$, and thus we have

$$\Gamma_{n\sigma, n}^n = \frac{1}{2} g^{\sigma \beta} g_{\alpha \beta, nn} + \text{lower order } n\text{-derivatives},$$

and $\Gamma_{i\sigma, j}^n$ is a lower order $n$-derivative if $i \neq n$ or $j \neq n$. Thus we conclude that the second order $n$-derivatives in the Ricci tensor occur only in the terms $R_{ij}, i \neq n, j \neq n$, and in $R_{nn}$, and these are given by (2.47) and (2.48).

We now consider the scalar curvature $R$ and the curvature tensors $R_{ij}$ and $G_{ij}$ as second order distribution derivatives of the metric components $g_{ij}$ in Gaussian normal coordinates when $g$ is only Lipschitz continuous on $\Sigma$. In general we expect that second order distribution derivative of $g$ will introduce delta-function singularities on $\Sigma$. The following corollary gives necessary and sufficient conditions for the appearance of such delta-function singularities on $\Sigma$.

**Corollary 3.** Let $g = g^L \cup g^R$ be any metric that is Lipschitz continuous across a shock surface $\Sigma$, and smooth on either side of $\Sigma$. Then in Gaussian normal coordinates the scalar curvature $R$, viewed as a second order distribution derivative of the metric components $g_{ij}$, has at worst a jump discontinuity at each $P \in \Sigma$; the Ricci and Einstein curvature tensors $R_{ij}$ and $G_{ij}$ have delta-function singularities at $P \in \Sigma$ if and only if $[K] \neq 0$ at $P$.

**Proof.** Assuming Gaussian normal coordinates, we have from (2.47) and (2.48) that

$$R = g^{\sigma \tau} g_{\sigma \tau, nn} - g^{ij} g_{ij, nn} + \text{lower order } n\text{-derivatives},$$

and thus the formula for $R$ in terms of $g$ contains no second order $n$-derivatives in Gaussian normal coordinates for any Lipschitz continuous shock wave, and hence $R$ is at most discontinuous on $\Sigma$. Moreover, in Gaussian normal coordinates $K_{ij} = g_{ij, n}, i, j \neq n$, and hence if $[K] \neq 0$ at $P \in \Sigma$, then $g_{ij, n}$ must suffer a jump discontinuity at $P$ for some $(i, j), i, j \neq n$. Thus by (2.47), $R_{ij}$ is given by the delta function $g_{ij, nn}$ plus a discontinuous function. Conversely, if $[K] = 0$ at $P \in \Sigma$, then $g_{ij, nn}$ is at most discontinuous at $P$, and thus $R_{ij}$ is at most discontinuous at $P$. Since $G_{ij} = R_{ij} - \frac{1}{2} R g_{ij}$, and $R$ is at most discontinuous, we conclude that in Gaussian normal coordinates, $R_{ij}$ and $G_{ij}$ contain delta-function singularities if and only if $[K] \neq 0$.

Now let $\mathcal{R} = R_{ijkl}^i$ denote the components of the full Riemann curvature tensor in $x$-coordinates, and let $\overline{\mathcal{R}} = \overline{R}_{\beta y z}^\alpha$ denote the components in a coordinate system $y$ related to $x$ by a $C^1$ coordinate transformation. Note that in any coordinate system, the components of the curvature tensor are given by (2.50), and hence are determined by the same second order differential operator $L$ on the metric components, thus $\mathcal{R} = L[g]$, and $\overline{\mathcal{R}} = L[\bar{g}]$. We note that the highest order derivative terms in $L$ are of the form a function of the unknowns $g_{ij}$ times linear second order differential operators. Thus it is possible to define solutions.
that have only weak (distributional) derivatives of second order. The following lemma demonstrates that curvature tensors defined from $L$ in the weak sense continue to transform
by the tensor transformation laws under arbitrary $C^{1.1}$ transformations of the coordinates.

**Lemma 8.** Let $\mathcal{R}$ be a weak solution of $\mathcal{R} = L[g]$ in $x$-coordinates. Then $\overline{\mathcal{R}} = \mathcal{R} \frac{\partial x}{\partial y}$ is a weak solution of $\overline{\mathcal{R}} = L[\overline{g}]$ for any coordinate system $y$ related to $x$ by a $C^{1.1}$ coordinate transformation, where we use the shorthand notation

$$
\mathcal{R} \frac{\partial x}{\partial y} = \mathcal{R}_{jkl}^{i} \frac{\partial x^{i}}{\partial y^{\beta}} \frac{\partial x^{j}}{\partial y^{\gamma}} \frac{\partial x^{k}}{\partial y^{\delta}} \frac{\partial y^{\alpha}}{\partial x^{l}},
$$

and multiplication by a function is taken in the weak sense.

**Proof.** For smooth $g$ and smooth test functions $\varphi$, let

$$
\int_{\mathbb{R}^{4}} L[g] \varphi = \int_{\mathbb{R}^{4}} L^{*}[g, \varphi],
$$

where $L^{*}[g, \varphi]$ denotes the expression obtained from $L[g]$ by integrating the second order derivatives in $g$ once by parts. Since the second order derivatives in $L$ are given by

$$
R_{jkl}^{i} = \Gamma_{jkl}^{i} - \Gamma_{jik}^{i} + \text{l.o.t.} \
= (g^{i\sigma} (-g_{j\sigma,i} + g_{\sigma,j,i} + g_{i\sigma,j}))_{k} \
- (g^{i\sigma} (-g_{j\sigma,i} + g_{\sigma,j,i} + g_{k\sigma,j}))_{j} + \text{l.o.t.} \
= g^{i\sigma} (-g_{j\sigma,k} + g_{\sigma,j,k} + g_{j\sigma,k} - g_{k\sigma,j}) + \text{l.o.t.},
$$

i.e., are of the form $g^{mn}g_{ij,kl}$, it follows that $L^{*}[g, \varphi]$ contains at worst products of the metric entries $g_{ij}$, the test function $\varphi$, and their first derivatives. Thus the integral in the weak formulation $\int_{\mathbb{R}^{4}} L^{*}[g, \varphi]$ is finite for any Lipschitz continuous metric $g$ and any Lipschitz continuous test function $\varphi$ (of compact support).

Now assume that $\mathcal{R} = R_{jkl}^{i}$ is a weak solution of $\mathcal{R} = L[g]$, i.e., $\mathcal{R}$ is a linear functional on the space of Lipschitz continuous test functions (a distribution), that solves

$$
\langle \mathcal{R}, \varphi \rangle \equiv \int_{\mathbb{R}^{4}} \mathcal{R} \varphi = \int_{\mathbb{R}^{4}} L^{*}[g, \varphi],
$$

for every Lipschitz continuous test function $\varphi$. Note that if $\partial x/\partial y$ is Lipschitz continuous, then the derivatives are bounded, and thus if we let $\tilde{g} = g \frac{\partial x}{\partial y}$ be shorthand notation for

$$
\tilde{g} \equiv \tilde{g}_{\alpha\beta} = \frac{\partial x^{i}}{\partial y^{\alpha}} \frac{\partial x^{j}}{\partial y^{\beta}} \equiv \frac{\partial x}{\partial y},
$$

then $L^{*}[g \frac{\partial x}{\partial y}, \varphi]$ is bounded for any Lipschitz continuous test function $\varphi$.

---

4Here "l.o.t." denotes "lower order terms", i.e., terms that contain lower order $n$-derivatives.
So to prove the lemma, let $g$ be an arbitrary (non-degenerate) Lipschitz continuous metric, let $\varphi$ be an arbitrary Lipschitz continuous test function, and assume that the coordinate systems $x$ and $y$ are related by a $C^{1,1}$ coordinate transformation (so that in particular, both $\partial x/\partial y$ and $\partial y/\partial x$ are regular, Lipschitz continuous maps). Let $\bar{g}^\varepsilon$ denote a smooth regularization of the metric $\bar{g}_{\alpha\beta}$, and let $x^\varepsilon(y)$ denote a regularization of the coordinate map $x(y)$ so that $x^\varepsilon(y)$ is smooth and has a smooth inverse. We can clearly choose these regularizations so that $\bar{g}_{\alpha\beta}^\varepsilon \to \bar{g}_{\alpha\beta}$ in $C^{0,1}$, $x^\varepsilon(y) \to x(y)$ in $C^{1,1}$, $\frac{\partial x^\varepsilon}{\partial y}(y) \to \frac{\partial x}{\partial y}(y)$ in $C^{0,1}$, and $\frac{\partial y}{\partial x^\varepsilon}(x^\varepsilon) \to \frac{\partial y}{\partial x}(x)$ in $C^{0,1}$. Then

$$g^\varepsilon \equiv \bar{g}^\varepsilon \frac{\partial y}{\partial x^\varepsilon} \to g, \quad \text{and} \quad \bar{g}^\varepsilon \to \bar{g}$$
in $C^{0,1}$. Define

$$\bar{R}^\varepsilon = L(\bar{g}^\varepsilon), \quad \text{and}$$

$$R^\varepsilon = \bar{R}^\varepsilon \frac{\partial y}{\partial x^\varepsilon}.$$ (2.59)

$$R^\varepsilon = \bar{R}^\varepsilon \frac{\partial y}{\partial x^\varepsilon}. \quad \text{(2.60)}$$

Now, it follows directly from definitions that

$$\langle R^\varepsilon \frac{\partial y}{\partial x^\varepsilon}, \varphi \rangle = \langle R^\varepsilon, \varphi \rangle = \int_{\mathbb{R}^4} L^* \left[ g^\varepsilon \frac{\partial y}{\partial x^\varepsilon}, \varphi \right].$$ (2.61)

But (2.61) simply says that $R^\varepsilon \frac{\partial y}{\partial x^\varepsilon}$ is the curvature tensor for the metric $g^\varepsilon \frac{\partial y}{\partial x^\varepsilon}$, and since everything in (2.61) is smooth, we know from the fact that the curvature transforms as a tensor that $R^\varepsilon$ must be the curvature tensor for the metric $g^\varepsilon$; i.e., since everything in (2.61) is smooth, we know that (2.61) holds for every $\varphi \in C^{0,1}$ if and only if

$$\langle R^\varepsilon, \varphi \rangle = \int_{\mathbb{R}^4} L^* [g^\varepsilon, \varphi]$$ (2.62)
holds for every $\varphi \in C^{0,1}$. Since $g^\varepsilon \to g$ in $C^{0,1}$, (2.62) implies that, as $\varepsilon \to 0$, $R^\varepsilon$ tends in the sense of distributions to the distribution $T$, where $T$ satisfies

$$\langle T, \varphi \rangle = \int_{\mathbb{R}^4} L^* [g, \varphi]. \quad \text{(2.63)}$$

Therefore (2.63) demonstrates that $T = R$ as a distribution. Thus, in the limit $\varepsilon \to 0$, we conclude from (2.63) that $R^\varepsilon \to R$, from (2.61) that $\bar{R}^\varepsilon \to \bar{R}$, and hence from (2.60) that $\bar{R} = R \frac{\partial y}{\partial x}$ in the sense of distributions. This completes the proof of the lemma. □

**Theorem 3.** Assume that $g = g^L \cup g^R$ is smooth on either side of a 3-dimensional shock surface $\Sigma$, and is Lipschitz continuous across $\Sigma$. Then the scalar curvature $R$, when viewed as a second order operator (in the weak sense) on the metric components $g_{ij}$,
produces at most a jump discontinuity (i.e., no delta-function singularities) at \( P \in \Sigma \); and
the curvature tensors \( R^i_{jkl} \), \( R_{ij} \), and \( G_{ij} \) produce no \( \delta \)-function singularities at \( P \in \Sigma \) if and only if the jump in the second fundamental form \( K \) satisfies \([K] = 0\) at \( P \).

**Proof.** By Corollary 1, the theorem is true in Gaussian normal coordinates \( x \), and thus by Corollary 3 and Lemma 8 it holds in any coordinate system \( y \) which is \( C^{1,1} \) related to \( x \). Since for any metric \( g = g^L \cup g^R \) which is smooth on either side of \( \Sigma \) and Lipschitz continuous across \( \Sigma \) the transformation to Gaussian normal coordinates is an invertible \( C^{1,1} \) coordinate transformation, the theorem follows at once. \( \square \)

As a direct corollary of Theorem 3 we see that there exists a locally Lorentzian coordinate frame in a neighborhood of a point \( P \) on a Lipschitz continuous shock surface \( \Sigma \) if and only if \([K] = 0\) at \( P \); namely, we have

**Corollary 4.** Assume that \( g = g^L \cup g^R \) is smooth on either side of a 3-dimensional shock surface \( \Sigma \), and is Lipschitz continuous across \( \Sigma \) in a coordinate system \( y \) defined in a neighborhood of \( P \in \Sigma \). Then there exists a regular \( C^{1,1} \) coordinate transformation \( y \rightarrow x \) such that \( x \) is locally Lorentzian for \( g \) at \( P \) (\( g_{ij} = \eta_{ij} \) and \( g_{ij,k} = 0 \) at \( P \)), if and only if \([K] = 0\) at \( P \).

**Proof.** Assume \([K] = 0\) at \( P \), and choose locally Lorentzian coordinates at \( P \) for the smooth metric obtained by restricting \( g \) to the surface \( \Sigma \) in a neighborhood of \( P \) in the surface \( \Sigma \). Extend these coordinates to Gaussian normal coordinates \( x \) based on these surface coordinates, the \( x \) coordinates being defined in an \( n \)-dimensional neighborhood of \( P \). Then in \( x \)-coordinates the metric components \( g_{ij} \) satisfy \( g_{ij} = \eta_{ij} \) and \( K_{ij} = g_{ij,n} = 0 \) at \( P \), and so \( x \) is locally Lorentzian at \( P \). Conversely, assume that \([K] \neq 0\), but that there exists a coordinate transformation \( y \rightarrow x \) such that, in \( x \)-coordinates, \( g_{ij} = \eta_{ij} \) and \( g_{ij,k} = 0 \) at \( P \). Then in \( x \)-coordinates, \( g \) is \( C^1 \) at \( P \), and hence there are no delta-function singularities in the components \( g_{ij} \) of \( g \) in \( x \)-coordinates. Thus by Theorem 3, \([K] = 0\), and hence the locally Lorentzian coordinates \( x \) cannot exist when \([K] \neq 0\). \( \square \)

The next result partially validates the statement that real shock waves cannot form in solutions of the source free Einstein equations \( R_{ij} = 0 \), or equivalently \( G_{ij} = 0 \), by demonstrating that "shock waves" in solution metrics are only coordinate anomalies in the sense that they can be transformed away by coordinate transformation. Note that the theorem allows for the possibility that discontinuities can form in solutions (which we expect because the equations are nonlinear quasilinear in nature), but asserts that if the solution metric is Lipschitz continuous across a smooth surface, but smooth on either side, then there is a coordinate transformation such that in the new coordinates the metric is smooth across the surface.

**Corollary 5.** Assume that the components of \( g = g^L \cup g^R \) in a coordinate system \( y \) are Lipschitz continuous across a smooth 3-dimensional shock surface \( \Sigma \), are \( C^k \) functions of \( y \) on either side of \( \Sigma \), and assume that all \( k \) derivatives are continuous up to the boundary \( \Sigma \) from either side of \( \Sigma \). Assume also that \( g \) is a weak solution of \( R_{\alpha\beta} = 0 \) or \( G_{\alpha\beta} = 0 \) when
viewed as second order operators on the metric components $g_{\alpha \beta}$. Then in Gaussian normal coordinates $x$ (which are $C^{1,1}$ related to the original coordinates), the metric components $g_{ij}$ are actually $C^k$ functions of $x$ across $\Sigma$.

**Proof.** Assume first that $g = g^L \cup g^R$ is a weak solution of $R_{\alpha \beta} = 0$. But $R_{ij} = 0$ in the weak sense across $\Sigma$ implies that there are no $\delta$-function sources in $R_{ij}$ on $\Sigma$, and thus by the previous theorem, $|K| = 0$ across $\Sigma$. Thus Israel's result implies that $g_{ij,k}$ are all continuous across $\Sigma$, and since $G_{ij} \equiv 0$, the jump conditions are automatically satisfied across $\Sigma$. It follows from (2.47) and (2.48) that in Gaussian normal coordinates,

$$R_{ij} = -\frac{1}{2} g_{ij,nn} + \text{lower order } n\text{-derivatives. \quad } i \neq n, \; j \neq n, \quad \text{and} \quad (2.64)$$

$$R_{nn} = \frac{1}{2} g^{ij} g_{ij,nn} + \text{lower order } n\text{-derivatives. \quad } (2.65)$$

But since the $g_{ij,k}$ are continuous across $\Sigma$, it follows that the lower order terms in (2.64) and (2.65) must be continuous functions across $\Sigma$. Our assumptions implying that the derivatives of $g$ in the surface $\Sigma$ are the same for $g^L$ and $g^R$. But since $R_{ij} = 0$ for both $g^L$ and $g^R$, we can solve for $g_{ij,nn}$ in (2.64) and (2.65) in terms of lower order derivatives that are continuous across $\Sigma$, and conclude that $g_{ij,nn}$ must also be continuous across $\Sigma$ for all $i, j = 1, \ldots, n$. (Recall that $g_{ij} = \text{const}$ in Gaussian normal coordinates.) This shows us that $k$th order derivatives of $g_{ij}$ which are up to second order in $x^n$ are, in fact, continuous functions of $x$ across $\Sigma$ in Gaussian normal coordinates. Now differentiate (2.64) and (2.65) with respect to $x^n$. Then the differentiated lower order terms in (2.64) and (2.65) are continuous across $\Sigma$, and hence again we can solve for $g_{ij,nnn}$ in terms of functions that are continuous across $\Sigma$. Thus we conclude that $k$th order derivatives of $g_{ij}$ which are up to second order in $x^n$ are, in fact, continuous functions of $x$ across $\Sigma$ in Gaussian normal coordinates $x$. Continuing, we see that all the $k$th order derivatives of $g_{ij}$ are continuous across $\Sigma$ in Gaussian normal coordinates. Since, by Corollary 3, the scalar curvature never contains delta-function singularities on $\Sigma$, the result for $R_{ij}$ implies the same result for $G_{ij}$.

The same argument establishes the following more general version of this corollary.

**Corollary 6.** Assume that $g = g^L \cup g^R$ is smooth on either side of a 3-dimensional shock surface $\Sigma$, and is Lipschitz continuous across $\Sigma$ in some coordinate system $y$. Assume that $g$ is a weak solution of $G_{\alpha \beta} = \kappa T_{\alpha \beta}$ that contains no delta-function singularities on $\Sigma$. Then in Gaussian normal coordinates the metric components $g_{ij}$ are $C^2$ functions of $x$ if and only if $|G| = 0$ across $\Sigma$.

**Summary.** The results of this section are summarized in the following theorem.

**Theorem 4.** Let $\Sigma$ denote a smooth, 3-dimensional shock surface in space–time with spacelike normal vector $n$. Assume that the components $g_{ij}$ of the gravitational metric $g$ are smooth on either side of $\Sigma$ (continuous up to the boundary on either side separately).
and Lipschitz continuous across $\Sigma$ in some fixed coordinate system. Then the following statements are equivalent:

(i) $[K] = 0$ at each point of $\Sigma$.

(ii) The curvature tensors $R^j_{ijkl}$ and $G_{ij}$, viewed as second order operators on the metric components $g_{ij}$, produce no delta-function sources on $\Sigma$.

(iii) For each point $P \in \Sigma$ there exists a $C^{1,1}$ coordinate transformation defined in a neighborhood of $P$, such that, in the new coordinates (which can be taken to be the Gaussian normal coordinates for the surface), the metric components are $C^{1,1}$ functions of these coordinates.

(iv) For each $P \in \Sigma$, there exists a coordinate frame that is locally Lorentzian at $P$, and can be reached within the class of $C^{1,1}$ coordinate transformations.

Moreover, if any of these equivalencies hold, then the Rankine–Hugoniot jump conditions, $[G]^\gamma_\gamma n_\sigma = 0$ (which express the weak form of conservation of energy and momentum across $\Sigma$ when $G = \kappa T$), hold at each point on $\Sigma$.

Here $[K]$ denotes the jump in the second fundamental form (extrinsic curvature) $K$ across $\Sigma$ (this being determined by the metric separately on each side of $\Sigma$ because $g_{ij}$ is only Lipschitz continuous across $\Sigma$), and by $C^{1,1}$ we mean that the first derivatives are Lipschitz continuous. Theorem 4 should be credited mostly to Israel, [12], who obtained results (i)–(iii) in Gaussian normal coordinates. Our contribution was to identify the covariance class of $C^{1,1}$ transformations, and to thereby obtain precise coordinate independent statements for (i) and (ii), as well as the equivalence with (iv). As a consequence of this, we obtain the result that the Ricci scalar curvature $R$ never has delta-function sources at a Lipschitz continuous matching of the metrics, as well as the results in Corollaries 5 and 6 which validate the statement that shock wave singularities in the source-free Einstein equations $R_{ij} = 0$ or $G_{ij} = 0$ can only appear as coordinate anomalies, and can be transformed away by coordinate transformation. Note that when there are delta-function sources in $G$ on a surface $\Sigma$, the surface should be interpreted as a surface layer (because $G = \kappa T$), and not a true fluid dynamical shockwave, [12,22]. In Theorem 5 below, we show that for spherically symmetric solutions, $[G]_\sigma n^\sigma n^\tau = 0$ alone implies the absence of surface layers (and hence the other equivalencies in Theorem 4), so long as the areas of the spheres of symmetry match smoothly at $\Sigma$. We use this result in our construction of the shock waves that extend the Oppenheimer–Snyder model to the case of nonzero pressure. The following counter-example shows that in general the above equivalences can fail even when $[G^\gamma_\gamma] n_\sigma = 0$ holds at each point on $\Sigma$.

For the counter-example it suffices to show that there exist Lipschitz continuous shock waves which satisfy the Israel jump relations (2.11) and (2.12) across a shock wave interface, but which cannot be transformed to a metric that is $C^1$ in a neighborhood of each point on the shock. By Corollary 1, it suffices to construct a shock wave interface across which the Israel conditions are satisfied, but such that the second fundamental form $K$ is not continuous across the interface. To this end, let $g_{ij}$ denote the coordinates of a metric in

---

5See [12] where such an example is given in which $G \equiv 0$ on both sides of $\Sigma$. 
Gaussian normal coordinates, such that the spacelike normal to the shock surface is given by $\mathbf{n} = \partial / \partial x^n$, and $g_{ij}$ is of the form

$$g_{ij} = \begin{bmatrix} h_{ij} & 0 \\ 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (2.66)

Assume now that the $h_{ij}$ are given by

$$h_{ij} = \begin{cases} \eta_{ij} + a_{ij}x^n & \text{if } x^n > 0 \\ \eta_{ij} + b_{ij}x^n & \text{if } x^n < 0 \end{cases},$$  \hspace{1cm} (2.67)

where $a_{ij}$ and $b_{ij}$ are constants to be determined. Thus by Lemma 3, the second fundamental forms $K^L$ and $K^R$ on the left and right of the shock surface are given by $K^L_{ij} = a_{ij}$ and $K^R_{ij} = b_{ij}$, $i, j = 1, \ldots, n - 1$. Since $K^L_{ij}$ and $K^R_{ij}$ are constant,

$$K^g_{i,\sigma} = (\text{tr } K)_{,i} = 0,$$

for $K = K^L, K^R$. Thus the Israel jump conditions (2.11) and (2.12) reduce to

$$[(\text{tr } K)^2 - \text{tr}(K^2)] = 0.$$

Hence to satisfy the Israel jump conditions it suffices to find $\mathbf{a} \equiv a_{ij}$ and $\mathbf{b} \equiv b_{ij}$ satisfying

$$(\text{tr } a)^2 - \text{tr}(a^2) = 0 = (\text{tr } b)^2 - \text{tr}(b^2).$$

But in the simplest case where $\mathbf{a}$ and $\mathbf{b}$ are $2 \times 2$ matrices,

$$\text{tr } a = a_{11} + a_{22} \quad \text{and}$$

$$\text{tr}(a^2) = a_{11}^2 + 2a_{21}a_{12} + a_{22}^2, \quad \text{and so}$$

$$(\text{tr } a)^2 - \text{tr}(a^2) = 2 \det(a).$$

Thus we can satisfy the Israel jump conditions by choosing $\mathbf{a}$ and $\mathbf{b}$ to be any $2 \times 2$ matrices with zero determinant. If in addition $a_{ij} \neq b_{ij}$, then $[K] = K^R - K^L \neq 0$, and so by Theorem 4, conservation $[G^j_i] = 0$ holds across the interface $x^n = 0$, but, in view of Corollary 1, the metric cannot be transformed to a metric that is globally $C^1$ across the shock.

2.2. The spherically symmetric case

In this section we restrict to spherically symmetric metrics. The theorem to follow states that in the special case of spherical symmetry, the jump conditions $[G^j_i]n_in_j = 0$ that express the weak form of conservation across a shock surface, actually are implied by a
single condition, so long as the shock is non-null, and the areas of the spheres of symmetry match smoothly at the shock and change monotonically as the shock evolves. Note that in general, assuming that the angular variables are identified across the shock, we expect conservation to entail two conditions, one for the time and one for the radial components. Thus the fact that the smooth matching of the spheres of symmetry reduces conservation to one conditions can be interpreted as an instance of the general principle that smoothness in the metric implies conservation of the sources.

**Theorem 5.** Assume that \( g \) and \( \tilde{g} \) are two spherically symmetric metrics that match Lipschitz continuously across a three-dimensional shock interface \( \Sigma \) to form the matched metric \( g \cup \tilde{g} \). That is, assume that \( g \) and \( \tilde{g} \) are Lorentzian metrics given by

\[
\begin{align*}
\text{d}s^2 &= -a(t, r) \text{d}t^2 + b(t, r) \text{d}r^2 + c(t, r) \text{d}\Omega^2 \quad \text{and} \\
\text{d}\tilde{s}^2 &= -\tilde{a}(\tilde{t}, \tilde{r}) \text{d}\tilde{t}^2 + \tilde{b}(\tilde{t}, \tilde{r}) \text{d}\tilde{r}^2 + \tilde{c}(\tilde{t}, \tilde{r}) \text{d}\tilde{\Omega}^2.
\end{align*}
\]

(2.68)

(2.69)

and that there exists a smooth coordinate transformation \( \Psi : (t, r) \rightarrow (\tilde{t}, \tilde{r}) \), defined in a neighborhood of a shock surface \( \Sigma \) given by \( r = r(t) \), such that the metrics agree on \( \Sigma \). (We implicitly assume that \( \theta \) and \( \varphi \) are continuous across the surface.) Assume that

\[
c(t, r) = \tilde{c}(\Psi(t, r)),
\]

(2.70)

in an open neighborhood of the shock surface \( \Sigma \), so that, in particular, the areas of the 2-spheres of symmetry in the barred and unbarred metrics agree on the shock surface. Assume also that the shock surface \( r = r(t) \) in unbarred coordinates is mapped to the surface \( \tilde{r} = \tilde{r}(\tilde{t}) \) by \( (\tilde{t}, \tilde{r}(\tilde{t})) = \Psi(t, r(t)) \). Assume, finally, that the normal \( n \) to \( \Sigma \) is non-null, and that

\[
n(c) \neq 0
\]

(2.71)

where \( n(c) \) denotes the derivative of the function \( c \) in the direction of the vector \( n \).\(^6\) Then the following are equivalent to the statement that the components of the metric \( g \cup \tilde{g} \) in any Gaussian normal coordinate system are \( C^{1,1} \) functions of these coordinates across the surface \( \Sigma \):

\[
\begin{align*}
[G^i_j]n_i &= 0, \\
[G^{ij}]n_in_j &= 0, \\
[K] &= 0.
\end{align*}
\]

(2.72)

(2.73)

(2.74)

Here, \( [f] = \tilde{f} - f \) denotes the jump in the quantity \( f \) across \( \Sigma \), and \( K \) is the second fundamental form on the shock interface defined by (2.6).\(^7\)

\(^6\)I.e., we assume that the areas of the 2-spheres of symmetry change monotonically in the direction normal to the surface. E.g., if \( c = r^2 \), then \( \frac{\partial}{\partial r}c = 0 \), so the assumption \( n(c) \neq 0 \) is valid except when \( n = \theta/\partial r \), in which case the rays of the shock surface would be spacelike. Thus the shock speed would be faster than the speed of light rays if our assumption \( n(c) \neq 0 \) failed in the case \( c = r^2 \).

\(^7\)This does not contradict the spherical shell example of Israel in [12] because (2.70) fails in that example.
PROOF. Let \((w^1, w^2, w^3) = (z^1, \theta, \varphi)\) be a smooth coordinate system on \(\Sigma\), and let \(z = (z^0, \ldots, z^3)\) denote the extension of these coordinates to a Gaussian normal coordinate system in a neighborhood of \(\Sigma\) (where we let \(\partial/\partial z^0 = \partial/\partial z^n\) when we restrict to space-time, cf. [29]). Then by Lemma 2, \(n = \partial/\partial z^0\), and \(T = \partial/\partial z^1\) is tangent to the shock surface. Now in light of Corollary 2 of Theorem 2 it suffices to verify that (2.73) implies (2.74). By Theorem 2, in \(w\)-coordinates we have

\[
[G^{ij}] n_i n_j = [G^{00}] = [\text{tr}(K^2) - (\text{tr} K)^2].
\]  

(2.75)

But in Gaussian normal coordinates the metric \(g \cup \tilde{g}\) is diagonal on the surface \(\Sigma\). To see this, note that the restriction of the metric \((g \cup \tilde{g})\) to the surface \(\Sigma\) is diagonal because the off diagonal \(\varphi\) and \(\theta\) components are zero in both (2.68) and (2.69), and the metric components \((g \cup \tilde{g})_{0j}\), for \(j \neq 0\), are zero throughout any Gaussian normal coordinate frame in a whole neighborhood of \(\Sigma\). Thus, by Lemma 3,

\[
K_{ij} = -\frac{1}{2} g_{ij,0}.
\]  

(2.76)

Therefore, since \(g \cup \tilde{g}\) is diagonal on \(\Sigma\), \(K\) is also diagonal, and so the only nonzero components of \(K\) are

\[
K_{11} = -\frac{1}{2} g_{11,0},
\]  

(2.77)

\[
K_{22} = -\frac{1}{2} g_{22,0}, \quad \text{and}
\]  

(2.78)

\[
K_{33} = -\frac{1}{2} g_{33,0}.
\]  

(2.79)

But, since \(c\) and \(\tilde{c}\) (defined in (2.68) and (2.69)) transform like functions under arbitrary \((t, r)\)-transformations, (2.70) implies that \(c\) and \(\tilde{c}\) define the same invariant function in a neighborhood of \(\Sigma\). Thus, by (2.70) and the fact that \(c = g_{22} = \tilde{c} = \tilde{g}_{22}\) on \(\Sigma\), we see that \(g_{22,0} = n(c) = \tilde{g}_{22,0} \neq 0\) and \(g_{33,0} = n(c) \sin^2 \theta = \tilde{g}_{33,0} \neq 0\) on the surface \(\Sigma\), and hence

\[
[K_{22}] = 0 \quad \text{and}
\]  

(2.80)

\[
[K_{33}] = 0
\]  

(2.81)

across \(\Sigma\). Now we have

\[
0 = [G_{ij}] n_i n_j = [G_{00}] = [\text{tr}(K^2) - (\text{tr} K)^2] = -2[K_{11}] (K_{22} + K_{33}),
\]  

(2.82)

and since \((K_{22} + K_{33}) \neq 0\) (by the assumption \(n(c) \neq 0\)), we conclude that (2.73) and (2.82) imply

\[
[K_{11}] = 0.
\]  

(2.83)
Since $K_{ij}$ is diagonal, (2.80), (2.81), and (2.83) imply (2.74), so (2.73) implies (2.74), and we are done. \hfill \square

3. Matching an FRW to a TOV metric across a shock wave

In this section we apply the theory of Section 2 to the general problem of matching a Friedmann–Robertson–Walker metric (FRW) to a Tolmann–Oppenheimer–Volkoff (TOV) metric Lipschitz continuously across a radial shock wave. We will first show that given any such metrics, one can always in principle construct a coordinate mapping between the FRW and the TOV coordinates such that, under this coordinate identification, the FRW and TOV metrics match Lipschitz continuously across an interface that is implicitly determined. In order for the matching to describe a true shock wave, the further constraint of conservation must be imposed, and this restricts the possible FRW and TOV metrics that can be matched across a shock wave. An application of Theorem 5 demonstrates that the conservation constraint reduces to a single condition, and this allows for the possibility of nontrivial examples. (The constraint can be viewed as a restriction on the possible equations of state on either side of the shock.) The conservation constraint is shown to reduce to a quartic equation in the densities and pressures on either side of the shock. An application of MAPLE shows that the quartic factors, and we use this to show that two possible types of pressure jumps are allowed, and one of them can be ruled out by physical considerations. We use this formulation of the conservation constraint in the next section to construct a simple class of exact FRW–TOV shock wave solutions under the assumption that the FRW and TOV equations of state are each of the form $p = \sigma \rho$, where $\sigma$ is constant. (That is, in these examples, we assume that the sound speed $\sqrt{\sigma}$ is (a different) constant on either side of the shock wave.)

3.1. The general FRW–TOV matching problem

The FRW metric describes a spherically symmetric space–time that is homogeneous and maximally symmetric at each fixed time. [42]. In coordinates, the FRW metric is given by,

$$ds^2 = -dt^2 + R^2(t) \left\{ \frac{1}{1 - kr^2} dr^2 + r^2 d\Omega^2 \right\},$$

where $t \equiv x^0$, $r \equiv x^1$, $\theta \equiv x^2$, $\varphi \equiv x^3$. $R \equiv R(t)$ is the ‘cosmological scale factor’, and $d\Omega^2 = d\theta^2 + \sin^2 \theta d\varphi^2$ denotes the standard metric on the unit 2-sphere. The constant $k$ can be normalized to be either $+1$, $-1$, or 0 by appropriately rescaling the radial variable, and each of the three cases is qualitatively different. This induces a rescaling of $R(t)$, and so alternatively, $R(t)$ can be rescaled to any positive value at a fixed time (say $R = 1$ at present time), in which case only the sign of $k$ is unchanged. The sign of $k$ gives the sign of the curvature in the constant curvature surfaces at each fixed $t$, and so from (3.1) it is clear that the 3-space at $t = \text{const}$ is unbounded when $k \leq 0$, and when $k > 0$, $r = 1/\sqrt{k}$ marks the outer boundary of the coordinate system in (3.1). In standard theory of cosmology,
the case \( k = 0 \) corresponds to critical expansion, \( k > 0 \) to a closed universe, and \( k < 0 \) to an open universe. Current estimates of the Hubble constant \( H = \dot{R}/R \) argue for an open universe.

To obtain the equation for \( R(t) \) implied by the Einstein equations, assume that the stress-energy tensor is of the form

\[
T^{ij} = \bar{\rho} g^{ij} + (\bar{p} + \bar{\rho}) u^i u^j
\]

for a perfect fluid, and that the fluid is co-moving with the metric, [42]. The fluid is said to be co-moving relative to a background metric \( g_{ij} \) if \( u^i = 0 \), \( i = 1, 2, 3 \), so that \( g \) is diagonal and \( g_{ij} u^i u^j = -1 \) imply that

\[
u^0 = \sqrt{-g_{00}}.
\]

Substituting (3.1) into the Einstein equations (1.16), and making the assumption that the fluid is perfect and co-moving with the metric, yields the following constraints on the unknown functions \( R(t), \rho(t), \) and \( p(t) \) [42,30]:

\[
3 \dot{R} = -4\pi G (\rho + 3p) R,
\]

\[
\ddot{R} R + 2 \dot{R}^2 + 2k = 4\pi G (\rho - p) R^2,
\]

together with

\[
\dot{R}^2 = \frac{d}{dt} \left\{ R^3 (p + \rho) \right\}.
\]

Equation (3.6) is equivalent to

\[
p = -\rho - \frac{\dot{R} \rho}{3 \dot{R}}.
\]

Substituting (3.4) into (3.5) we get

\[
\dot{R}^2 + k = \frac{8\pi G}{3} \rho R^2.
\]

Since \( \rho \) and \( p \) are assumed to be functions of \( t \) alone in (3.1), Equations (3.7) and (3.8) give two equations for the two unknowns \( R \) and \( \rho \) under the assumption that the equation of state is of the form \( p = p(\rho) \). It follows from (3.7)–(3.8), cf. [30], that \( (R(t), \rho(t)) \) is a solution if and only if \( (R(-t), \rho(-t)) \) is a solution, and that

\[
\dot{\rho} \dot{R} < 0.
\]

Thus to every expanding solution there exists a corresponding contracting solution, and conversely.
The TOV metric describes a time-independent, spherically symmetric solution that models the interior of a star. In coordinates the components of the metric are given by

$$\mathrm{d}s^2 = -B(\tilde r) \, \mathrm{d}\tilde t^2 + A(\tilde r)^{-1} \, \mathrm{d}\tilde r^2 + \tilde r^2 \, \mathrm{d}\Omega^2.$$  \hfill (3.10)

We write this metric in bar-coordinates so that it can be distinguished from the unbarred coordinates when the metrics are matched. When $M(\tilde r) \equiv M_0 \equiv \text{const}$ and $B = A_{-1}$, the metric reduces to the (empty space) Schwarzschild metric, and the singularity at $\tilde r = 2GM_0$ is referred to as the Schwarzschild radius for the mass $M_0$, and represents the edge of a black hole. (See [33,34] for proof that black holes cannot form in smooth TOV metrics that solve the Einstein equations with nonzero sources.) Assuming the stress tensor is that of a perfect fluid which is co-moving with the metric, and substituting (3.10) into the field equations (1.16), yields (cf. [42])

$$A(\tilde r) = \left(1 - \frac{2GM}{\tilde r}\right).$$ \hfill (3.11)

where $M \equiv M(\tilde r)$, $\bar \rho \equiv \bar \rho(\tilde r)$, and $\bar p \equiv \bar p(\tilde r)$ satisfy the following system of ordinary differential equations in the unknown functions ($\bar p(\tilde r)$, $p(\tilde r)$, $M(\tilde r)$):

$$\frac{\mathrm{d}M}{\mathrm{d}\tilde r} = 4\pi \tilde r^2 \bar \rho.$$  \hfill (3.12)

$$-\tilde r^2 \frac{\mathrm{d}\bar \rho}{\mathrm{d}\tilde r} = GM\bar \rho \left\{1 + \frac{\bar p}{\bar \rho}\right\} \left\{1 + \frac{4\pi \tilde r^3 \bar \rho}{M}\right\} \left\{1 - \frac{2GM}{\tilde r}\right\}^{-1}. \hfill (3.13)$$

Equation (3.13) is called the Oppenheimer–Volkoff equation, and is referred to by Weinberg as the fundamental equation of Newtonian astrophysics. [42, p. 301].

In this section we assume the case of a barotropic equation of state $\bar p = \bar p(\bar \rho)$, in which case Equations (3.12), (3.13) yield a system of two ODEs in the two unknowns $(\bar \rho, M)$. We always assume that

$$0 < \frac{\bar \rho}{\bar \rho} \equiv \bar \mu < 1.$$  

and that the sound speed is less than the speed of light $c = 1$.

$$0 < \bar \sigma = \frac{\mathrm{d}\bar p}{\mathrm{d}\bar \rho} < 1.$$

The total mass $M$ inside radius $\tilde r$ is then defined by

$$M(\tilde r) = \int_0^{\tilde r} 4\pi \xi^2 \bar \rho(\xi) \, \mathrm{d}\xi.$$ \hfill (3.14)
The metric component $B \equiv B(\tilde{r})$ is determined from $\tilde{\rho}$ and $M$ through the equation

$$\frac{B'(\tilde{r})}{B} = -2\frac{\tilde{\rho}'(\tilde{r})}{\tilde{\rho} + \tilde{\rho}}.$$

In the special case when the density $\tilde{\rho}$ is assumed to be constant, one can solve the Oppenheimer–Volkoff equations for the pressure, and the resulting solution, first discussed by Schwarzschild, is referred to as the Interior Schwarzschild metric.

We remark that for any given FRW and TOV metrics, there are maximal domains of definitions for the variables. We assume that the FRW metric is defined on the maximal interval $t_- < t < t_+$ and $0 \leq r_- < r < r_+$, and the TOV metric is defined on the maximal interval $0 < \tilde{r}_- < \tilde{r} < \tilde{r}_+$. For example, if $k > 0$, then we must have $r < 1/\sqrt{k}$, $t$ must be restricted so that $\rho(t)$ and $R(t)$ are positive, and by (3.8) we must require $\frac{8\pi G}{3}\rho(t)R(t)^2 - k \geq 0$.

We now construct a coordinate mapping $(t, r) \rightarrow (\tilde{t}, \tilde{r})$, such that, under this coordinate identification, the FRW metric (3.1) matches the TOV metric (3.10) Lipschitz continuously across an interface $r = r(t)$ that arises implicitly from the matching procedure. That is, we define a coordinate mapping that takes the unbarred frame of the FRW metric over to a barred TOV coordinate system that leaves fixed the $\theta$ and $\varphi$ coordinates. In order to apply Theorem 5 of Section 2, we require that the areas of the 2-spheres of symmetry of the FRW (3.1) metric agree with the areas of the 2-spheres of symmetry of the TOV metric (3.10). Thus to start, assume that

$$\tilde{r}^2 d\Omega^2 = R^2 r^2 d\Omega^2,$$

so that

$$\tilde{r} = R r.$$

That is, we define the first component of the coordinate mapping $(t, r) \rightarrow (\tilde{t}, \tilde{r})$ by

$$\tilde{r} = \tilde{r}(t, r) = R(t)r.$$

Note that at this stage the transformation $\tilde{r} = R r$ is defined globally, which is important in order to apply Theorem 5 of Section 2, which requires that (3.16) hold not just at the shock surface, but in an open neighborhood of the shock surface.

We next use (3.16) to rewrite the FRW metric in $(t, \tilde{r})$-coordinates. We have from (3.16) that

$$d\tilde{r} = R dr + \dot{R} r dt.$$

so

$$dr = \frac{1}{R} d\tilde{r} - \frac{\dot{\tilde{r}}}{\tilde{r}} r dt,$$
and thus
\[ dr^2 = \frac{1}{R^2} d\tau^2 + \frac{\dot{R}^2}{R^2 r^2} dr^2 - 2 \frac{\dot{R}}{R^2} dt d\bar{r}. \]
(3.20)

Thus, the FRW metric (3.1) is given in \((t, \bar{r})\)-coordinates by
\[ ds^2 = -\left\{ 1 - \frac{\dot{R}^2 \bar{r}^2}{R^2 - k\bar{r}^2} \right\} dt^2 + \frac{R^2}{R^2 - k\bar{r}^2} d\bar{r}^2 - 2 \frac{R \dot{R} \bar{r}}{R^2 - k\bar{r}^2} dt d\bar{r} + \bar{r}^2 d\Omega^2. \]
(3.21)

which, using
\[ \{ R^2 - k\bar{r}^2 - \dot{R}^2 \bar{r}^2 \} = R^2 \left\{ 1 - \frac{8\pi G}{3} \rho R^2 r^2 \right\}, \]
becomes
\[ ds^2 = \frac{1}{R^2 - k\bar{r}^2} \left\{ - R^2 \left( 1 - \frac{8\pi G}{3} \rho R^2 r^2 \right) dt^2 + R^2 d\bar{r}^2 - 2 R \dot{R} \bar{r} dt d\bar{r} \right\} + \bar{r}^2 d\Omega^2. \]
(3.22)

We can now complete the definition of the coordinate identification \((t, r) \rightarrow (\bar{t}, \bar{r})\) by defining \(\bar{t} = \bar{t}(t, r)\) so as to eliminate the cross term \(dt d\bar{r}\) in (3.22). We do this first for a general metric of the form
\[ d\bar{s}^2 = -C(t, \bar{r}) dt^2 + D(t, \bar{r}) d\bar{r}^2 + 2 E(t, \bar{r}) dt d\bar{r}. \]
(3.23)

It is not hard to verify that if \(\psi = \psi(t, \bar{r})\) is chosen to satisfy the equation
\[ \frac{\partial}{\partial \bar{r}} (\psi C) = - \frac{\partial}{\partial t} (\psi E). \]
(3.24)

then
\[ d\bar{t} = \psi(t, \bar{r}) \left[ C(t, \bar{r}) dt - E(t, \bar{r}) d\bar{r} \right] \]
(3.25)

is an exact differential. Since (3.25) defines the coordinate \(\bar{t}\) as a function of \((t, \bar{r})\), and we already have \(\bar{r} = R(t) r\), it follows that (3.25) defines \(\bar{t} = \bar{t}(t, r)\), thus completing the definition of the sought after coordinate transformation \((t, r) \rightarrow (\bar{t}, \bar{r})\). Assuming (3.25), the \((\bar{t}, \bar{r})\) line element for (3.23) becomes
\[ d\bar{s}^2 = -(\psi^{-2} C^{-1}) d\bar{t}^2 + \left( D + \frac{E^2}{C} \right) d\bar{r}^2. \]
(3.26)
Now in terms of the metric

\[ d\bar{s}^2 = -R^2 \left[ 1 - \frac{8\pi G}{3} \rho R^2 r^2 \right] dt^2 + R^2 d\bar{r}^2 - 2R \dot{R} \bar{r} d\bar{r}, \]  

(3.27)

which appears in (3.22), \( C, D, \) and \( E \) are given by

\[ C = R^2 \left[ 1 - \frac{8\pi G}{3} \rho R^2 r^2 \right], \]  

(3.28)

\[ D = R^2, \]  

and

(3.29)

\[ E = -R \dot{R} \bar{r}. \]  

(3.30)

Thus, using (3.27), the FRW metric in \((\bar{t}, \bar{r})\)-coordinates becomes

\[ ds^2 = \frac{1}{R^2 - k\bar{r}^2} \left\{ -\left(\psi^2 C\right)^{-1} d\bar{t}^2 + \left(D + \frac{E^2}{C}\right) d\bar{r}^2 \right\} + \bar{r}^2 d\Omega^2. \]  

(3.31)

But from (3.28)–(3.30) we obtain

\[ D + \frac{E^2}{C} = R^2 + \frac{R^2 \dot{R}^2 \bar{r}^2}{R^2 (1 - \frac{8\pi G}{3} \rho \bar{r}^2)} = R^2 + \frac{\dot{R}^2 R^2 \bar{r}^2}{1 - \frac{8\pi G}{3} \rho R^2 \bar{r}^2}. \]  

(3.32)

Now, equating the \(d\bar{r}^2\) coefficients in the TOV solution (3.10) and the FRW solution (3.31) and using (3.32), we obtain the equation for the shock surface:

\[ \left(R^2 - k\bar{r}^2\right) \left(1 - \frac{2GM}{\bar{r}}\right)^{-1} = R^2 + \frac{\dot{R}^2 R^2 \bar{r}^2}{1 - \frac{8\pi G}{3} \rho R^2 \bar{r}^2}. \]  

(3.33)

which, using (3.8), simplifies to

\[ M(\bar{r}) = \frac{4\pi}{3} \rho(t) \bar{r}^3. \]  

(3.34)

Hence (3.34) defines the shock surface, and the shock surface in \((t, r)\)-coordinates can be obtained from (3.34) by making the substitution \(\bar{r} = R(t) r\). (Of course, additional assumptions are required to insure that the shock surface as defined implicitly by (3.34) is reasonable, for example, stays within the domain of definition of the FRW metric, namely, \(1 - k\bar{r}^2 > 0\), when \(k > 0\), etc.) It remains only to determine \(\psi\) from (3.24) so that the \(d\bar{r}^2\) terms in the TOV and FRW metric agree on this surface. To obtain \(\psi\), which determines the coordinate \(\bar{t}\) in terms of the \((t, r)\) coordinates of the FRW metric in a neighborhood of the shock surface, we solve Equation (3.24) subject to initial data on the shock surface.

---

\(^8^\)Note that, interestingly, the \(d\bar{r}^2\) coefficients are independent of \(\psi\).
which is forced upon us by the condition that the \( d\tilde{r}^2 \) terms match on the shock surface. So, equating the \( d\tilde{r}^2 \) terms in (3.10) and (3.31), our assumption is that

\[
\frac{1}{R^2 - k\tilde{r}^2} \frac{1}{\psi^2C} = B(\tilde{r}) \tag{3.35}
\]

holds on the shock surface (3.34). Rewrite (3.24) in the form of a first-order linear partial differential equation for \( \psi \).

\[
C \psi_t + E \psi_t = f(T, \tilde{r}, \psi). \tag{3.36}
\]

Here, \( C \) and \( E \) are functions of \( t \) and \( \tilde{r} \) given by (3.28) and (3.30), and thus we can solve the initial value problem (3.36) in \( (t, \tilde{r}) \)-coordinates with initial data (3.35) given on the shock surface (3.34), provided that the shock surface is non-characteristic for (3.36).

Now the characteristics for (3.36) are given by

\[
\lambda = \frac{d\tilde{r}}{dt} = \frac{C}{E}. \tag{3.37}
\]

so that the function \( \psi \) is obtained by solving the ODE

\[
\frac{d\psi}{d\mu} = f(T, \tilde{r}, \psi). \tag{3.38}
\]

starting with initial values on the shock surface (3.34), where \( d/d\mu \) denotes differentiation in the \( (E, C) \)-direction in \( (t, \tilde{r}) \)-coordinates. Solving (3.35) for \( \psi \) gives the initial values of \( \psi \) to be met on the shock surface; namely,

\[
\psi^2 = \frac{1}{B(R^2 - k\tilde{r}^2)C}. \tag{3.39}
\]

Thus, if \( d\tilde{r}/dt \) denotes the speed of the shock surface in \( (t, \tilde{r}) \)-coordinates, then the condition that the shock surface be non-characteristic at a point is, by (3.37), that

\[
\frac{d\tilde{r}}{dt} \neq \frac{C}{E}. \tag{3.40}
\]

If (3.40) holds at a point on the shock surface (3.34), then we can solve (3.36) uniquely for \( \psi \) in a neighborhood of the point, thereby matching the FRW and TOV solutions in a Lipschitz continuous manner in a neighborhood of such a point on the surface in the \( (t, \tilde{r}) \)-coordinate system. Since we need only to define local coordinate systems in order to define a space–time manifold, the shock surface (3.34) defines a complete Lipschitz matching of the metrics FRW and TOV at each point of the surface where the non-characteristic condition (3.40) holds. It is interesting to observe that one need not explicitly solve the PDE (3.36) for \( \psi \) in order to determine the shock surface equation (3.34), and the solution of (3.34) can be calculated even when we do not have a closed form expression for \( \tilde{r} \).
as a function of \( t \) and \( r \). That is, we find it somewhat remarkable that, other than its existence, we do not require any detailed information about the transformation \( \tilde{t} = \tilde{t}(t, r) \) in the subsequent developments.

We shall discuss the condition (3.40) further below in Propositions 2 and 3, but first we discuss the equation for the shock surface (3.34). This is necessary in order to obtain an expression for the shock speed, and to motivate the conditions in Propositions 2 and 3 below. Note first that we have not made any choice regarding whether the FRW metric is on the “inside” or the “outside” of the TOV solution. For the case of a star, the FRW metric is on the inside (at small values of \( \tilde{r} \) within the shock surface), and the TOV is on the outside of the shock surface. For definiteness, we will only consider this case, although the discussion we give below applies equally well to the case when the FRW metric is on the outside.

The shock position is defined implicitly by (3.34). Note that (3.34) allows an interpretation of a global principle of conservation of mass in the special coordinate \( \tilde{r} \). Indeed, \( M(\tilde{r}_0) \) is the total mass that would appear inside the radius \( \tilde{r}_0 \) were the Tolman–Oppenheimer–Volkoff solution continued to values of \( \tilde{r} < \tilde{r}_0 \). Thus, \( M(\tilde{r}) \) represents the total mass that is generating the TOV solution outside the radius \( \tilde{r} = \tilde{r}_0 \). This describes the left-hand side of (3.34). The right-hand side of (3.34) can be interpreted as the total mass inside the sphere of radius \( \tilde{r}_0 \) at a fixed time \( t \) in the Freidmann–Robertson–Walker solution. That is, if we interpret \( 4\pi \rho R(t)^3 \tilde{r}_0^3 \) as the total mass behind the shock at fixed \( t \) in the FRW metric, then (3.34) says that this is equal to the mass \( M(\tilde{r}_0) \) observed by the TOV metric outside the shock, when the shock is at position \( \tilde{r}_0 = R(t) r_0 \). Thus (3.34) says that the “total mass” is conserved as the shock propagates outward. Therefore, the total mass in the TOV solution that an observer sees out at infinity is fixed, and this equals the total mass in the inside FRW metric plus the total mass in the outside TOV metric. As an application of this global conservation of mass principle, we note that since in a “physically relevant” model for a star, the density \( \tilde{\rho}(\tilde{r}) \) for the TOV metric should be a decreasing function of \( \tilde{r} \), the global conservation principle cannot hold when \( \tilde{\rho} - \rho \equiv [\rho] = 0 \) across the shock surface. Indeed, if \( d\tilde{\rho}/d\tilde{r} < 0 \) for \( \tilde{r} < \tilde{r}_0 \), and \( \rho(t_0) = \tilde{\rho}(\tilde{r}_0) \), then

\[
\frac{4\pi}{3} \rho(t_0) \tilde{r}_0^3 = \frac{4\pi}{3} \tilde{\rho}(\tilde{r}_0) \tilde{r}_0^3 < \int_0^{\tilde{r}_0} 4\pi \tilde{\rho}(\xi) \xi^2 d\xi = M(\tilde{r}_0),
\]

and so by (3.34), the point \( (t_0, \tilde{r}_0) \) cannot lie on the shock surface: the global conservation of mass principle implies that if \( d\tilde{\rho}/d\tilde{r} < 0 \), then \( [\rho] \neq 0 \) across the shock.

With this motivation, we can now calculate the shock speed under the condition \( [\rho] \neq 0 \). Indeed, by the implicit function theorem, the shock surface (3.34) is given by \( \tilde{r} = \tilde{r}(t) \) provided that

\[
\frac{dM}{d\tilde{r}} - 4\pi \rho(t) \tilde{r}^2 \neq 0.
\]

But, using (3.12), (3.42) becomes

\[
4\pi \tilde{r}^2 (\tilde{\rho} - \rho) \neq 0.
\]
at a point on the shock surface. Thus, as we have shown above, if we assume that \(d\tilde{\rho}/d\tilde{r} < 0\), this condition is always valid on the shock surface. We can now calculate the speed of the shock \(s \equiv \tilde{r}\) (where "dot" denotes \(d/dt\)). Using (3.34), which we write in the form

\[
M(\tilde{r}(t)) = \frac{4\pi}{3} \rho(t) \tilde{r}(t)^3.
\]  

(3.44)

and differentiating with respect to \(t\), we find

\[
s \equiv \dot{\tilde{r}} = \frac{\dot{\rho} \tilde{r}}{3|\rho|}.
\]  

(3.45)

Since \(|\rho| < 0\) (we are assuming that \(d\tilde{\rho}/d\tilde{r} < 0\)), the shock speed is negative if \(\dot{\rho} > 0\) and positive if \(\dot{\rho} < 0\). Observe that, from (3.37), the condition on the shock speed (3.45) that guarantees that the surface be non-characteristic at a point is (cf. (3.39))

\[
\left( \frac{\dot{\rho} \tilde{r}}{3|\rho|} \right)^2 \geq C^2 = \left( \frac{8\pi G}{3} \tilde{r}^2 - 1 \right)^2
\]  

\[
\frac{8\pi G}{3} \rho \tilde{r}^2 - kr^2.
\]  

(3.46)

where we have used (3.8), (3.16), (3.28), (3.30). Note that in the classical theory of shock waves, the stable shock waves always advance toward the side of the shock where the fluid pressure is lower, and the corresponding shock waves that move into the higher pressure side are unstable, and are referred to as rarefaction shocks, [27]. This means that if \(d\tilde{\rho}/d\tilde{r} > 0\), then the shock is stable if \(s > 0\) (\(\dot{\rho} < 0\)), and unstable if \(s < 0\) (\(\dot{\rho} > 0\)). We remark that all of the above development is independent of the equations of state \(p = p(\rho)\) and \(\tilde{p} = \tilde{p}(\tilde{\rho})\). The famous example of Oppenheimer and Snyder [25] is obtained in the limit when the pressure \(\rho \equiv 0\), and the TOV solution is replaced by the Schwarzschild metric, (3.10) assuming a constant mass function \(M(\tilde{r}) \equiv M = \) const. \(B = A^{-1}\). In this case the FRW solution satisfies \(\rho(t)R(t)^3 = \rho(0)\), and so for a particular solution satisfying \(R(0) = 1, \dot{R}(0) = 0\). (3.8) implies that \(k = 8\pi G/3\). Thus (3.34) reproduces the well-known result that the radius of the star \(a\) at time \(t = 0\) in the Oppenheimer–Snyder model is given by the relation (see [42, p. 346])

\[
M = \frac{4\pi}{3} \rho(0)a^3.
\]

Note that in the Oppenheimer–Snyder limit, the interface must be interpreted as a contact discontinuity rather than a shock wave because \(a \equiv \) const and thus no energy or momentum is transported across the interface.

The following proposition gives identities that hold at the shock surface as a consequence of (3.34) and the coordinate identification \((t, r) \rightarrow (\tilde{t}, \tilde{r})\). These will be useful in later developments.

**Proposition 1.** On the shock surface (3.34), the following identities hold

\[
\frac{1}{\psi^2 C^2} = B \left( 1 + \frac{AE^2}{C^2} \right) = \frac{B}{A} \left( 1 - kr^2 \right).
\]  

(3.47)
\[
C = R^2 A, \tag{3.48}
\]
\[
\frac{E}{C} = \frac{-\dot{R}r}{A}, \tag{3.49}
\]
\[
\frac{E^2}{C^2} = \frac{-A + (1 - kr^2)}{A^2}, \tag{3.50}
\]
\[
\dot{R}^2 r^2 = -A + (1 - kr^2). \tag{3.51}
\]

**Proof.** The transformation \( \Psi \) that maps the \((t, r)\)-coordinates of the FRW metric to the \((\bar{t}, \bar{r})\)-coordinates of the TOV metric is given by

\[
d\bar{r} = \dot{R}r \, dt + R \, dr,
\]

\[
d\bar{t} = \Psi C \, dt - \psi E \, d\bar{r} = (\psi C - \psi E \dot{R}r) \, dt - \psi E R \, dr,
\]

where we have used (3.25) together with the fact that \( \bar{r} = \Psi_2(t, r) = R(t) r \). From these it follows that

\[
\frac{\partial \bar{x}^i}{\partial x^j} = \left[ \begin{array}{cc} \psi C - \psi E \dot{R}r & -\psi E R \\ \dot{R}r & R \end{array} \right]^{i}_{j}, \tag{3.52}
\]

where in this section we use the notation \( x = (t, r), \bar{x} = (\bar{t}, \bar{r}), \) and \( \bar{x} = (t, \bar{r}) \), and we suppress the \((\theta, \phi)\) coordinates. (Here, the upper \( i \) and lower \( j \) on the right-hand side of (3.52) denote the \((i, j)\)-entry of the matrix.) From these relations it follows easily that

\[
\frac{\partial \bar{x}^i}{\partial x^j} = \left[ \begin{array}{cc} 1 & 0 \\ \dot{R}r & R \end{array} \right]^{i}_{j}, \tag{3.53}
\]

and

\[
\frac{\partial \bar{x}^i}{\partial \bar{x}^j} = \left[ \begin{array}{cc} 1 & \dot{R}r \\ \psi C & R \end{array} \right]^{i}_{j}. \tag{3.54}
\]

Now in the \( t r \)-coordinate plane, the FRW and TOV metrics have components \( g^{ij}_{\text{RW}} \) and \( g^{ij}_{\text{IS}} \) in \( x \)- and \( \bar{x} \)-coordinates given, respectively, by

\[
g^{ij}_{\text{RW}} = \left[ \begin{array}{cc} -1 & 0 \\ 0 & \frac{1 - kr^2}{R^2} \end{array} \right]^{ij}, \tag{3.55}
\]

and

\[
g^{ij}_{\text{IS}} = \left[ \begin{array}{cc} -B^{-1} & 0 \\ 0 & A \end{array} \right]^{ij}. \tag{3.56}
\]

where \( A = 1 - 2GM/\bar{r} \), \( B \) satisfies (3.15), and the upper \( ij \) denote the \((i, j)\) entry of the matrix. Now on the shock surface \( M = \frac{4\pi}{3} \rho r^3 \), the metrics \( g_{\text{RW}} \) and \( g_{\text{IS}} \) agree, by which we mean that

\[
g^{a\beta}_{\text{RW}} = \frac{\partial x^a}{\partial \bar{x}^i} g_{\text{IS}}^{ij} \frac{\partial x^\beta}{\partial \bar{x}^j}.
\]
Rather than calculate this out directly, we use the fact that the FRW and TOV metrics must have components that agree on the shock surface in the $\tilde{x}$-coordinates. Thus we calculate

$$g_{RW}^{\alpha\beta} \equiv \frac{\partial \tilde{x}^\alpha}{\partial x^i} g_{RW}^{ij} \frac{\partial \tilde{x}^\beta}{\partial x^j} = \begin{bmatrix} -1 & -\dot{R}r & \dot{R} r^2 \end{bmatrix}^\alpha \beta \quad \text{and} \quad (3.57)$$

$$g_{IS}^{\alpha\beta} \equiv \frac{\partial \tilde{x}^\alpha}{\partial x^i} g_{IS}^{ij} \frac{\partial \tilde{x}^\beta}{\partial x^j} = \begin{bmatrix} -1 \frac{\rho}{\psi^2 C^2} + \frac{\dot{E}^2}{C^2} & \frac{\dot{E}}{C} \\ \frac{\dot{E}}{C} & A \end{bmatrix}^\alpha \beta \quad \text{and} \quad (3.58)$$

(Again, the superscript $\alpha\beta$ on the RHS of (3.57) and (3.58) denotes the $(\alpha, \beta)$ entry of the matrix.) Equating the (0, 1)-entries in (3.57) and (3.58) we obtain (3.49). Equating the (1, 1)-entries in (3.57) and (3.58) we obtain (3.51), and this together with (3.49) gives (3.50). Equating the (0, 0)-entries in (3.57) and (3.58) gives the first equality in (3.47), and applying (3.51) gives the second. Finally, (3.48) follows from (3.49) together with (3.30), $E = -R\dot{R}r$. This concludes the proof of Proposition 1.

Alternatively, we can derive (3.47)–(3.51) directly from (3.11), (3.8), and (3.34), together with the expressions (3.28), (3.30), and (3.35) for $C$, $E$, and $B$, respectively. To obtain (3.51), solve (3.34) for $\rho$, solve (3.11) for $M$, and substitute these into (3.8). To obtain (3.48), multiply (3.8) by $r^2$, solve for $\frac{\rho}{\psi^2 C^2} \dot{R}^2 R^2$, and substitute this into (3.28). Using (3.48) together with (3.30) gives (3.49). The identity (3.49) together with (3.51) yields (3.50). Statement (3.35) together with (3.48) gives $\frac{1}{\psi^2 C^2} = \frac{B}{A} (1 - kr^2)$. Using (3.48) together with (3.30) and (3.51), in the expression $1 + A\dot{E}^2/C^2$ gives the last equality in (3.47).

We end this section by giving conditions under which the shock surface is non-characteristic: i.e., that (3.39) holds. We assume here that the shock surface lies within the domain of definition of the FRW metric if $k > 0$. The first proposition gives conditions on the equation of state $\rho(\tilde{\rho})$ that guarantees the shock surface (3.34) is non-characteristic provided it does not intersect the Schwarzschild radius, $A = 1 - 2GM/\tilde{r} = 0$, of the TOV solution.

**Proposition 2.** If the equation of state $\dot{\rho}(\tilde{\rho})$ satisfies the condition

$$\frac{d\rho}{d\tilde{\rho}} \geq 0 \quad \text{and} \quad A \neq 0$$

everywhere on the shock surface (3.34), then the shock surface is nowhere characteristic.

**Proof.** We already have (cf. (3.37), (3.30)) that

$$\lambda = \frac{C}{E} = \frac{C}{R(-\dot{R})} \quad \text{and} \quad (3.59)$$

$$s = \sqrt{\frac{\dot{\rho}}{2[\rho]}} \quad \text{and} \quad (3.60)$$
From the Oppenheimer–Volkoff equation (3.13) for \( d\tilde{\rho}/d\tilde{r} \), we see that the sign of \( d\tilde{\rho}/d\tilde{r} \) is positive inside the Schwarzschild radius and negative outside. Thus \( \text{sign}(\rho) = \text{sign}(d\tilde{\rho}/d\tilde{r}) = \text{sign}(d\tilde{\rho}/d\tilde{r}) = -\text{sign}(A) \). But on the shock surface, we also have by (3.48)

\[
C = R^2 A,
\]

and so \( \text{sign}(A) = \text{sign}(C) \). Finally, we also have from (3.9) that \( \dot{R}\dot{\rho} < 0 \). Thus,

\[
\text{sign}(\lambda) - \text{sign}(s) = \text{sign}(C) - \text{sign}(\rho) = -\left\{ \text{sign}\left(\frac{d\tilde{\rho}}{d\tilde{r}}\right) + \text{sign}(\rho) \right\} \neq 0.
\]

(3.61)

We shall also need the following proposition:

**Proposition 3.** If \( \dot{R} = 0 \) and \( A \neq 0 \) at a point on the shock surface (3.34) (i.e., the point is not on the Schwarzschild radius) then, if the shock speed is finite at the point, the shock surface is also non-characteristic at the point.

**Proof.** By (3.36), the characteristic surfaces satisfy

\[
\frac{d\tilde{r}}{ds} = C = R^2 A, \quad \frac{dr}{ds} = E = -R^3 \dot{R},
\]

where we have used (3.48) and (3.49). Therefore, if \( \dot{R} = 0 \), the characteristic is tangent to \( t = \text{const} \), and thus any finite speed \( s = d\tilde{r}/dt \) is a non-characteristic speed.

**Summary.** The results of this section can be summarized as follows. Let (3.1) and (3.10) denote arbitrary FRW and TOV metrics that solve the Einstein equations for a perfect fluid. (We make no restriction on the equation of state at this point.) Then we have identified the following conditions under which there exists a smooth regular coordinate transformation

\[
\Psi: (t, r) \to (\tilde{t}, \tilde{r}),
\]

and a corresponding shock surface \( r = r(t) \) in FRW \((t, r)\)-coordinates (which maps to the curve \( \tilde{r} = \tilde{r}(\tilde{t}) \) in TOV barred coordinates by \((\tilde{t}, \tilde{r}(\tilde{t})) = \Psi(t, r(t)) \)), such that, when written in the same coordinates, the metrics (3.1) and (3.10) agree and are Lipschitz continuous across the shock surface which is given implicitly by the equation \( M = 4\pi \rho \tilde{r}^3 \). For example, the metrics agree on the shock surface when both are written in either the barred or unbarred coordinates. We summarize most of the results of this section in the following theorem:

**Theorem 6.** Assume that the shock surface \( \tilde{r} = \tilde{r}(t) \) is defined implicitly by

\[
M(\tilde{r}) = \frac{4\pi}{3} \rho \tilde{r}^3
\]

(3.62)
in a neighborhood of a point \((t_0, \tilde{r}_0)\) that satisfies (3.62). Assume that

\[
\tilde{r} = \Psi_2(t, r) = R(t)r.
\]

so that the spheres of symmetry agree in the barred and unbarred frames, and the shock surface in \((t, r)\)-coordinates is given by \(r(t) = \tilde{r}(t)/R(t)\). Assume finally that both

\[
1 - kr(t)^2 > 0, \quad A(\tilde{r}_0) \neq 0.
\]

(3.63)  (3.64)

and the non-characteristic condition

\[
\frac{d\tilde{r}}{dt} \neq \frac{C}{E} = -\frac{\dot{R}r}{A}
\]

(3.65)

hold at \(t = t_0\) (cf. (3.28), (3.30) and (3.49)). Then the coordinate \(\tilde{r} = \Psi_1(t, r)\) can be defined smoothly and in such a way that \(\Psi = (\Psi_1, \Psi_2)\) is one-to-one and regular in a neighborhood of the point \((t_0, \tilde{r}_0)\) (cf. (3.36)), and the metrics (3.1) and (3.10) match in a Lipschitz continuous fashion across the shock surface \(r = r(t)\) in a neighborhood of \((t_0, \tilde{r}_0)\).

By the implicit function theorem, a sufficient condition for (3.34) to define a surface locally through \((t_0, \tilde{r}_0)\) is that

\[
\frac{\partial}{\partial \tilde{r}} M = M - \frac{4\pi}{3} \tilde{\rho} \neq 0.
\]

(3.66)

By differentiating (3.34) directly, we obtain the alternative sufficient condition,

\[
|\rho| \neq 0.
\]

(3.67)

### 3.2. The conservation constraint

Assume for this section that we are given smooth FRW (3.1) and a TOV (3.10) solutions of the Einstein equations (1.16) such that Theorem 6 and (3.62)–(3.65) hold for all \(t \in (\tilde{t}_-, \tilde{t}_+), \tilde{r} \in (\tilde{r}_-, \tilde{r}_+), \) and \(r = \tilde{r}(t)/R(t) \in (r_-, r_+)\). That is, assume that the shock surface \(\tilde{r} = \tilde{r}(t)\) is defined by (3.34) and that the metrics agree on this surface throughout this range of variables, when the unbarred coordinates (3.1) and barred coordinates (3.10) are identified by the transformation \((\tilde{t}, \tilde{r}) \rightarrow (t, r)\) constructed in the last section. Thus \(\tilde{r} = \tilde{r}(t, r)\) is given by

\[
\tilde{r} = R(t)r.
\]

(3.68)

and the transformation \(\tilde{r} = \tilde{r}(t, r)\) is assumed to exist throughout this interval in light of the non-characteristic assumption (3.65). Other than its existence, we do not require any
detailed information about the $\tilde{r}$ transformation in the subsequent development. The following theorem gives conditions under which the matched FRW and TOV metrics define a true shock wave solution of the Einstein equations: that is, a weak solution such that all of the equivalencies (i)-(iv) of Theorem 4, Section 2, are true, and conservation of energy and momentum hold at the interface.

**Theorem 7.** Let $g \cup \tilde{g}$ denote a metric obtained by matching an FRW metric $g$ and a TOV metric $\tilde{g}$ Lipschitz continuously across the interface defined implicitly by (3.34), such that Theorem 6 holds. Assume that at each point of the interface the condition

$$[T^{ij}]n_in_j = (\tilde{\rho} + \rho)\dot{r}^2 - (\tilde{\rho} + \rho) \frac{(1 - kr^2)}{A R^2} \dot{r}^2 + (p - \tilde{p}) \frac{1 - kr^2}{R^2} = 0,$$

(3.69)

where $\dot{r}, \ddot{r}$ denote the shock speeds $dr/dt, d\ddot{r}/dt$, respectively, differentiation being taken with respect to the unbarred FRW time coordinate $t$, holds; and $[\cdot]$ denotes the FRW–TOV jump in a quantity across the interface, as calculated in the same coordinate system. Then the resulting metric $g \cup \tilde{g}$ defines a true shock wave solution of the Einstein equations in the sense that all of the equivalencies of Theorem 4 hold, and these imply that the Rankine–Hugoniot jump conditions

$$[T_{ij}]n^j = 0, \quad i = 0, \ldots, 3,$$

hold at the shock.

**Proof.** Because $\tilde{r} = R(t)r$ holds in a neighborhood of the shock surface, conditions (2.70) and (2.71) of Theorem 5 is met. Thus, according to Theorem 5, all of the equivalencies of Theorem 4 follow from the single (invariant) condition

$$[G_{ij}]n^i n^j = 0,$$

(3.70)

which is equivalent to

$$[T_{ij}]n^i n^j = 0,$$

(3.71)

in light of the fact that both the FRW and TOV metric are assumed to satisfy the field equations $G_{ij} = \kappa T_{ij}$ on either side of the shock. We emphasize that the indices $i, j$ must refer to components in the same coordinate system, where coordinates on either side of the shock are identified through the coordinate transformation $(t, r) \rightarrow (\tilde{t}, \tilde{r})$. To start, use the Einstein equation $G = \kappa T$, the condition $[G^{ij}]n_in_j = 0$ for conservation across the shock (cf. Theorem 5), and the assumption that the source fluid is co-moving with respect to the metrics on either side of the shock (cf. (3.2)), to rewrite the condition for conservation as

$$[T^{ij}]n_in_j = (\rho - \tilde{\rho})|n|^2 + (\rho + p)n_0^2 - (\tilde{\rho} + \tilde{p}) \tilde{n}_0^2 = 0.$$
Here \( n_i \) and \( \tilde{n}_i \) denote the \( i \)-components of the normal vector \( \mathbf{n} \) to the shock surface (3.34) in unbarred (FRW) and barred (TOV) coordinates, respectively, and \( |\mathbf{n}|^2 = g^{ij} n_i n_j \). (Note that \( u^i = \delta^i_0 \) in (FRW) coordinates, \( u^i = B^{-1/2} \delta^i_0 \) in (TOV) coordinates, thus giving rise to the factor \( B \).) Since \( n_i = 0 = \tilde{n}_i \), \( i = 2, 3 \), we need only pay attention to the 0- and 1-components of \( \mathbf{n} \). To verify (3.72), note that, for example, in the (FRW) unbarred frame, (3.2) gives

\[
T^{ij} n_i n_j = pg^{ij} n_i n_j + (p + \rho)(u^i n_i)^2 = p|\mathbf{n}|^2 + (p + \rho)(n_0)^2.
\]

Moreover, we need not choose the vector \( \mathbf{n} \) to be of unit length, so long as \( n_i \) and \( \tilde{n}_i \) are the components of the same vector. Since the LHS of (3.72) is an invariant scalar, so is the RHS. In order to evaluate \( n_i \) and \( \tilde{n}_i \), let (3.34) (formally) define the surface \( r = r(t) \), which we can write as the level curve of the scalar \( \varphi(t, r) = r - r(t) = 0 \). Then we can choose \( n_i \ dx^i = d\varphi \), so that

\[
d\varphi = n_0 \, dt + n_1 \, dr = -\dot{r} \, dt + dr.
\]

which yields

\[
n_0 = -\dot{r}, \quad \text{and} \quad n_1 = 1.
\]

To obtain \( \tilde{n}_i \), we write the function \( \varphi \) in \((\tilde{t}, \tilde{r})\)-coordinates:

\[
\varphi(\tilde{t}, \tilde{r}) = \frac{\tilde{r}}{R(t(\tilde{t}, \tilde{r})))} - r(t(\tilde{t}, \tilde{r})).
\]

Then

\[
d\varphi(\tilde{t}, \tilde{r}) = \left\{ -\frac{\tilde{r}}{R^2} \frac{\partial}{\partial \tilde{t}} \frac{\partial}{\partial \tilde{t}} - \ddot{r} \frac{\partial}{\partial \tilde{t}} \right\} d\tilde{r} + \tilde{n}_1 \, d\tilde{r} = -\frac{\ddot{r}}{R} \frac{\partial}{\partial \tilde{t}} \, d\tilde{r} + \tilde{n}_1 \, d\tilde{r},
\]

so that

\[
\tilde{n}_0 = -\frac{\ddot{r}}{R} \frac{\partial}{\partial \tilde{t}}.
\]

But using the fact that

\[
\tilde{r} = Rr,
\]

together with (3.25),

\[
d\tilde{r} = \psi(t, \tilde{r}) \left\{ C(t, \tilde{r}) \, dt - E(t, \tilde{r}) \, d\tilde{r} \right\}.
\]
we have

$$\frac{dt}{\Delta t} = (\gamma C)^{-1} d\tilde{r} + \frac{E}{C} d\tilde{r},$$

which implies

$$\frac{\partial t}{\partial \tilde{r}} = (\gamma C)^{-1}.$$}

Putting this into (3.77) yields

$$\tilde{n}_0 = -\frac{\tilde{r}}{R \gamma C}.$$ \hspace{1cm} (3.78)

Using the identity (3.47) of Proposition 1 we obtain

$$\tilde{n}_0^2 = \frac{B}{A} (1 - kr^2)^2.$$ \hspace{1cm} (3.79)

where $-B$ and $A^{-1} = (1 - 2GM/r)^{-1}$ are the coefficients of $dr^2$ and $d\tilde{r}^2$ in the TOV metric (3.10). Finally, using the FRW metric (4.57) to compute $|n|^2$, we obtain

$$|n|^2 = -n_0^2 + \frac{1 - kr^2}{R^2} n_1^2 = -\tilde{r}^2 + \frac{1 - kr^2}{R^2}.$$ \hspace{1cm} (3.80)

Now substituting (3.73), (3.79), and (3.80) into (3.72) yields

$$\left[T^{ij}\right] n_i n_j = (\tilde{\rho} + \rho)\tilde{r}^2 - (\tilde{\rho} + \bar{\rho}) \frac{(1 - kr^2)}{AR^2} \tilde{r}^2 + (\rho - \bar{\rho}) \frac{1 - kr^2}{R^2} = 0 \hspace{1cm} (3.81)$$

which is Equation (3.69).

Equation (3.69) gives the additional constraint imposed by conservation across the shock in terms of the quantities $r = r(t)$ (the shock position), and the values that $\rho, p$, $\bar{\rho}, \bar{p}$ and $R$ take on the shock surface. The following proposition explains why the pressure in the Oppenheimer–Snyder model must be taken zero:

**Lemma 9.** If $\tilde{\rho} = \bar{\rho} = 0$ identically (so that the TOV solution reduces to the Schwarzschild solution), and $\rho \geq 0$ and $p \geq 0$ everywhere, then (3.69) implies $p = 0$ and $r(t) = \text{const}$ all along the shock.

**Proof.** When $\tilde{\rho} = \bar{\rho} = 0$, (3.69) reduces to

$$\rho \tilde{r}^2 + p \frac{1 - kr^2}{R^2} = 0.$$
Since \((1 - kr^2)/R^2 > 0\) in the FRW metric, the lemma follows at once.

We now derive an equivalent formulation of the conservation constraint (3.69).

**Lemma 10.** The conservation constraint (3.69) has the equivalent formulation

\[
0 = (1 - \theta)(\rho + \tilde{\rho})(p + \tilde{p})^2 + \left(1 - \frac{1}{\theta}\right)(\rho + \tilde{\rho})(\rho + p)^2 + (p - \tilde{p})(\rho - \tilde{\rho})^2.
\]

(3.82)

where

\[
\theta = \frac{A}{1 - kr^2}.
\]

(3.83)

Before giving a proof of (3.82), we first note that, assuming (3.63) and (3.64) hold, the condition \(0 < \theta \leq 1\) is equivalent to the condition

\[
\dot{R}^2 = \frac{8\pi G}{3} \rho R^2 - k \geq 0;
\]

(3.84)

that is, equivalent to the condition that the shock surface lies within the coordinate restriction of the FRW metric. To see this, use the shock surface equation \(M = 4\pi \rho \tilde{r}^3\) to simplify (3.84) as follows:

\[
\dot{R}^2 = \frac{8\pi G}{3} \rho R^2 - k = \frac{1}{r^2} \left\{ \frac{2G}{\tilde{r}} - kr^2 \right\}, \quad \text{and so}
\]

\[
\dot{R}^2 r^2 = -A + (1 - kr^2).
\]

(3.85)

(3.86)

This can be written as

\[
\dot{R}^2 r^2 = (1 - kr^2)(1 - \theta).
\]

(3.87)

Thus the condition

\[
0 < \theta \leq 1
\]

(3.88)

is equivalent to (3.84), in view of our assumptions (3.63) and (3.64). Moreover, since we are assuming (3.62)–(3.65) hold throughout, it is clear that (3.88) is equivalent to (3.84) when \(k \leq 0\), as well. When making general statements about FRW–TOV shock waves, we always assume that (3.88) holds.

**Proof of Lemma 10.** Differentiating (3.34) with respect to \(t\) and applying (3.12) yields

\[
\dot{\rho} = \frac{3}{r}(\rho - \tilde{\rho})\tilde{t}.
\]

(3.89)
Solving for $\dot{\rho}$ in (3.7) yields
\begin{equation}
\dot{\rho} = -\frac{3\dot{R}}{R}(\rho + p).
\end{equation}
(3.90)

Combining (3.89) and (3.90) thus gives
\begin{equation}
\dot{r} = \frac{Rr (\rho + p)}{(\rho - \bar{\rho})}.
\end{equation}
(3.91)

Differentiating $\bar{r} = Rr$ with respect to $t$, using (3.91), and solving for $\dot{r}$ we get
\begin{equation}
\dot{r} = \frac{\ddot{R}r (\rho + p)}{R (\rho - \bar{\rho})}.
\end{equation}
(3.92)

Substituting (3.91) and (3.92) into (3.81), we obtain the following equation, which is equivalent to the conservation condition $[T_{ij}^{ij}]_{ni nj} = 0$:
\begin{equation}
0 = \left(\frac{1}{1 - kr^2}\right)(\rho + \bar{\rho})(p + \bar{\rho})^2 - \frac{1}{A}(\rho + \bar{\rho})(\rho + p)^2
+ \frac{1}{r^2 \dot{R}^2}(\rho - \bar{\rho})(\rho - \bar{\rho})^2.
\end{equation}
(3.93)

Equation (3.93) expresses conservation at the shock surface (3.34). But by (3.91),
\begin{equation}
\dot{R}^2 r^2 = -A + (1 - kr^2)
\end{equation}
(3.94)
holds on the shock surface, and using this we can transform (3.93) into the final form (3.82).

For convenience, we summarize the results of this section in the following theorem:

**Theorem 8.** Assume that FRW and TOV metrics are given such that match Lipschitz continuously across the shock surface (3.34) and that (3.62)–(3.65) hold. Then (i)–(iv) of Theorem 4 hold on the shock surface if and only if either (3.69) or (3.82) holds on the shock surface.

We now use the conservation constraint to solve for $p$ as a function of $\rho$, $\bar{\rho}$, and $\bar{p}$. Solving (3.82) for $p$ we obtain
\begin{equation}
p_{\pm} = \frac{\frac{1}{2}[-(\bar{\rho} + \rho)^2 + 2(\theta - 1)\bar{\rho}\bar{p} + 2(\theta + \frac{1}{\bar{\rho}})\rho\bar{p} + 2(\frac{1}{\bar{\rho}} - 1)\rho\bar{p} \pm SQ]}{(1 - \theta)\rho + (2 - \theta - \frac{1}{\rho})\bar{p} + (1 - \frac{1}{\rho})\bar{\rho}},
\end{equation}
(3.95)
where

\[
SQ = (6\rho^2 - 4\rho^3 \tilde{\rho} - 4\rho^3 \rho + \rho^4 + \tilde{\rho}^3)^{1/2} = (\rho - \tilde{\rho})^2.
\]  

(3.96)

Thus we conclude that every TOV solution determines two possible FRW pressures at the shock through the conservation constraint. Since the FRW pressure is constant on the \( t = \text{const} \) surfaces, these implicitly determine the FRW equations of state \( p = \rho(\rho) \) from the TOV density and pressure. Now the terms in the numerator of (3.95) combine as follows:

\[
-(\rho + \tilde{\rho})^2 + 2\left(\theta + \frac{1}{\theta}\right)\rho \tilde{\rho} \pm (\rho - \tilde{\rho})^2
\]

\[
= -2\left(2 - \theta - \frac{1}{\theta}\right)\rho \tilde{\rho} - \left\{2(\rho - \tilde{\rho})^2\right\}_-.
\]

(3.97)

where we use the notation that the brace \( \{\cdot\}_- \) is taken zero unless we take the minus sign in (3.95) (and correspondingly minus sign in (3.97)). Using (3.97) in (3.95) gives

\[
p_\pm = \frac{(\theta - 1)\rho \tilde{\rho} + (\frac{1}{\theta} - 1)\rho \tilde{\rho} - (2 - \theta - \frac{1}{\theta})\rho \tilde{\rho} - \left\{(\rho - \tilde{\rho})^2\right\}_-}{(1 - \theta)\rho + (2 - \theta - \frac{1}{\theta})\tilde{\rho} + (1 - \frac{1}{\theta})\rho}
\]

\[
= -\frac{(1 - \theta)(\rho \tilde{\rho} - \rho \tilde{\rho}) + (\frac{1}{\theta} - 1)(\rho \tilde{\rho} + \rho \tilde{\rho}) - \left\{(\rho - \tilde{\rho})^2\right\}_-}{(1 - \theta)(\rho + \tilde{\rho}) - (\frac{1}{\theta} - 1)(\tilde{\rho} + \rho)}
\]

\[
= \frac{-\theta \rho (\rho + \tilde{\rho}) + \rho (\rho + \tilde{\rho}) - \left\{(\rho - \tilde{\rho})^2\right\}_-}{(1 - \theta)(\rho + \tilde{\rho}) - (\frac{1}{\theta} - 1)(\tilde{\rho} + \rho)}.
\]

(3.98)

which upon multiplying the numerator and denominator by \( \theta/(1 - \theta) \) yields

\[
p_+ = \frac{-\theta \rho (\rho + \tilde{\rho}) + \rho (\rho + \tilde{\rho})}{\theta(\rho + \tilde{\rho}) - (\rho + \tilde{\rho})}.
\]

(3.99)

\[
p_- = \frac{-\theta \rho (\rho + \tilde{\rho}) + \rho (\rho + \tilde{\rho}) - \left\{\frac{\theta}{1 - \theta}(\rho - \tilde{\rho})^2\right\}}{\theta(\rho + \tilde{\rho}) - (\rho + \tilde{\rho})}.
\]

(3.100)

We can further simplify \( p_- \) as follows. First, we can verify the identity

\[
-\theta \rho (\rho + \tilde{\rho}) + \rho (\rho + \tilde{\rho}) - \frac{\theta}{1 - \theta}(\rho - \tilde{\rho})^2
\]

\[
= \frac{1}{1 - \theta} \left(\theta - \frac{\rho + \tilde{\rho}}{\rho + p}\right) \left(\theta - \frac{\rho}{\tilde{\rho}}\right)(\rho + \tilde{\rho}) \tilde{\rho}.
\]

Substituting this into the numerator of (3.100) yields

\[
p_- = \frac{(\frac{1}{1 - \theta})(\theta - \frac{\rho + \tilde{\rho}}{\rho + p})(\theta - \frac{\rho}{\tilde{\rho}})(\rho + \tilde{\rho}) \tilde{\rho}}{(\rho + \tilde{\rho})(\theta - \frac{\rho + \tilde{\rho}}{\rho + p})} = \frac{\theta \rho - \rho}{1 - \theta}.
\]
Thus, if we define the variable
\[ \Theta \equiv \gamma \theta, \]
where
\[ \gamma \equiv \frac{\rho + \bar{\rho}}{\bar{\rho} + \bar{p}}. \]
then the pressures \( p_+ \) and \( p_- \) take the similar forms
\[ p_+ = \frac{\Theta \bar{\rho} - \rho}{1 - \Theta}, \]
\[ p_- = \frac{\theta \bar{\rho} - \rho}{1 - \theta}. \]
In Section 5 we will prove that
\[ p = p_- \quad \text{or} \quad \bar{\rho} > \rho, \]
which leads to \( d\rho/d\rho < 0 \), and so can be ruled out as physically unlikely possibilities. An easy calculation gives the equivalent formulation of (3.103) in terms of the TOV pressure \( \tilde{p} \),
\[ \tilde{p} = \frac{\theta \bar{\gamma} \rho - \bar{\rho}}{1 - \theta \bar{\gamma}}, \]
where
\[ \bar{\gamma} = \frac{\bar{\rho} + p}{\rho + p}. \]
The following two theorems follow directly from (3.103).

Let us now interpret an FRW–TOV shock wave as the leading edge of an explosion in which the FRW solution is on the inside, expanding outward into the static TOV solution. In this case, we can take \( \bar{\rho}/\rho < 1 \) as an entropy condition for such a shock wave; that is, the density should be greater behind the shock. The following theorem states that \( \bar{\rho}/\rho < 1 \) implies \( p > \rho \) as well, when we take the pressure to be \( p = p_+ \) in (3.103), and there is a constraint on the allowable values of \( \Theta \).

**Theorem 9.** Assume (3.62)–(3.65), assume that
\[ z \equiv \bar{\rho}/\rho < 1, \]
and assume
\[ \tilde{\mu} \equiv \frac{\bar{p}}{\bar{\rho}}. \]
Then \( p_+ > 0 \) if and only if \( p - \tilde{p} > 0 \), and this holds if and only if \( \theta_1 \leq \theta < 1 \) at the shock, where

\[
\theta_1 = \theta_1(z, \tilde{\mu}) = \frac{1}{\gamma} \frac{\tilde{\rho} + \tilde{p}}{\rho + \tilde{p}} = \frac{1 + \tilde{\mu}}{1 + \mu} z.
\]  

(3.107)

Since the FRW pressure is determined by the TOV solutions according to (3.103), we now ask what possible pressure jumps can be assigned at an FRW–TOV shock wave at a given position. The final theorem of this section shows that all possible pressure jumps can be assigned as we vary the value of \( \theta \). The pressure jumps that can be assigned at a point can be viewed as possible initial conditions for the subsequent dynamics of an FRW–TOV shock wave solution.

**Theorem 10.** Assume (3.62)–(3.65) and that \( z < 1 \). Then for every choice of positive values for \( \tilde{\rho}, \tilde{p}, \) and \( \rho \), the pressure \( p_+ \) monotonically takes on every value from \([\tilde{p}, +\infty)\), and the pressure difference \((p_+ - \tilde{p})\) monotonically takes on every value from \([0, +\infty)\), as \( \theta \) ranges monotonically from \([1, \theta_1)\).

**Proof.** When \( \rho > \tilde{\rho} \), it follows immediately form (3.102) and (3.103) that \( p_+ > 0 \) if and only if \( \theta > \theta_1 \). To see this, note that the numerator in (3.103) is always negative because

\[
\gamma \theta \gamma = \frac{1 + \mu \gamma}{1 + \tilde{\mu} \gamma} < 1
\]

when \( z < 1 \). Thus by (3.103), \( p_+ > 0 \) if and only if \( \gamma \theta > 1 \). Furthermore, if \( \tilde{\rho}, \tilde{p}, \) and \( \rho \) are fixed, then \( p \) varies monotonically from \( \tilde{p} \) to \( \rho \) as \( \theta \) varies from \( +1 \) to \( \theta_1 \) because \( \rho_0 < 0 \), and when \( \theta = 1 \),

\[
p_+ = \frac{\tilde{\rho} + \tilde{p} - \rho}{\tilde{\rho} + \tilde{p}} = \tilde{p}.
\]

We can perform a similar analysis on the difference \((p_+ - \tilde{p})\), because, as is easily shown,

\[
p_+ - \tilde{p} = \left( \frac{1 - \theta}{\gamma \theta - 1} \right)(\tilde{\rho} + \tilde{p}) \gamma.
\]

This completes the proofs of the Theorems 9 and 10. \( \square \)

Another direct consequence of (3.103), (3.104) is that if \( A > 0 \) and \( \theta < 1 \) then, when \( \rho > \tilde{\rho} \), the only shock waves with positive pressure must satisfy \( p = p_+ \) and

\[
\Theta \equiv \gamma \theta > 1.
\]

(3.108)

In this case, (3.102) implies

\[
\rho > \frac{1}{\Theta} \rho + \left( 1 + \frac{1}{\Theta} \right) \tilde{p}.
\]

(3.109)
4. A class of solutions modeling blast waves in GR

In this section we use the theory developed in Section 3 to construct a class of exact, spherically symmetric, shock wave solution of the Einstein equations for a perfect fluid. The solutions are obtained by matching a Friedman–Roberson–Walker metric (3.1) to a static Tolman–Oppenheimer–Volkoff metric (3.10) across a shock wave interface. This is in the spirit of the Oppenheimer–Snyder solution, except, in contrast to the Oppenheimer–Snyder model, the pressure $p$ is nonzero. These shock wave solutions can be interpreted as simple models for the general relativistic version of an explosion into a static, singular, isothermal sphere. It is interesting to keep in mind that shock waves introduce time-irreversibility, loss of information, decay, dissipation, and increase of entropy into the dynamics of a perfect fluid in general relativity.

The FRW metric is a uniformly expanding (or contracting) solution of the Einstein gravitational field equations, which is generally accepted as a cosmological model for the universe. The TOV solution is a time-independent solution which models the interior of a star. Both metrics are spherically symmetric, and both are determined by a system of ODEs that close when an equation of state $p = p(\rho)$ for the fluid is specified. In the solutions that we construct below, one can imagine the FRW metric as an exploding inner core (of a star or the universe as a whole), and the boundary of this inner core is a shock surface that is driven by the expansion behind the shock into the outer, static, TOV solution which we imagine as the outer layers of a star, or the outer regions of the universe. In these solutions, the shock wave emerges from $\dot{r} = 0$ at the initial (Big Bang) singularity in the FRW metric and so, broadly speaking, one can interpret these examples as providing a scenario by which the Big Bang begins with a shock wave explosion.

The outer static TOV solutions that appear beyond the shock wave in the examples below, are the general relativistic version of a static isothermal sphere because the metric entries are time-independent, and the constant sound speed can be interpreted as modeling a gas at constant temperature. It is singular because it has an inverse–square density profile, and thus the density and pressure tend to $\infty$ at the center of the sphere. The Newtonian version of a static singular isothermal sphere is well known, and is relevant to theories of how stars form from gaseous clouds, [2]. The idea in the Newtonian case goes as follows: a star begins as a diffuse cloud of gas which slowly contracts under its own gravitational force by radiating energy out through the gas cloud as gravitational potential energy is converted into kinetic energy. This contraction continues until the gas cloud reaches the point where the mean free path for transmission of light is small enough so that light is scattered, instead of transmitted, through the cloud. The scattering of light within the gas cloud has the effect of equalizing the temperature within the cloud. At this point the gas begins to drift toward the most compact configuration of the density that balances the pressure when the equation of state is isothermal; namely, it drifts toward the configuration of a static, singular, isothermal sphere. Since this solution in the Newtonian case is also inverse–square in the density and pressure, the density tends to infinity at the center of the sphere, and this ignites thermonuclear reactions. The result is a shock wave explosion emanating from the center of the sphere, and this signifies the birth of the star. One can interpret the exact solutions constructed below as general relativistic versions of such shock wave explosions.
In the construction we assume that the FRW and TOV solutions both have isothermal equations of state, but at different temperatures. That is, we assume \( p = \sigma \rho \) in the FRW solution, and \( \bar{p} = \bar{\sigma} \bar{\rho} \) in the TOV solution, where both the inner FRW sound speed \( \sqrt{\sigma} \) and the outer TOV sound speed \( \sqrt{\bar{\sigma}} \) are assumed to be constant. Here \( p \) denotes the fluid pressure and \( \rho \) the mass–energy density, and again we let the unbarred and barred variables refer to the standard coordinate systems for the FRW and TOV metrics (3.1), (3.10), respectively. We assume throughout that the speed of light \( c = 1 \). The construction is based on exact solutions of FRW and TOV type that exist for these special equations of state. In Section 3, (3.34), we showed that in general the shock position \( \tilde{r} = \tilde{r}(t) \) is given implicitly by the equation \( M(\tilde{r}) = \frac{4\pi}{3} \rho(t) \tilde{r}^3 \), where \( M(\tilde{r}) \) denotes the total TOV mass inside radius \( \tilde{r} \), and \( \rho(t) \) is the FRW density at the shock. For the exact solutions with constant sound speed constructed here, the shock surface condition implies that \( \rho = 3\bar{\rho} \) across the shock. Moreover, in order that conservation of energy and momentum hold across the shock, we show that the sound speeds must be related by an algebraic equation of the form \( \tilde{\sigma} = H(\sigma) \), where \( H'(\sigma) > 0 \), \( H(0) = 0 \), and \( H(\sigma) < \sigma \). cf. Figure 1. Since, at the shock, the inner FRW sound speed and density exceed the outer TOV sound speed and density, we conclude that the outgoing shock wave is the stable one, and the larger sound speed in the FRW metric is interpreted as modeling an isothermal equation of state at a higher temperature (consistent with the heating of the fluid by the shock wave). In the limit \( \sigma \to 0 \), the model recovers the Newtonian limit of low velocities and weak gravitational fields.

We verify that there exist two distinguished values of \( \sigma \), \( \sigma_1 \approx 0.458 < \sigma_2 = \sqrt{3}/3 \approx 0.745 \), such that, if \( 0 < \sigma < 1 \), then the Lax characteristic condition (that characteristics impinge on the shock, [14]) is satisfied if and only if \( 0 < \sigma < \sigma_1 \); and the shock speed is less than the speed of light if and only if \( 0 < \sigma < \sigma_2 \). A calculation gives \( \tilde{\sigma}_1 \equiv H(\sigma_1) \approx 0.161 \) and \( \tilde{\sigma}_2 \equiv H(\sigma_2) \approx 0.236 \). We conclude that for \( \sigma \) between \( \sigma_1 \) and \( \sigma_2 \), a new type of shock wave appears in which the shock is supersonic relative to the fluid on both sides of the shock. Thus, in this theory, a fluid with a sound speed no larger than \( \sqrt{\sigma_2} \approx \sqrt{0.745} \).
can drive shock waves with speeds all the way up to the speed of light. The time-reversal and stability properties of these shocks when \( \sigma_1 < \sigma < \sigma_2 \) remain to be investigated.

Since Lax type shock waves are time-irreversible solutions of the equations due to the increase of entropy (in a generalized sense, cf. [27]) and consequent loss of information (effected by the impinging of characteristics on the shock), we infer from the mathematical theory of shock waves that when \( 0 < \sigma < \sigma_1 \), many solutions must decay time asymptotically to the same shock wave. Thus, in contrast to the pure FRW solution, in these models one should not expect a unique time reversal of the solution all the way back to the initial Big Bang singularity when the sound speed lies in the range \( 0 < \sigma < \sigma_1 \).

Note that the TOV solution when \( \tilde{\rho} = \tilde{\sigma} \tilde{\rho} \) is, by itself, of limited physical value because \( \tilde{\rho} = \infty \) at \( \tilde{r} = 0 \). One can interpret this as saying that this exact solution is unstable because it requires an infinite pressure at \( \tilde{r} = 0 \) to "hold it up". In contrast, the shock wave solution here removes the singularity at \( \tilde{r} = 0 \) (for times after some initial time), and so the construction demonstrates that a shock wave in the core can supply the pressure required to stabilize a TOV solution by holding it up.

4.1. An exact solution of TOV type

We now construct exact solutions of TOV type which represent the general relativistic version of static, singular isothermal spheres. First assume the equation of state

\[
\tilde{\rho} = \tilde{\sigma} \tilde{\rho}
\]  

for the TOV metric, and assume that the density is of form

\[
\tilde{\rho}(\tilde{r}) = \frac{\gamma}{\tilde{r}^2},
\]

for some constant \( \gamma \). In this case, an exact solution of TOV type was first found by Tolman\(^9\) [40]; namely, by (3.14),

\[
M(\tilde{r}) = 4\pi \gamma \tilde{r}.
\]

Putting (4.1)–(4.3) into (3.13) and simplifying, yields the identity

\[
\gamma = \frac{1}{2\pi G} \left( \frac{\tilde{\sigma}}{1 + 6\tilde{\sigma} + \tilde{\sigma}^2} \right).
\]

From (3.11), we obtain

\[
A = 1 - 8\pi G \gamma.
\]

\(^9\)In the case \( \tilde{\sigma} = 1/3 \), this solution was re-discovered by Misner and Zapolsky, cf. [42, p. 320].
To solve for $B$, start with (3.15) and write

$$\frac{1}{B} \frac{d B}{d \rho} \frac{d \rho}{d \tilde{r}} = - \frac{2 \tilde{\sigma}}{(1 + \tilde{\sigma}) \tilde{\rho}} \frac{d \tilde{\rho}}{d \tilde{r}},$$

which simplifies to

$$\frac{dB}{B} = - \frac{2 \tilde{\sigma}}{(1 + \tilde{\sigma}) \tilde{\rho}} \frac{d \tilde{\rho}}{d \tilde{r}}.$$  \hspace{1cm} (4.7)

This equation has the explicit solution

$$B = B_0 \left( \frac{\tilde{\rho}}{\tilde{\rho}_0} \right)^{\frac{2 \tilde{\sigma}}{1+\tilde{\sigma}}} = B_0 \left( \frac{\tilde{r}}{\tilde{r}_0} \right)^{\frac{2 \tilde{\sigma}}{1+\tilde{\sigma}}}.$$  \hspace{1cm} (4.8)

By rescaling the time coordinate, we can take $B_0 = 1$ at $\tilde{r}_0 = 1$. In which case (4.8) reduces to

$$B = \tilde{r}^{\frac{2 \tilde{\sigma}}{1+\tilde{\sigma}}}.$$  \hspace{1cm} (4.9)

We conclude that when (4.4) holds, (4.1)–(4.5) and (4.8) provide an exact solution of the Einstein field equations (1.16) of TOV type. Note that since $\sqrt{\tilde{\sigma}}$ is the sound speed of the fluid, (4.1)–(4.3) provide exact solutions for any sound speed $0 \leq \tilde{\sigma} \leq 1$. Note also that, when $\tilde{\sigma} = 1/3$, the extreme relativistic limit for free particles $[42]$, (4.4) yields $\gamma = \frac{3}{56\pi G \tilde{\rho}}$ (cf. [42, Equation (11.4.13)]). These exact solutions by themselves are not so interesting physically because the density and pressure are infinite at $\tilde{r} = 0$ at every value of time. Our shock wave construction, given below, removes the singularity at $\tilde{r} = 0$ in these solutions, after some initial time.

### 4.2. An exact solution of FRW type

We now construct exact solutions of FRW type. We restrict to the case $k = 0$ in (3.1), so that the metric takes the simple (conformally flat) form

$$d\tilde{s}^2 = -d\tilde{t}^2 + R^2(t) \left[ d\tilde{r}^2 + r^2 d\Omega^2 \right].$$  \hspace{1cm} (4.10)

Now assume an arbitrary equation of state of the form $p = p(\rho)$. We will obtain a closed-form solution of the Einstein equations (1.16) in this case. By (3.7)–(3.8), it suffices to solve the system of two ODEs

$$\dot{R}^2 = \frac{8\pi G}{3} \rho R^2.$$  \hspace{1cm} (4.11)

$$p(\rho) = -\rho - \frac{R \dot{R}}{3R}.$$  \hspace{1cm} (4.12)
Rewrite (4.11) as

\[ \dot{R} = \pm \sqrt{\frac{8\pi G \rho}{3}} R. \] (4.13)

and substitute into (4.12) to obtain

\[ p = -\rho \mp \frac{\dot{\rho}}{\sqrt{24\pi G \rho}}. \] (4.14)

(The upper/lower plus–minus signs will always correspond to the two cases represented by the upper/lower plus–minus signs in (4.13).) The point to be noted here is that when \( p = p(\rho) \) is assigned, (4.14) is independent of \( R \), and thus we can integrate it explicitly; namely, since

\[ dt = \pm \frac{d\rho}{(\rho + p)\sqrt{24\pi G \rho}}. \] (4.15)

we obtain

\[ t - t_0 = \pm \int_{\rho_0}^{\rho} \frac{d\xi}{(\xi + p(\xi))\sqrt{24\pi G \xi}}. \] (4.16)

Formula (4.16) gives \( t \) as a function of \( \rho \), and we can use this, together with (4.11), to obtain a closed-form expression for \( R \) as a function of \( \rho \). Thus since

\[ \dot{R} = \frac{d\rho}{dt} \frac{dR}{d\rho} = \mp (\rho + p)\sqrt{24\pi G \rho} \frac{dR}{d\rho}. \] (4.17)

if we combine this with (4.11), we get

\[ \frac{dR}{R} = \frac{-d\rho}{3(\rho + p)}. \] (4.18)

which has the explicit solution

\[ R = R_0 \exp \int_{\rho_0}^{\rho} \frac{-1}{3(\xi + p(\xi))} d\xi. \] (4.19)

### 4.3. A class of exact shock wave solutions of the Einstein equations

We now use the theory developed in [30] to match the above TOV and FRW type metrics at a spherical interface across which the metrics join Lipschitz continuously, and such that the conservation constraint (3.34) holds at the interface. The resulting solution is interpreted as a fluid dynamical shock wave in which the increase of entropy in the fluid drives a time-irreversible gravitational wave.
Assume now that the equation of state for the TOV metric is taken to be

\[ \dot{\rho} = \dot{\sigma} \dot{\rho} \]

for some constant \( \dot{\sigma} \), and that the fixed TOV solution is given by (4.2)–(4.5) and (4.8). Then, given an arbitrary FRW metric, our results in [30] imply that we can construct a coordinate mapping \((\tilde{t}, \tilde{r}) \rightarrow (t, r)\) such that the FRW metric matches the TOV metric Lipschitz continuously across the shock surface (3.34). This applies, in principle, to any equation of state \( \rho = \rho(\rho) \) chosen for the FRW metric. Using (4.3) and solving for \( \rho \) on the shock surface \( \tilde{r}(t) = r(t) R(t) \) gives:

\[
\rho = \frac{3}{4\pi} \frac{M}{\tilde{r}(t)^3} = \frac{3\gamma}{\tilde{r}(t)^2} = 3\dot{\rho}.
\]  

(4.20)

To meet the additional conservation condition, we restrict FRW metrics to \( k = 0 \), and we use (3.82) to determine the pressure. Substituting \( \Theta = A = 1 - 8\pi G \gamma \equiv \text{const} \) into (3.82), we see that the resulting equation is homogeneous of degree three in the \( \rho, \dot{\rho} \) and \( \rho, \dot{\rho} \) variables. Since \( \dot{\rho} = \dot{\sigma} \dot{\rho} \), and

\[
\rho = 3\dot{\rho}
\]

on the shock surface, it is clear from homogeneity that (3.82) can be met if and only if \( \rho = \sigma \rho \) for some constant \( \sigma \). Substituting this into (3.82) gives the following relation between \( \sigma \) and \( \dot{\sigma} \) (cf. Figure 1):

\[
\dot{\sigma} = \frac{1}{2} \sqrt{9\sigma^2 + 54\sigma + 49 - \frac{3}{2} \sigma - \frac{7}{2}} \equiv H(\sigma).
\]  

(4.21)

Alternatively, we can solve for \( \sigma \) in (4.21) and write this relation as

\[
\sigma = \frac{\dot{\sigma}(\dot{\sigma} + 7)}{3(1 - \overline{\sigma})}.
\]  

(4.22)

This guarantees that conservation holds across the shock surface, and thus Theorem 5 holds, and the results of Theorem 4 apply. Note that \( H(0) = 0 \), and to leading order,

\[
\dot{\sigma} = H(\sigma) = \frac{3}{7} \sigma + O(\sigma^2).
\]  

(4.23)

as \( \sigma \to 0 \). It is easy to verify that within the physical region \( 0 \leq \sigma, \overline{\sigma} \leq 1 \), \( H'(\sigma) > 0 \) and \( \overline{\sigma} < \sigma \), as would be expected physically because \( \rho = 3\dot{\rho} > \dot{\rho} \) at the shock surface. One can verify that when \( \sigma = 1/3 \), we have

\[
\dot{\sigma} = \sqrt{17} - 4 = 0.1231 \ldots
\]
and when \( \sigma = 1 \), we have

\[
\bar{\sigma} = \frac{\sqrt{112}}{2} - 5 = 0.2915 \ldots
\]

We now obtain formulas for \( \rho(t) \), \( R(t) \), and the shock positions \( r(t) \) and \( \bar{r}(t) = r(t)R(t) \). Substituting \( p = \sigma \rho \) into (4.15) and (4.18) yields

\[
\frac{dt}{\frac{1}{\sqrt{24\pi \bar{G}(1 + \sigma)}}} = -\frac{1}{\rho^{-3/2}} \, d\rho. \quad (4.24)
\]

and

\[
\frac{dR}{R} = -\frac{1}{3(1 + \sigma)} \frac{d\rho}{\rho}. \quad (4.25)
\]

Using (4.20) we obtain

\[
\rho^{-3/2} \, d\rho = -\frac{2}{\sqrt{3\gamma}} \, d\bar{r}. \quad (4.26)
\]

Putting this into (4.24) gives

\[
\frac{dt}{\frac{1}{(1 + \sigma) \sqrt{18\pi \bar{G}\gamma}}} = -\frac{1}{(1 + \sigma) \sqrt{18\pi \bar{G}\gamma}} \, d\bar{r}. \quad (4.27)
\]

Integrating Equation (4.27) gives the formula for the shock position:

\[
\bar{r}(t) = \pm \sqrt{18\pi \bar{G}\gamma} (1 + \sigma)(t - t_0) + \bar{r}_0. \quad (4.28)
\]

Thus (4.20) gives \( \rho \) in terms of \( t \):

\[
\rho(t) = \frac{3\gamma}{\bar{r}(t)^2} = \frac{3\gamma}{(\pm \sqrt{18\pi \bar{G}\gamma} (1 + \sigma)(t - t_0) + \bar{r}_0)^2}. \quad (4.29)
\]

Finally, we can use (4.25) to obtain \( R(t) \) and the shock position \( r(t) = \bar{r}(t)R(t)^{-1} \):

\[
R(t) = R_0 \left( \frac{\rho}{\rho_0} \right)^{-1/(3(1+\sigma))} = R_0 \left( \frac{\bar{r}(t)}{\bar{r}_0} \right)^{2/(3(1+\sigma))} \quad (4.30)
\]

\[
r(t) = \bar{r}(t)R(t)^{-1} = \bar{r}(t)R_0^{-1} \left( \frac{\bar{r}(t)}{\bar{r}_0} \right)^{-2/(3(1+\sigma))} = \bar{r}_0 R_0^{-1} \left( \frac{\bar{r}(t)}{\bar{r}_0} \right)^{(1+3\sigma)/(3+3\sigma)}. \quad (4.31)
\]
Differentiating (4.28) and (4.31) gives the speeds of the shocked \( \tilde{\tilde{t}} \) and \( \tilde{t} \) in the \((t, \tilde{t})\)- and \((t, r)\)-coordinate systems, respectively:

\[
\tilde{\tilde{t}} = 3(1 + \sigma) \sqrt{\frac{\tilde{\sigma}}{1 + 6\tilde{\sigma} + \tilde{\sigma}^2}},
\]

(4.32)

\[
\tilde{t} = \frac{1 + 3\sigma}{R(t)} \sqrt{\frac{\tilde{\sigma}}{1 + 6\tilde{\sigma} + \tilde{\sigma}^2}}.
\]

(4.33)

where again, \( \tilde{\sigma} = H(\sigma) \) is given in (4.21).

Note that the solution (4.28)-(4.31) contains two arbitrary constants, \( \tilde{t}_0, R_0 \) or \( \tilde{t}_0, R_0 \), as it should from the initial value problem (4.13), (4.14). Note also that for an outgoing shock wave, we choose the plus sign in (4.13) and (4.28), and in this case there is a singularity in backward time

\[
t_s = t_0 - \frac{\tilde{t}_0}{\sqrt{18\pi G\gamma(1 + \sigma)}}.
\]

(4.34)

As \( t \to t_s \), it is clear that \( \tilde{\tilde{t}} \to 0, \rho, \tilde{\rho}, p, \tilde{p} \) all tend to infinity, and \( R, r \) tend to zero. If we take this as a cosmological model, then \( t = t_s \) represents the initial Big Bang singularity in which a shock wave emerges from \( \tilde{\tilde{t}} = 0 \).

We summarize these results in the following theorem:

**Theorem 11.** Assume an equation of state of the form \( \tilde{p} = \tilde{\sigma} \tilde{\rho} \) for the TOV metric, and \( p = \sigma \rho \) for the FRW metric assume (4.21) holds, and take \( k = 0 \). Then the TOV solution given by (4.2), (4.3), (4.5), (4.8) will match the FRW solution given by (4.29), (4.30) across the shock surface (4.28), such that conservation of energy and momentum hold across the surface. The coordinate identification \((t, r) \to (t, \tilde{r})\) is given by \( \tilde{r} = Rr \), together with a smooth function \( \tilde{t} = \tilde{t}(t, r) \) whose existence (in a neighborhood of the shock surface) is demonstrated in [30].

By Theorem 5, all of the equivalencies in Theorem 4 hold across the shock surface. In the next section we show that the shock speeds are less than the speed of light, and we determine when the Lax characteristic conditions hold.

### 4.4. The Lax shock conditions

To complete the analysis of our shock wave solution discussed in the last section, it remains to analyze the shock speed and characteristic speeds on both sides of the shock. In classical gas dynamics, characteristics (in the same family of a shock) impinge on the shock from both sides, leading to an increase of entropy and consequent loss of information. This is also the source of the well-known time-irreversibility, as well as the stability, of gas dynamical shock waves. This interpretation carries over to a general system of hyperbolic conservation laws. Indeed, this characteristic condition has been proposed by Lax, [14. 27], as a stability criterion for shock waves in settings other than gas dynamics. This "Lax
characteristic condition” can be easily applied in general systems where either a physical entropy is difficult to work with, or it has not been identified [27]. Since in gas dynamics the density and pressure are always larger behind (stable) shock waves, and in our example \( \rho = 3\bar{\rho} \) (cf. (4.20)), we restrict our attention to the case of an outgoing shock wave in which the FRW metric is on the inside and the TOV metric is on the outside of the shock. This is equivalent to taking the plus sign in (4.13) (and the corresponding upper sign in Equations (4.14)–(4.16)).

The goal of this section is to show that, in this case, there exist values \( 0 < \sigma_1 < \sigma_2 < 1 \) (\( \sigma_1 \approx 0.458, \sigma_2 = \sqrt{5}/3 \approx 0.745 \)) such that, for \( 0 < \sigma < 1 \), the Lax characteristic condition holds at the shock if and only if \( 0 < \sigma < \sigma_1 \); and the shock speed is less than the speed of light if and only if \( 0 < \sigma < \sigma_2 \). We conclude that our gravitational shock wave represents a new type of fluid dynamical shock wave when \( \sigma_2 < \sigma < 1 \). For the outgoing shock waves with \( \sigma \) in this interval, the shock speed exceeds all of the characteristic speeds on either side of the shock, because both the fast and slow characteristics cross the shock wave from the TOV side to the FRW side of the shock. Our first result is the following lemma:

**Lemma 11.** For \( 0 < \sigma < 1 \), the shock speed, relative to the FRW fluid particles, is given by

\[
\begin{equation}
 s = (1 + 3\sigma) \sqrt{\frac{\tilde{\sigma}}{1 + 6\tilde{\sigma} + \tilde{\sigma}^2}} = s(\sigma),
\end{equation}
\]

where \( s(\sigma) \) is the function of \( \sigma \) obtained by substituting (4.21) for \( \tilde{\sigma} \) in (4.35).

The function \( s(\sigma) \) is plotted in Figure 2. By numerical calculation we obtain that \( 1 - s(\sigma) \) is monotone for \( 0 < \sigma < 1 \), and becomes negative above \( \sigma = \sigma_2 \), where, using computer algebra, we find

\[
\sigma_2 = \sqrt{5}/3 \approx 0.745.
\]

![Fig. 2. A plot of the shock speed \( s \) vs. \( \sigma \).](image-url)
Therefore, by general covariance, the following theorem is a consequence of Lemma 11:

**Theorem 12.** For \( 0 < \sigma < 1 \), the shock speed is less than the speed of light if and only if \( \sigma < \sigma_2 \).

To prove Lemma 11, we recall that the "speed" of a shock is a coordinate-dependant quantity that can be interpreted in a special relativistic sense at a point \( P \) in coordinate systems for which \( g_{ij}(P) = \text{diag}(-1, 1, 1, 1) \). (We call such coordinate frames "locally Minkowskian" to distinguish from "locally Lorentzian" frames in which \( g_{ij,k}(P) = 0 \) as well. Since we are dealing only with velocities and not accelerations, we do not need to invoke the additional condition \( g_{ij,k}(P) = 0 \) for a local Lorentzian coordinate frame in order to recover a special relativistic interpretation for velocities.) In such coordinate frames, a "speed" at \( P \) transforms according to the special relativistic velocity transformation law when a Lorentz transformation is performed. We now determine the shock speed at a point \( P \) on the shock in a locally Minkowskian frame that is co-moving with the FRW metric. To this end, let \((t, r)\)-coordinates correspond to the FRW metric with \( k = 0 \) in (4.10). Let \((t, \tilde{r})\)-coordinates correspond to a locally Minkowskian system obtained from \((t, r)\) by a transformation of the form \( r = \phi(\tilde{r}) \), so that

\[
d s^2 = -dt^2 + R(t)^2 (t\phi')^2 d\tilde{r}^2 + \varphi^2 d\Omega^2.
\]

\[
d s^2 = \frac{\varphi^2}{\tilde{r}^2} \left( -\frac{\tilde{r}^2}{\varphi^2} dt^2 + \frac{R^2(t) \varphi^2 \tilde{r}^2}{\varphi^2} d\tilde{r}^2 + \tilde{r}^2 d\Omega^2 \right).
\]

Choose \( \varphi \) so that \( \varphi^2/\tilde{r}^2 = 1 \) and \( R^2(t) \varphi^2 \tilde{r}^2/\varphi^2 = 1 \) at the point \( P \): i.e., at \( P = P(t, r) \), set \( \varphi(r) = \tilde{r} \) and \( \varphi'(r) = 1/R(t) \). Thus, in the \((t, \tilde{r})\)-coordinates,

\[
d s^2 = -dt^2 + d\tilde{r}^2 + \tilde{r}^2 d\Omega^2
\]

at the point \( P \), and so the \((t, \tilde{r})\)-coordinates represent the class of locally Minkowskian coordinate frames that are fixed relative to the fluid particles of the FRW metric at the point \( P \). (That is, any two members of this class of coordinate frames will differ by higher order terms that do not affect the calculation of velocities at \( P \).) Therefore, the speed \( \dot{\tilde{r}}/dt \) of a particle in \((t, \tilde{r})\)-coordinates gives the value of the speed of the particle relative to the FRW fluid in the special relativistic sense. Since

\[
\frac{d\tilde{r}}{dt} = \frac{dr}{d\tilde{r}} \frac{d\tilde{r}}{dt} = \phi' \frac{d\tilde{r}}{dt} = \frac{1}{R(t)} \frac{d\tilde{r}}{dt},
\]

we conclude that if the speed of a particle in \((t, r)\)-coordinates is \( dr/dt \), then its geometric speed relative to observers fixed with the FRW fluid (and hence also fixed relative to the radial coordinate \( r \) of the FRW metric because the fluid is co-moving) is equal to \( R(t) \frac{d\tilde{r}}{dt} \).

Now consider the shock wave (4.31), which moves with speed (cf. (4.33))

\[
\frac{dr}{dt} \equiv \dot{r} = \frac{1 + 3\sigma}{R(t)} \sqrt{\frac{\tilde{\sigma}}{1 + 6\tilde{\sigma} + \tilde{\sigma}^2}}.
\]
Then by (4.37), the speed of the shock \( s \) relative to the FRW fluid particles must be given by (4.35). A graph of \( s(\sigma) \) is given in Figure 2, from which we conclude that the shock speed moves with a speed less that one relative to the FRW fluid if and only if \( \sigma < \sigma_2 \) holds; and for \( 0 < \sigma < 1 \), \( s(\sigma) = 1 \) if and only if \( \sigma = \sigma_2 \) holds, where numerical symbolic algebra gives \( \sigma_2 = \sqrt[3]{3} \approx 0.745 \). This completes the proof of Lemma 11.

We next determine when the Lax characteristic condition holds at the shock. To this end, we first determine the speed of the characteristics relative to the fixed FRW fluid particles. By (4.37), the characteristic speeds on the FRW side of the shock must equal the sound speeds \( \pm \sqrt{\sigma} \) in the \((t, \tilde{r})\)-coordinate frame, because the FRW fluid is co-moving with respect to the \((t, \tilde{r})\)-coordinates. (The characteristic speed is obtained from the fluid speed and sound speed by the special relativistic summation formula for velocities [29].) We conclude that the FRW characteristic speeds, \( \tilde{\lambda}_{\text{FRW}}^\pm \) (the speeds of the characteristics relative to the FRW fluid) are given, respectively, by the formula

\[
\tilde{\lambda}_{\text{FRW}}^\pm \equiv \pm \frac{\text{d} \tilde{r}}{\text{d} t} = \pm \sqrt{\sigma}.
\]  

(4.39)

By (4.37),

\[
\lambda_{\text{FRW}}^\pm = \tilde{\lambda}_{\text{FRW}}^\pm \frac{1}{R} = \pm \frac{\sqrt{\sigma}}{R}.
\]

Thus, since the \((t, r)\)-coordinates are also co-moving with the fluid, the sound waves in the \((t, r)\)-coordinates of the FRW metric must move at coordinate speed

\[
\frac{\text{d} r}{\text{d} t} = \pm \frac{\sqrt{\sigma}}{R}.
\]

We refer to the \(-, +\) characteristics as being in the 1, 2-characteristic families, respectively. Now in the one space-one time-dimensional theory of conservation laws, the Lax characteristic condition states that the characteristic curves in the family of the shock impinge upon the shock from both sides, while all other characteristic curves cross the shock, cf. [27]. Since in our example, the shock is outward-moving with respect to \( r \) and \( \tilde{r} \), it follows that on the FRW side only the 2-characteristic can impinge on the shock, and thus we must identify the shock wave as a 2-shock. Thus the Lax characteristic condition must be interpreted meaning that the following inequalities hold:

\[
s < \tilde{\lambda}_{\text{FRW}}^+ , \quad \text{and} \quad \tilde{\lambda}_{\text{TOV}}^+ < s .
\]  

(4.40)

(4.41)

Here \( \tilde{\lambda}_{\text{TOV}}^+ \) refers to the speed of the faster characteristic on the TOV side of the shock as measured in the \((t, \tilde{r})\)-coordinate system, which is related to the \((\tilde{t}, \tilde{r})\)-coordinate system through the \((t, r) \rightarrow (\tilde{t}, \tilde{r})\) coordinate identification. By (4.35) and (4.39), (4.40) is equivalent to the condition

\[
\tilde{\lambda}_{\text{FRW}}^+ - s(\sigma) \equiv \Delta(\sigma) = \sqrt{\sigma} - (1 + 3\sigma)\sqrt{\frac{\sigma}{1 + 6\sigma + \sigma^2}} > 0.
\]  

(4.42)
A numerical plot of the function $\Delta(\sigma)$, given in Figure 3, shows that $\Delta(\sigma)$ changes from positive to negative at the unique point $\sigma = \sigma_1$, where

$$\sigma_1 \approx 0.458.$$  \hspace{1cm} (4.43)

We are now ready to prove the following theorem:

**THEOREM 13.** For $0 < \sigma < 1$, the Lax characteristic conditions (4.40), (4.41) hold across the shock if and only if $0 < \sigma < \sigma_1$.

Since (4.40) follows from (4.42) and (4.43), the proof of Theorem 13 will be complete once we prove the following lemma which immediately implies (4.41).

**LEMMA 12.** The inequality

$$\tilde{\lambda}_{\text{TOV}}^- < \tilde{\lambda}_{\text{TOV}}^+ < 0$$  \hspace{1cm} (4.44)

holds for all $0 < \sigma < 1$.

The next theorem is another immediate consequence of Lemma 4.4:

**THEOREM 14.** If $\sigma_1 < \sigma < \sigma_2$, then the following inequalities hold:

$$\tilde{\lambda}_{\text{FRW}}^- < \tilde{\lambda}_{\text{FRW}}^+ < s(\sigma) \quad \text{and}$$
$$\tilde{\lambda}_{\text{TOV}}^- < \tilde{\lambda}_{\text{TOV}}^+ < s(\sigma).$$  \hspace{1cm} (4.45) (4.46)

Note that when $\sigma_1 < \sigma < \sigma_2$, (4.45), (4.46) describe a new kind of shock wave in which the 1- and 2-characteristics both cross the shock because the shock speed exceeds the characteristic speeds on both sides of the shock. This occurs even though the sound speed and shock speed all remain less than the speed of light. In words, Theorem 14 states that
in General Relativity, a sound speed \( \sqrt{\sigma} \approx \sqrt{0.744} \) can drive the shock speed all the way up to the speed of light.

It remains only to give the proof of Lemma 4.4. Let \( \bar{u} \) denote the velocity vector for the fluid on the TOV side of the shock, and let \( \alpha = 0, 1 \) refer to components in the \((\bar{t}, \bar{r})\)-coordinate frame, and \( \gamma = 0, 1 \) to components in the \((t, r)\)-coordinate frame. Then a velocity vector tangent to the particle paths of the fluid on the TOV side of the shock is given by \((\bar{u}^0, \bar{u}^1) = (1, 0)\) in barred coordinates, because the fluid is co-moving relative to the barred coordinate system on the TOV side of the shock; for brevity we write \( \bar{u}^\alpha = (1, 0)^\alpha \). (Since our aim is to compute the characteristic speed, which is a ratio of two vector components, a tangent vector of any length will suffice.) Let \( x^i \equiv (t, r)^i \) and \( \bar{x}^\alpha \equiv (\bar{t}, \bar{r})^\alpha \). Then

\[
u^i = \frac{\partial x^i}{\partial \bar{x}^\alpha} \bar{u}^\alpha = \frac{\partial x^i}{\partial \bar{x}^0} \bar{u}^0 = \frac{\partial x^i}{\partial \bar{x}^0}.
\]

Thus the speed of the TOV fluid as measured in the FRW coordinates \((t, r)\) is given by

\[
u \equiv \frac{u^1}{u^0} = \frac{\partial x^1}{\partial x^0} = \frac{\frac{\partial r}{\partial \bar{t}}(\bar{t}, \bar{r})}{\frac{\partial \bar{t}}{\partial t}(t, \bar{r})},
\]

But,

\[
\frac{\partial \bar{t}}{\partial t}(\bar{t}, \bar{r}) = \frac{1}{\frac{\partial \bar{t}}{\partial \bar{t}}(t, \bar{r})},
\]

so

\[
u = \frac{\partial r}{\partial \bar{t}}(\bar{t}, \bar{r}) \cdot \frac{\partial \bar{t}}{\partial t}(t, \bar{r}) = \frac{\partial r}{\partial t}(t, \bar{r}).
\]

Since

\[
r(t, \bar{r}) = \frac{\bar{r}}{R(t)},
\]

and this holds in a neighborhood of the shock surface, we have

\[
u = \frac{\partial r}{\partial t}(t, \bar{r}) = \frac{\partial}{\partial t} \frac{\bar{r}}{R(t)} = -\frac{\bar{r} \dot{R}}{R^2}.
\]

But by (4.30),

\[
\dot{R} = \frac{2}{r(t)} \sqrt{\frac{\hat{\sigma}}{1 + 6\hat{\sigma} + \hat{\sigma}^2}},
\]

so

\[
u \equiv -\frac{\bar{r}}{R(t)^2} \dot{R}(t) = \frac{2}{R} \sqrt{\frac{\hat{\sigma}}{1 + 6\hat{\sigma} + \hat{\sigma}^2}}.
\]
Thus by (4.37),

\[ \ddot{u} = -2 \sqrt{\frac{\sigma}{1 + 6\sigma + \sigma^2}}. \]  

(4.54)

and this gives the TOV fluid speed in the locally Minkowskian frame which is fixed with the FRW fluid particles. But \( \sqrt{\sigma} \) is the sound speed for the TOV metric; thus \( \sqrt{\sigma} \) is the sound speed as measured in the frame obtained from the \((t, \tilde{r})\) coordinates by a Lorentz transformation for \( \ddot{u} \). Therefore, to obtain the TOV characteristic speed \( \tilde{\lambda}^+_{\text{TOV}} \) in the frame \((t, \tilde{r})\), we use the relativistic addition of velocities formula:

\[ \tilde{\lambda}^+_{\text{TOV}} = \frac{d\tilde{r}}{dt} = \frac{\ddot{u} + \sqrt{\sigma}}{1 + \ddot{u} \sqrt{\sigma}}. \]  

(4.55)

and this implies that

\[ \lambda^+_{\text{TOV}} = \frac{dr}{dt} = \frac{1}{R} \frac{\ddot{u} + \sqrt{\sigma}}{1 + \ddot{u} \sqrt{\sigma}}. \]  

(4.56)

We now calculate \( \tilde{\lambda}^+_{\text{TOV}} \). By (4.54), we have

\[ \tilde{\lambda}^+_{\text{TOV}} = -\frac{2 - \sqrt{1 + 6\sigma + \sigma^2}}{\sqrt{1 + 6\sigma + \sigma^2} - 2\sigma} \sqrt{\sigma} \equiv \tilde{\lambda}_{\text{TOV}}^+(\sigma). \]  

(4.57)

where again we use (4.21) to eliminate \( \tilde{\sigma} \) in favor of \( \sigma \). A numerical plot of \( \tilde{\lambda}^+_{\text{TOV}}(\sigma) \) vs. \( \sigma \) is given in Figure 4. This verifies that \( \tilde{\lambda}^+_{\text{TOV}}(\sigma) < 0 \) for \( 0 < \sigma < 1 \), and thus completes the proof of Lemma 4.4 in light of the inequality \( \tilde{\lambda}^-_{\text{TOV}} < \tilde{\lambda}^+_{\text{TOV}} \).
4.5. Concluding remarks

Note that these examples provide a theory of inherently strong shock waves because the condition $\rho = 3\bar{\rho}$ implies that $[\rho] \to 0$ if $\rho \to 0$, the latter being a singular limit, cf. [27].

Note also that when $k > 0$, the FRW–TOV shock-wave solutions described in Section 3 reduce to the well-known model of Oppenheimer and Snyder (O–S) when $\bar{\rho} \equiv 0$. It is interesting to note, however, that the O–S model reduces to flat Minkowski space when we take $k \to 0$ in the O–S solution (see Weinberg, [42, p. 344], Equations (11.9.23) and (11.9.21)). Moreover, when we take $\bar{\sigma} \to 0$ in our solution (4.28)–(4.31), we also get flat Minkowski space. However, the first limit is singular (because $\bar{R} = 0$ implies $\bar{R} \equiv \text{const}$ when $k = 0$, cf. [42, p. 344], Equation (11.9.22)); the second limit is the only way to impose $\bar{\rho} = 0$. Indeed, we can obtain a new, time-reversible O–S type contact discontinuity for the case $k = 0$ by noting first from (3.82) that $\bar{\rho} \equiv 0 \equiv \bar{\rho}$ implies $\rho = 0$, and thus we can integrate (4.16) and (4.19) in the case $p = 0$ to obtain the formulas

$$\rho(t) = \frac{1}{(\pm \sqrt{6\pi G(t - t_0)} + \frac{1}{\sqrt{\rho_0}})^2}, \quad (4.58)$$

$$R(t) = R_0 \left( \frac{\rho(t)}{\rho_0} \right)^{-1/3}. \quad (4.59)$$

The shock surface is then given by

$$\bar{r}(t) = \left( \frac{3}{4\pi} \frac{M}{\rho(t)} \right)^{1/3}. \quad (4.60)$$

where $M \equiv \text{const}$ when we assume empty space, $\bar{\rho} \equiv 0 \equiv \bar{\rho}$. We conclude that (4.58)–(4.60) define a non-trivial, time-reversible general relativistic model that corresponds to the exact shock wave solution given in (4.28)–(4.31), and thus define a new O–S type model of gravitational collapse, cf. [42, p. 345], Equation (11.9.25).

We note also that once values for $\sigma$ and $\bar{\sigma} = H(\sigma)$ are specified, the formulas (4.28)–(4.31) determine a unique shock wave solution despite the appearance of two free parameters, say $R_0$ and $\bar{r}_0$. To see this, note that after fixing the shock position $\bar{r}_0$, the freedom in $R_0$ is only a coordinate freedom due to the fact that $R(t) \to \alpha^{-1} R(t)$ under the coordinate rescaling $r \to \alpha r$ in the FRW metric (4.10) when $k = 0$.

5. A shock-wave formulation of the Einstein equations

5.1. Introduction

In this section we show that Einstein equations (1.25)–(1.28) are weakly equivalent to the system of conservation laws with time-dependent sources (1.48), (1.49), so long as the metric is in the smoothness class $C^{0,1}$, and $T$ is in $L^\infty$. Inspection of Equations (1.25)–(1.28) shows that it is in general not possible to have metrics smoother than Lipschitz continuous (that is, smoother than $C^{0,1}$ at shocks), when the metric is written in the standard
gauge. Indeed, at a shock wave where \( T \) is discontinuous, \( A_r, B_r, \) and \( B_i \) all have jump discontinuities.

As stated in Section 1, a space–time metric \( g \) is said to be spherically symmetric if it takes the general form \([42,41,11,22]\),

\[
ds^2 = g_{ij} \, dx^i \, dx^j
\]

\[
= -A(r, t) \, dt^2 + B(r, t) \, dr^2 + 2D(r, t) \, dt \, dr + C(r, t) \, d\Omega^2.
\]  

(5.1)

where the components \( A, B, C, \) and \( D \) of the metric are assumed to be functions of the radial and time coordinates \( r \) and \( t \) alone, \( d\Omega^2 \equiv d\theta^2 + \sin^2(\theta) \, d\phi^2 \) denotes the line element on the 2-sphere, and \( x \equiv (x^0, \ldots, x^3) \equiv (t, r, \theta, \phi) \) denotes the underlying coordinate system on space–time. In this case we assume that the 4-velocity \( w \) is radial, by which we mean that the \( x \)-components of \( w \) are given by

\[
w^i = (w^0(r, t), w^1(r, t), 0), \quad i = 0, \ldots, 3.
\]  

(5.2)

respectively, for some functions \( w^0 \) and \( w^1 \).

Now in Section 1 we showed that, in general, there always exists a coordinate transformation \((r, t) \rightarrow (\tilde{r}, \tilde{t})\) that takes an arbitrary metric of form (5.1) over to one of the form \([42]\).

\[
ds^2 = g_{ij} \, dx^i \, dx^j \equiv -A(r, t) \, dt^2 + B(r, t) \, dr^2 + r^2 \, d\Omega^2.
\]  

(5.3)

A metric of form (5.3) is said to be in the standard Schwarzschild coordinates (or standard coordinate gauge), and it is our purpose here to establish the weak formulation of the Einstein equations (1.25)–(1.28) for metrics of the form (5.3) in the case when \( A \) and \( B \) are finite and satisfy \( AB \neq 0 \).

In Sections 2 and 3 we introduce and verify the equivalence of several weak formulations of the Einstein equations that allow for shock waves, and that are valid for metrics of form (5.3), in the smoothness class \( C^{0,1} \). In Section 4, we show that these equations are weakly equivalent to the system (1.48), (1.49) of conservation laws with time-dependent sources. This is the starting point for the existence theory set up in [10].

### 5.2. The Einstein equations for a perfect fluid with spherical symmetry

In this section we study the system of equations obtained from the Einstein equations under the assumption that the space–time metric \( g \) is spherically symmetric. So assume that the gravitational metric \( g \) is of the form (5.3), and to start, assume that \( T^{ij} \) is any arbitrary stress tensor. To obtain the equations for the metric components \( A \) and \( B \) implied by the Einstein equations (1.15), plug the ansatz (5.3) into the Einstein equations (1.15). The resulting system of Equations (1.25)–(1.28) is obtained using MAPLE. Equations (1.25)–(1.28) represent the \((0, 0),(0, 1),(1, 1),\) and \((2, 2)\) components of \( G^{ij} = \kappa T^{ij} \), respectively (as indexed by \( T \) on the RHS of each equation). The \((3, 3)\) equation is a multiple of the
(2, 2) equation, and all remaining components are identically zero. (Note that MAPLE defines the curvature tensor to be minus one times the curvature tensor defined in (1.14).)

We are interested in solutions of (1.25)−(1.28) in the case when shock waves are present. Since A and B have discontinuous derivatives when shock waves are present, it follows that (1.28), being of second order, cannot hold classically, and thus Equation (1.28) must be taken in the weak sense, that is, in the sense of the theory of distributions. To get the weak formulation of (1.28), multiply through by \( AB^2 \) to clear away the coefficients of the highest (second) order derivatives, then multiply through by a test function and integrate the highest order derivatives once by parts. It follows that if the test function is in the class \( C^{1,1}_0 \) (that is, one continuous derivative that is Lipschitz continuous, the subscript zero denoting compact support), and if the metric components A and B are in the class \( C^{0,1} \), and \( T^i_{ij} \) is in class \( L^\infty \), then all terms in the integrand of the resulting integrated expression are at most discontinuous, and so all derivatives make sense in the classical pointwise a.e. sense.

In order to account for initial and boundary conditions in the weak formulation, it is standard to take the test function \( \phi \) to be non-zero at \( t = 0 \) or at the specified boundary. In this case, when we integrate by parts to obtain the weak formulation, the boundary integrals are non-vanishing, and their inclusion in the weak formulation represents the condition that the boundary values are taken on in the weak sense. Thus, for example, if the boundary is \( r = r_0 \geq 0 \), we say \( \phi \in C^{1,1}_0 \) (\( r \geq r_0, t \geq 0 \)) to indicate that \( \phi \) can be non-zero initially and at the boundary \( r = r_0 \), thereby implicitly indicating that boundary integrals will appear in the weak formulation based on such test functions.

We presently consider various equivalent weak formulations of Equations (1.25)−(1.28), and we wish to include the equivalence of the weak formulation of boundary conditions in the discussion. Thus, in order to keep things as simple as possible, we now restrict to the case of weak solutions of (1.25)−(1.28) defined on the domain \( r \geq r_0 \geq 0, t \geq 0 \), and we always assume that test functions \( \phi \) lie in the space \( \phi \in C^{1,1}_0 \) (\( t \geq 0, r \geq r_0 \)) so that initial and boundary values are accounted for in the weak formulation. (This is the simplest case rigorously demonstrating the equivalence of several weak formulations of initial boundary value problems. More general domains can be handled in a similar manner.)

Note that because (1.25)−(1.27) involve only first derivatives of A and B, and A, B \( \in C^{0,1} \), it follows that (1.25)−(1.27) can be taken in the strong sense, that is, derivatives can be taken in the pointwise a.e. sense. The continuity of A and B imply also that the initial and boundary values are taken on strongly in any \( C^{0,1} \) weak solution of (1.25)−(1.27). On the other hand, Equation (1.28) involves second derivatives, and so this last equation is the only one that requires a weak formulation. The weak formulation of (1.28) is thus obtained on domain \( t \geq 0, r \geq r_0 \geq 0 \), by multiplying through by a test function \( \phi \in C^{1,1}_0 \) (\( r \geq r_0, t \geq 0 \)) and integrating by parts. This yields the following weak formulation of (1.28):

\[
0 = \int_{r_0}^{\infty} \int_{0}^{\infty} \left\{ -\frac{B_r \phi_t}{r A B^2} - \frac{B_t \phi}{r} \left( -\frac{A_t}{A^2 B^2} - \frac{2B_t}{A B^3} \right) + \frac{A' \phi'}{r A B^2} + A' \phi \left( -\frac{1}{r^2 A B^2} - \frac{A'}{r A^2 B^2} - \frac{2B'}{r A B^3} \right) \right\}
\]
\[ + \frac{\phi}{rAB^2} \Phi + \frac{2\kappa r}{B} \phi T^{22} \] 
\[ - \int_{r_0}^{\infty} \frac{B_t(r_0,t)\phi(r_0,t)}{rA(r_0,t)B^2(r_0,t)} dr + \int_{0}^{\infty} \frac{A'(r_0,t)\phi(r_0,t)}{r_0A(r_0,t)B^2(r_0,t)} dt . \] 
(5.4)

Our first proposition states that the weak formulation (5.4) of Equation (1.28) may be replaced by the weak formulation of the conservation laws \(\text{div} \, T = 0\), so long as \(A\) and \(B\) are in \(C^{0,1}\) and \(T^{ij} \in L^\infty\).

**Proposition 4.** Assume that \(A, B \in C^{0,1}\) \((r \geq r_0, \ t \geq 0)\), \(T^{ij} \in L^\infty\) \((r \geq r_0, \ t \geq 0)\) and that \(A, B,\) and \(T\) solve (1.25)–(1.27) strongly. Then \(A, B,\) and \(T\) solve \(T^{ij} = 0\) (the 1-component of \(\text{Div} \, T = 0\)) weakly if and only if \(A, B,\) and \(T\) satisfy (5.4).

**Proof.** The proof strategy is to modify (5.4) and the weak form of conservation using (1.25)–(1.27) as identities, and then observe that the two are identical at an intermediate stage. To begin, substitute for \(B_t\) and \(A'\) in several places in (5.4) to obtain the equivalent condition

\[ 0 = \int_{r_0}^{\infty} \int_{0}^{\infty} \left\{ \kappa T^{01} \varphi_t + \kappa T^{11} \varphi' + \frac{\partial}{\partial r} \left( \frac{(B - 1)}{r^2 B^2} \right) \right. \]
\[ + \varphi \left[ - \frac{\partial}{\partial r} \left( \frac{(B - 1)}{r^2 B^2} \right) + \frac{B_t}{r} \left( \frac{A_t}{A^2 B^2} + \frac{2B_t}{AB^3} \right) \right. \]
\[ + A' \left( \frac{1}{r^2 AB^2} - \frac{A'}{r A^2 B^2} - \frac{2B'}{r AB^3} \right) \]
\[ + \frac{1}{r AB^2} \Phi + \frac{2\kappa r}{B} T^{22} \left\} \right. \]
\[ \left. + \kappa \int_{r_0}^{\infty} T^{01}(r_0,t) \varphi(r_0,t) dr \right. \]
\[ + \kappa \int_{0}^{\infty} \varphi(r_0,t) \left[ T^{11}(r_0,t) \frac{B(r_0,t) - 1}{r_0^2 B^2(r_0,t)} \right] dt \]
\[ = \int_{r_0}^{\infty} \int_{0}^{\infty} \left\{ \kappa T^{01} \varphi_t + \kappa T^{11} \varphi' \right. \]
\[ + \varphi \left[ \frac{B'(B - 2)}{r^2 B^3} + 2 \frac{(B - 1)}{r^3 B^2} + \frac{B_t}{r} \left( \frac{A_t}{A^2 B^2} + \frac{2B_t}{AB^3} \right) \right. \]
\[ + A' \left( \frac{1}{r^2 AB^2} - \frac{A'}{r A^2 B^2} - \frac{2B'}{r AB^3} \right) \]
\[ + \frac{1}{r AB^2} \Phi + \frac{2\kappa r}{B} T^{22} \left. \right\} \right. \]
\[ + \kappa \int_{r_0}^{\infty} T^{01}(r, 0) \varphi(x, 0) \, dr + \kappa \int_{0}^{\infty} \varphi(r_0, t) T^{11}(r_0, t) \, dt. \]  

(5.5)

Now, the weak form of conservation of energy–momentum is given by

\[
0 = \int_{r_0}^{\infty} \int_{0}^{\infty} \left\{ T^{01} \varphi_t + T^{11} \varphi' - \left( \Gamma^0_{i0} T^{01} + \Gamma^i_{11} T^{11} \right. \\
+ \Gamma^0_{01} T^{01} + 2 \Gamma^1_{01} T^{01} + \Gamma^1_{11} T^{11} + 2 \Gamma^1_{22} T^{22} \varphi \right) \right\} \, dr \, dt \]
\[
+ \int_{r_0}^{\infty} T^{01}(r, 0) \varphi(x, 0) \, dr + \int_{0}^{\infty} \varphi(r_0, t) T^{11}(r_0, t) \, dt. \]  

(5.6)

Here, we have used the fact that $T^{22} = \sin^2 \theta T^{33}$, $T^{ij} = 0$ if $i \neq j = 2$ or 3, and $\Gamma^1_{33} = \sin^2 \theta \Gamma^1_{22}$. Next, we calculate the connection coefficients $\Gamma^i_{jk}$ using (1.10) to obtain,

\[
\begin{align*}
\Gamma^i_{00} &= \frac{A_t}{2A}, & \Gamma^i_{01} &= \frac{A'}{2A}, & \Gamma^i_{11} &= \frac{B_t}{2A}, \\
\Gamma^0_{00} &= \frac{A_t}{2A}, & \Gamma^0_{01} &= \frac{A'}{2A}, & \Gamma^0_{11} &= \frac{B_t}{2A}, \\
\Gamma^0_{22} &= 0 = \Gamma^0_{33}, & \Gamma^1_{00} &= \frac{A'}{2B}, & \Gamma^1_{01} &= \frac{B_t}{2B}, \\
\Gamma^1_{11} &= \frac{B'}{2B}, & \Gamma^1_{22} &= -\frac{r}{B}, & \Gamma^1_{33} &= -\frac{r \sin^2 \theta}{B}.
\end{align*}
\]  

(5.7)

Substituting the above formulas for $\Gamma^i_{jk}$ into (5.6) and using (1.25)–(1.27) as identities to eliminate some of the $T^{ij}$ in favor of expressions involving $A$, $B$, and $r$, we see that (5.6) is equivalent to:

\[
0 = \int_{r_0}^{\infty} \int_{0}^{\infty} \left\{ T^{01} \varphi_t + T^{11} \varphi' + \frac{\varphi}{\kappa} \left[ \frac{1}{2} \left( \frac{A_t}{A} + \frac{3 B_t}{B} \right) \frac{B_t}{r AB^2} \\
- \frac{1}{2} \left( \frac{A'}{A} + \frac{2 B'}{B} + \frac{4}{r} \right) \frac{1}{r^2 B^2} \left( r \frac{A'}{A} - (B - 1) \right) \\
- \frac{A'}{2 r^2 AB} \left( r \frac{B'}{B} + (B - 1) \right) + 2 \kappa \frac{r}{B} T^{22} \right] \right\} \, dr \, dt
\]
\[
+ \int_{r_0}^{\infty} T^{01}(r, 0) \varphi(r, 0) \, dr + \int_{0}^{\infty} \varphi(r_0, t) T^{11}(r_0, t) \, dt. \]  

(5.8)

After some simplification, it is clear that (5.5) is equal to (5.8). This completes the proof of Proposition 4. \qed
We next show that the Einstein equations (1.25)–(1.27), together with $\text{Div } T = 0$, are overdetermined. Indeed, we show that for weak solutions with Lipschitz continuous metric, either (1.25) or (1.26) may be dropped in the sense that the dropped equation will reduce to an identity on any solution of the remaining equations, so long as the dropped equation is satisfied by either the initial or boundary data, as appropriate. The following proposition addresses the first case, namely, for weak solutions in which the metric is Lipschitz continuous, the first Einstein equation (1.25) reduces to an identity on solutions of (1.26), (1.27), so long as (1.25) is satisfied by the initial data.

**Theorem 15.** Assume that $A, B \in C^{0,1}$ and $T \in L^\infty$ solve (1.26), (1.27) strongly, and solve $\text{Div } T = 0$ weakly. Then if $A, B,$ and $T$ satisfy (1.25) at $t = 0$, then $A, B,$ and $T$ also solve (1.25) for all $t > 0$.

**Proof.** We first give the proof for the case when $A, B,$ and $T$ are assumed to be classical smooth solutions of (1.26), (1.27), and $\text{Div } T = 0$. This is followed by several lemmas necessary for the extension of this to the weak formulation, which is given in the final proposition. So to start, assume that $A, B,$ and $T$ are all smooth functions, and thus solve $\text{Div } T = 0$ strongly. For the proof in this case, define

$$H^{ij} \equiv G^{ij} - \kappa T^{ij}. \quad (5.9)$$

Because (1.26) and (1.27) hold, $H^{01} = H^{11} = 0$. Since by assumption $T^{ij}_{;i} = 0$ and since $G^{ij}_{;i} = 0$ for any metric tensor as a consequence of the Bianchi identities, it follows that

$$0 = H^{ij}_{;i} = H^{ij}_{,i} + \Gamma^i_{jk} H^{kj} + \Gamma^j_{ik} H^{ik}. \quad (5.10)$$

In particular, setting $j = 0$,

$$0 = H^{i0}_{;i} = H^{i0}_{,i} + \Gamma^i_{jk} H^{k0} + \Gamma^0_{ik} H^{ik}. \quad (5.11)$$

By hypothesis, $H^{i0} = 0$ when $i \neq 0$. In addition, the connection coefficients $\Gamma^0_{ik}$ are zero unless $i$ or $k$ equal 0 or 1. Therefore, (5.11) reduces to the linear ODE

$$0 = H^{00}_{,0} + (\Gamma^0_{i0} + \Gamma^0_{00}) H^{00} \quad (5.12)$$

at each fixed $r$. By hypothesis, $H^{00}$ is initially zero, and since we assume that $H^{00}$ is a smooth solution of (5.12), it follows that $H^{00}$ must be zero for all $t > 0$. \qed

Next, assume only that $A, B \in C^{0,1}$ and $T \in L^\infty$ so that (1.26), (1.27) hold strongly (that is, in a pointwise a.e. sense), but that $\text{Div } T = 0$ is only known to hold weakly. In this case, the argument above has a problem because when $g \in C^{0,1}$, the Einstein tensor $G,$ viewed as a second-order operator on the metric components $A$ and $B,$ can only be defined weakly when $A$ and $B$ are only Lipschitz continuous. It follows that the Bianchi identities, and hence the identity $\text{Div } G = 0$ (which involves first order derivatives of the components
of the curvature tensor), need no longer be valid even in a weak sense. Indeed, $G$ can have delta-function sources at an interface at which the metric is only Lipschitz continuous, cf. [29]. However, the above argument involves only the 0th component of $\Div G = 0$, and the 0th component of $\Div G = 0$ involves only derivatives of the components $G^{i0}$ and, as observed in (1.25), (1.26), these components involve only the first derivatives of $A$ and $B$. Specifically, the weak formulation of $G^{0i} = 0$ is given by

$$
0 = \int_{r_0}^{\infty} \int_{0}^{\infty} \left\{ -\phi_t G^{i0} + \phi \left( \Gamma_{ik}^{i} G^{k0} + \Gamma_{ik}^{0} G^{i0} \right) \right\} \, dr \, dt \\
= \int_{r_0}^{\infty} \phi(r,0) G^{00}(r,0) \, dr - \int_{0}^{\infty} \phi(r_0, t) G^{10}(r_0, t) \, dt,
$$

(5.13)

and since, by (1.25), (1.26), $G^{i0}$ involves only first order derivatives of $A$ and $B$, it follows that the integrand in (5.13) is a classical function defined pointwise a.e. when $A, B \in C^{0,1}$. But (5.13) is identically zero for all smooth $A$ and $B$ because $\Div G = 0$ is an identity. Thus, when $A, B \in C^{0,1}$, we can take a sequence of smooth functions $A_\varepsilon, B_\varepsilon$ that converge to $A$ and $B$ in the limit $\varepsilon \to 0$ (cf. Theorem 16 below), such that the derivatives converge a.e. to the derivatives of $A$ and $B$. It follows that we can take the limit $\varepsilon \to 0$ (5.13) and conclude that (5.13) continues to hold under this limit. Putting this together with the fact that $\Div T = 0$ is assumed to hold weakly, we conclude that

$$
H^{0i}_{;i} = (G^{0i} - T^{0i}) ;i = 0
$$

in the weak sense, which means that $H^{00}$ is in $L^\infty$ and satisfies the condition

$$
0 = \int_{r_0}^{\infty} \int_{0}^{\infty} \left\{ -\phi_0 H^{00} + \phi \left( \Gamma_{0i}^{i} + \Gamma_{i0}^{0} \right) H^{00} \right\} \, dr \, dt \\
= \int_{r_0}^{\infty} \phi(r,0) G^{00}(r,0) \, dr - \int_{0}^{\infty} \phi(r_0, t) H^{00}(r_0, t) \, dt.
$$

(5.14)

Therefore, to complete the proof of Theorem 15, we need only to show that if $A, B,$ and $T$ solve (1.26), (1.27) classically, and $\Div T = 0$ weakly, then a weak $L^\infty$ solution $H^{00}$ (i.e., that satisfies (5.14)) of (5.12) must be zero almost everywhere if it is zero initially. Thus it suffices to prove the following proposition.

**Proposition 5.** Assume that $H, f \in L^\infty_{loc}(\mathbb{R} \times \mathbb{R})$. Then every $L^\infty_{loc}$ weak solution to the initial value problem

$$
H_t + f H = 0, \quad H(x, 0) = H_0(x),
$$

(5.15)

with initial data $H_0 \equiv 0$ is unique, and identically equal to zero a.e., for all $t > 0$.

**Proof.** We use the following standard theorem [6].

\[\square\]
THEOREM 16. Let \( U \) be any open subset of \( \mathbb{R}^n \). Then \( u \in W^{1,\infty}_{\text{loc}}(U) \) if and only if \( u \) is locally Lipschitz continuous in \( U \), in which case the weak derivative of \( u \) agrees with the classical pointwise a.e. derivative as a function in \( L^\infty_{\text{loc}}(U) \).

COROLLARY 7. Let \( u \) and \( f \) be real valued functions, \( u, f : \mathbb{R} \to \mathbb{R} \), such that \( u, f \in L^\infty[0, T] \), and \( u \) is a weak solution of the initial value problem

\[
  u_t + fu = 0, \quad u(0) = 0, \tag{5.16}
\]

on the interval \([0, T]\). Then \( u(t) = 0 \) for all \( t \in [0, T] \).

PROOF OF COROLLARY. Statement (5.16) says that the distributional derivative \( u_t \) agrees with the \( L^\infty \) function \( fu \) on the interval \([0, T]\). and thus we know that \( u \in W^{1,\infty}_{\text{loc}}(0, t) \). Therefore, by Theorem 16, \( u \) is locally Lipschitz continuous on \((0, T)\), and the weak derivative \( u_t \) agrees with the pointwise a.e. derivative of \( u \) on \((0, T)\). Thus it follows from (5.16) that on any subinterval \([a, b]\) of \([0, T]\) on which \( u \neq 0 \), we must have

\[
  \frac{d}{dt} \ln u = \frac{u_t}{u} = -f, \quad \text{a.e.} \tag{5.17}
\]

Moreover, since \( u \) is Lipschitz continuous, both \( u \) and \( \ln(u) \) are absolutely continuous on \([a, b]\), so we can integrate (5.17) to see that

\[
  u(t) = u(a) e^{-\int_a^t f(\xi) \, d\xi}, \tag{5.18}
\]

for all \( t \in [a, b] \). But \( u \) is continuous, so (5.18) applies in the limit where \( a \) decreases to the first value of \( t = t_0 \) at which \( u(t_0) = 0 \). Thus (5.18) implies that \( u(t) = 0 \) throughout \([a, b]\), and hence we must have \( u(t) = 0 \) for all \( t \in [0, T] \), and the corollary is proved. \( \square \)

The proof of Proposition 5 now follows because it is easy to show that if \( H \) is an \( L^\infty \) weak solution of (5.15), then \( H(x, \cdot) \) is a weak solution of the scalar ODE \( H_t + fH = 0 \) for almost every \( x \). (Just factor the test functions into products of the form \( \phi_1(t)\phi_2(x) \).)

Using Proposition 5, we see that if Equation (1.25) holds on the initial data for a solution of (1.26), (1.27), and \( \text{Div} \, T = 0 \), then Equation (1.25) will hold for all \( t \). By a similar argument, it follows that if (1.26) holds for the boundary data of a solution to (1.25), (1.27), and \( \text{Div} \, T = 0 \), then (1.26) will hold for all \( r \) and \( t \). We record this in the following theorem:

THEOREM 17. Assume that \( A, B \in C^{0,1} \) and \( T \in L^\infty \) solve (1.25), (1.27) strongly, and solve \( \text{Div} \, T = 0 \) weakly, in \( r \geq r_0, t \geq 0 \). Then if \( A, B, \) and \( T \) satisfy (1.26) at \( r = r_0 \), then \( A, B, \) and \( T \) also solve (1.25) for all \( r > r_0 \).
5.3. The spherically symmetric Einstein equations formulated as a system of hyperbolic conservation laws with sources

Conservation of energy and momentum is expressed by the equations

\[ 0 = (\text{Div } T)^j_i = T^{ij}_{;i} = \Gamma^i_{kj} T^{kj} + \Gamma^j_{ik} T^{ik}. \]

which, in the case of spherical symmetry, can be written as the system of two equations:

\[ 0 = T^{00}_{,0} + T^{01}_{,1} + \Gamma^i_{ik} T^{k0} + \Gamma^0_{ik} T^{ik}, \quad (5.19) \]
\[ 0 = T^{01}_{,0} + T^{11}_{,1} + \Gamma^i_{ik} T^{k1} + \Gamma^1_{ik} T^{ik}. \quad (5.20) \]

Substituting the expressions (5.7) for the connection coefficients (1.10) into (5.19) and (5.20), gives the equivalent system

\[ 0 = T^{00}_{,0} + T^{01}_{,1} + \frac{1}{2} \left( \frac{2A}{A} + \frac{B}{B} \right) T^{00} + \frac{1}{2} \left( \frac{3A'}{A} + \frac{B'}{B} + \frac{4}{r} \right) T^{01} + \frac{B}{2A} T^{11}, \quad (5.21) \]
\[ 0 = T^{01}_{,0} + T^{11}_{,1} + \frac{1}{2} \left( \frac{A}{A} + \frac{3B}{B} \right) T^{01} + \frac{1}{2} \left( \frac{A'}{A} + \frac{2B'}{B} + \frac{4}{r} \right) T^{11} + \frac{A'}{2B} T^{00} - 2 \frac{B}{r} T^{22}. \quad (5.22) \]

Now if one could use equations to eliminate the derivative terms \( A_t, A', B_t, \) and \( B' \) in (5.21) and (5.22) in favor of expressions involving the undifferentiated unknowns \( A, B, \) and \( T, \) then system (5.21), (5.22) would take the form of a system of conservation laws with source terms. Indeed, \( T^{00} \) and \( T^{01} \) serve as the conserved quantities, \( T^{10} \) and \( T^{11} \) are the fluxes, and what is left, written as a function of the undifferentiated variables \( (A, B, T^{00}, T^{01}) \), would play the role of a source term. (For example, in a fractional step scheme designed to simulate the initial value problem, the variables \( A \) and \( B \) could be “updated” to time \( t_j + \Delta t \) by the supplemental equations (1.25) and (1.27) or (1.26) and (1.27) after the conservation law step is implemented using the known values of \( A \) and \( B \) at time \( t_j \). The authors will carry this out in detail in a subsequent paper.) The system then closes once one writes \( T^{11} \) as a function of \( (A, B, T^{00}, T^{01}) \). There is a problem here, however. Equations (1.25)–(1.27) can be used to eliminate the terms \( A_t, B_t, \) and \( B', \) but (5.21) and (5.22) also contain terms involving \( A_t \), a quantity that is not given in the initial data and is not directly evolved by Equations (1.25)–(1.27). The way to resolve this is to incorporate the \( A_t \) term into the conserved quantities. For general equations involving \( A_t \), this is not possible. A natural change of \( T \) variables that eliminates the \( A_t \) terms from (5.21), (5.22) is to write the equations in terms of the values that \( T \) takes in flat Minkowski
space. That is, define $T_M$ in terms of $T$, by

$$
T^{00}_M = \frac{1}{A} T^{00}_M, \quad T^{01}_M = \frac{1}{\sqrt{AB}} T^{01}_M, \quad T^{11}_M = \frac{1}{B} T^{11}_M. \quad (5.23)
$$

where the subscript denotes Minkowski, cf. (1.32)–(1.34). It then follows that $T_M$ is given by

$$
T^{00}_M = \left\{ \left( p + \rho c^2 \right) \frac{c^2}{c^2 - v^2} - p \right\},
$$

$$
T^{01}_M = \left( p + \rho c^2 \right) \frac{c v}{c^2 - v^2}, \quad (5.24)
$$

$$
T^{11}_M = \left\{ \left( p + \rho c^2 \right) \frac{v^2}{c^2 - v^2} + p \right\}.
$$

where $v$ denotes the fluid speed as measured by an inertial observer fixed with respect to the radial coordinate $r$, cf. (1.35)–(1.37). (We discuss (5.24) in more detail in the last section.) Substituting (5.23) into (5.21), (5.22), the $A_t$ terms cancel out, and we obtain the system

$$
0 = \left\{ T^{00}_M \right\}_{,0} + \left\{ \sqrt{\frac{A}{B}} T^{01}_M \right\}_{,1} + \frac{1}{2} \frac{B_t}{B} \left( T^{00}_M + T^{11}_M \right) \\
+ \frac{1}{2} \sqrt{\frac{A}{B}} \left( \frac{A'}{A} + \frac{B'}{B} + \frac{4}{r} \right) T^{01}_M, \quad (5.25)
$$

$$
0 = \left\{ T^{01}_M \right\}_{,0} + \left\{ \sqrt{\frac{A}{B}} T^{11}_M \right\}_{,1} \\
+ \frac{1}{2} \sqrt{\frac{A}{B}} \left\{ 2 \frac{B_t}{\sqrt{AB}} T^{01}_M + \left( \frac{B'}{B} + \frac{4}{r} \right) T^{11}_M + \frac{A'}{A} T^{00}_M - 4 r T^{22} \right\}. \quad (5.26)
$$

The following proposition states that system (5.25), (5.26) is equivalent (in the weak sense) to the original system $\text{Div} \; T = 0$.

**Proposition 6.** If $A$ and $B$ are given Lipschitz continuous functions defined on the domain $r \geq r_0, \; t \geq 0$, then $T_M$ is a weak solution of (5.25) and (5.26) if and only if $T$ is a weak solution of $\text{Div} \; T = 0$ in this domain.

**Proof.** For simplicity, and without loss of generality, take the weak formulation with test functions compactly supported in $r > r_0, \; t > 0$, so that the boundary integrals do not appear in the weak formulations. (Managing the boundary integrals is straightforward.)
The variables $T_{ij}^M$ solve (5.25) weakly if
\[
0 = \int_{t_0}^{\infty} \int_{0}^{\infty} \left\{- T^{00} \varphi_t - \sqrt{\frac{A}{B}} T^{01} \varphi_r \\
+ \left[ \frac{1}{2} \frac{B_i}{B} (T^{00} + T^{11}) \right. \right. \\
+ \left. \left. \frac{1}{2} \sqrt{\frac{A}{B}} \left( \frac{A'}{A} + \frac{B'}{B} + \frac{4}{r} \right) T^{01} \right] \varphi \right\} \, dr \, dt \\
= \int_{t_0}^{\infty} \int_{0}^{\infty} \left\{- T_{M}^{00} A \varphi_t - T_{M}^{01} A \varphi_r \\
+ \left[ \frac{1}{2} \frac{B_i}{B} \left( A T_{M}^{00} + B T_{M}^{11} \right) \right. \right. \\
+ \left. \left. \frac{1}{2} A \left( \frac{A'}{A} + \frac{B'}{B} + \frac{4}{r} \right) T_{M}^{01} \right] \varphi \right\} \, dr \, dt.
\tag{5.27}
\]

Set $\psi = A \varphi$, whereby $A \varphi_t = \psi_t - \frac{A_t}{A} \psi$. Using this change of test function, (5.27) becomes
\[
0 = \int_{t_0}^{\infty} \int_{0}^{\infty} \left\{- T^{00} \psi_t + T^{00} \frac{A_t}{A} \psi - T^{01} \psi' + T^{01} \frac{A'}{A} \psi \\
+ \left[ \frac{1}{2} \frac{B_i}{B} \left( T^{00} + \frac{B}{A} T^{11} \right) \right. \right. \\
+ \left. \left. \frac{1}{2} \left( \frac{A'}{A} + \frac{B'}{B} + \frac{4}{r} \right) T^{01} \right] \psi \right\} \, dr \, dt \\
= \int_{t_0}^{\infty} \int_{0}^{\infty} \left\{- T^{00} \psi_t - T^{01} \psi' + \left[ \frac{1}{2} \frac{2 A_t}{A} + \frac{B_i}{B} \right] T^{00} \\
+ \frac{1}{2} \left( \frac{3 A'}{A} + \frac{B'}{B} + \frac{4}{r} \right) T^{01} + \frac{B_i}{2 A} T^{11} \right] \psi \right\} \, dr \, dt,
\tag{5.28}
\]

which is the weak formulation of (5.21). We deduce that $T_{M}$ solves (5.25) for every Lipschitz continuous test function $\varphi$ if and only if $T$ solves (5.28) (the weak form of $T_{i;i}^{0j} = 0$) for all Lipschitz continuous test functions $\psi$. That weak solutions of (5.26) are weak solutions of $T_{i;i}^{1j} = 0$ follows by a similar argument. 

It is now possible to use Equations (1.25)–(1.27) as identities to substitute for derivatives of metric components $A$ and $B$, thereby eliminating the corresponding derivatives of $A$ and $B$ from the source terms of Equations (5.25), (5.26). Doing this, we obtain the system of Equations (1.46), (1.47), which was our goal. However, depending on the choice of equation to drop, either (1.25) or (1.26), it is not clear that if we use the dropped equation to substitute for derivatives in (5.25), (5.26), that the resulting system of equations will imply that $\text{Div} \ T = 0$ continues to hold, the assumption we based the substitution on in the first place. The following theorem states that (1.46), (1.47) is equivalent to $\text{Div} \ T = 0$ in the weak sense:
THEOREM 18. Assume that \( A, B \) are Lipschitz continuous functions, and that \( T \in L^\infty \), on the domain \( r > r_0, t \geq 0 \). Assume also that (1.25) holds at \( t = 0 \), and that (1.26) holds at \( r = r_0 \). Then \( A, B, T \) are weak solutions of (1.25), (1.26), (1.27), and \( \text{Div} \, T = 0 \) if and only if \( A, B, T_M \) are weak solutions of either system (1.25), (1.27), (1.46), (1.47), or system (1.26), (1.27), (1.46), (1.47).

PROOF. Without loss of generality, we consider the case when we drop equation (1.26), and use (1.25), (1.27), and \( \text{Div} \, T = 0 \) to evolve the metric, and we ask whether we can take the modified system (1.46) and (1.47) in place of \( \text{Div} \, T = 0 \). In this case, we must justify the use of (1.26) in eliminating the \( B_t \) terms in going from \( \text{Div} \, T = 0 \) to system (1.46) and (1.47). That is, it remains only to show that Equations (1.25) and (1.27), together with system (1.46) and (1.47), imply that (1.26) holds, assuming (1.26) holds at \( r = r_0 \). (If so, then by substitution, it then follows that \( \text{Div} \, T = 0 \) also holds.)

Note that we can almost reconstruct (5.21), the first component of \( \text{Div} \, T = 0 \), by reverse substituting (1.25), (1.27) into (1.46). To see this, first note that we can add (1.25) and (1.27) to obtain

\[
\frac{A'}{A} + \frac{B'}{B} - r B \kappa (T_{M}^{00} + T_{M}^{11}) = 0.
\]

Equation (5.29) is an identity that we may add to (1.46) to obtain

\[
0 = \left[ T_{M}^{00} \right]_{0} + \left\{ \sqrt{\frac{A}{B}} T_{M}^{01} \right\}_{1} - \frac{1}{2} r \sqrt{A B} \kappa (T_{M}^{00} + T_{M}^{11}) T_{M}^{01}
\]

\[
+ \frac{1}{2} \sqrt{\frac{A}{B}} \left( \frac{A'}{A} + \frac{B'}{B} + \frac{4}{r} \right) T_{M}^{01}.
\]

Adding and subtracting

\[
\frac{1}{2} B_t \left( T_{M}^{00} + T_{M}^{11} \right)
\]

to and from the RHS of (5.30), and using

\[
H^{01} = -\frac{B_t}{r B} - \sqrt{A B} \kappa T_{M}^{01}
\]

(cf. (1.26) and (5.9)), we have

\[
0 = \left[ T_{M}^{00} \right]_{0} + \left\{ \sqrt{\frac{A}{B}} T_{M}^{01} \right\}_{1} + \frac{1}{2} \sqrt{\frac{A}{B}} \left( \frac{A'}{A} + \frac{B'}{B} + \frac{4}{r} \right) T_{M}^{01}
\]

\[
+ \frac{1}{2} B_t \left( T_{M}^{00} + T_{M}^{11} \right) + \frac{1}{2} r (T_{M}^{00} + T_{M}^{11}) H^{01}.
\]
Note that all but the last term on the RHS of (5.33) are equal to the first component of \( \text{Div} \, T \), and so

\[
T_{0i} = -\frac{1}{2} r (T_{00} + T_{11}) H^{01}.
\]

Therefore, if \( A \), \( B \), and \( T_M \) are solutions to (1.25), (1.27), (5.33), and (5.22), it follows that

\[
H^{i0} = G^{i0} - \kappa T^{i0} = \kappa \frac{r B^2 T^{11}}{2} H^{01},
\]

because \( G^{i0} = 0 \) is an identity. But \( H^{i0} \equiv 0 \) holds because we assume (1.25), and hence (5.34) implies that

\[
H^{01} + f H^{01} = 0,
\]

where \( f \equiv r^{01} + 2r^{10} - \kappa \frac{r B^2 T^{11}}{2} \in L^\infty \). Since we assume that \( H^{01} = 0 \) on the boundary \( r = r_0 \), it follows from Corollary 7 that \( H^{01} \equiv 0 \).

It remains to identify conditions under which \( T^{11} \) is a function of \( (T_{00}^{11}, T_{01}^{11}) \) assuming that \( T \) has the form of a stress tensor for a perfect fluid, (5.24). A calculation shows that, in this case, the following simplifications occur:

\[
T_{00}^{11} - T_{11}^{00} = \rho c^2 - p,
\]

\[
T_{00}^{11} T_{11}^{00} - (T_{01}^{11})^2 = \rho p c^2.
\]

Using (5.35) and (5.36) we see that only the first terms on the RHS of (1.46), (1.47) depend on \( v \), and the only term that is not linear in \( \rho \) and \( p \) is the third term on the RHS of (1.47). We state and prove the following theorem:

**Theorem 19.** Assume that \( 0 < p < \rho c^2, 0 < \partial p/\partial \rho < c^2 \). Then \( T^{11} \) is a function of \( T_{00}^{11} \) and \( T_{01}^{11} \) so long as \( (\rho, v) \) lie in the domain \( D = \{ (\rho, v): 0 < \rho, |v| < c \} \).

**Proof.** We may write (5.35) and (5.36) in the form

\[
T_{00}^{11} - T_{11}^{00} = f_1(\rho),
\]

\[
T_{00}^{11} T_{11}^{00} - (T_{01}^{11})^2 = f_2(\rho).
\]

Since \( df_1 / d\rho = c^2 - p' \geq c^2 - \sigma^2 > 0 \), it follows that the function \( f_1 \) is one-to-one with respect to \( \rho \). Also, \( df_2 / d\rho = p' \rho c^2 + pc^2 \geq p c^2 > 0 \), so the function \( f_2 \) is also one-to-one in \( \rho \). Consequently, the function \( h = f_2 \cdot f_1^{-1} \) is one-to-one, and thus

\[
T_{00}^{11} T_{11}^{00} - (T_{01}^{11})^2 = h(T_{00}^{11} - T_{11}^{00}).
\]
Now introduce the linear and invertible change of variables \( x = T_{M}^{00} - T_{M}^{11}, \ y = T_{M}^{01}, \ z = T_{M}^{11}, \) whereby (5.39) becomes

\[
(x + z)z - y^2 = h(x). \tag{5.40}
\]

Equation (5.40) is quadratic in \( z, \) and so we may solve it directly, obtaining

\[
z = \frac{-x \pm \sqrt{x^2 + 4(y^2 + h(x))}}{2}. \tag{5.41}
\]

From (5.41), we conclude that for any \((x, y)\) there are two values of \( z, \) though only one of them will correspond to values of \( \rho \) and \( v \) in the domain \( D. \) That is, since

\[
x = T_{M}^{00} - T_{M}^{11} = \rho c^2 - p > 0 \tag{5.42}
\]

and \( z = T_{M}^{11} > 0, \) it follows that there is at most one solution of (5.41) in the domain \( D, \) namely

\[
z = \frac{-x + \sqrt{x^2 + 4(y^2 + h(x))}}{2}. \tag{5.43}
\]

We conclude that if \((\rho, v)\) lies in the domain \( D, \) then for each value of \( T_{M}^{00} \) and \( T_{M}^{01} \) there exists precisely one value of \( T_{M}^{11}. \)

A calculation shows that in the case \( p = \sigma^2 \rho, \ \sigma = \text{const.} \) the formula for \( T_{M}^{11} \) in terms of \((T_{M}^{00}, T_{M}^{01})\) is given by

\[
T_{M}^{11} = \frac{1 + 2K_s}{2K_s} \left\{ T_{M}^{00} - \sqrt{(T_{M}^{00})^2 - \frac{4K_s}{(1 + 2K_s)^2}(K_s(T_{M}^{00})^2 + (T_{M}^{01})^2)} \right\}. \tag{5.44}
\]

where

\[
K_s = \frac{\sigma^2 c^2}{(c^2 - \sigma^2)^2}. \tag{5.45}
\]

### 5.4. Summary of the weak formulations

Our results concerning the weak formulation of the Einstein equations (1.25)–(1.28) assuming spherical symmetry given in Theorem 18 can be summarized as follows. Assume that \( A, B \) are Lipschitz continuous functions, and that \( T \in L^\infty, \) on the domain \( r \geq r_0, \ t \geq 0. \) Then (1.25)–(1.28) are equivalent to two different systems which take the form of a system of conservation laws with source terms. In the first case, we have shown
that weak solutions of the system (1.25), (1.27), together with Equations (5.25), (5.26) (for \( \text{Div} \, T = 0 \)), will solve (1.25)–(1.28) weakly, so long as (1.26) holds at \( r = r_0 \). This reduces the Einstein equations with spherical symmetry to a system of equations of the general form

\[
\begin{align*}
  u_t + f(u, A, B)_x &= \tilde{g}(u, A, B, A', B_t, B', x), \\
  A_x &= h^0(u, A, B, x), \\
  B_x &= h^1(u, A, B, x),
\end{align*}
\]  

(5.46)

(5.47)

(5.48)

where \( u = (T^{00}_M, T^{01}_M) \) agree with the conserved quantities that appear in the conservation law \( \text{div} \, T_M = 0 \) in flat Minkowski space. (Here “prime” denotes \( \partial / \partial x \) since we are using \( x \) in place of \( r \).) It is then valid to use Equations (1.25)–(1.27) to eliminate all derivatives of \( A \) and \( B \) from the RHS of system (5.46), by which we obtain the system (1.25), (1.27), (1.46), (1.47), a system that closes to make a nonlinear system of conservation laws with source terms, taking the general form

\[
\begin{align*}
  u_t + f(u, A, B)_x &= g(u, A, B, x), \\
  A_x &= h^0(u, A, B, x), \\
  B_x &= h^1(u, A, B, x),
\end{align*}
\]  

(5.49)

which reproduces (1.48), (1.49) of Section 1. Weak solutions of (5.49) will satisfy (1.26) so long as (1.26) is satisfied on the boundary \( r = r_0 \).

In the second case, we have shown that weak solutions of the system (1.26), (1.27), together with Equations (5.25), (5.26) (for \( \text{Div} \, T = 0 \)), will solve (1.25)–(1.28) weakly, so long as (1.25) holds at \( t = 0 \). This reduces the Einstein equations with spherical symmetry to an alternative system of equations of the general form

\[
\begin{align*}
  u_t + f(u, A, B)_x &= \bar{g}(u, A, B, A', B_t, B', x), \\
  A_x &= h^0(u, A, B, x), \\
  B_t &= h^1(u, A, B, x).
\end{align*}
\]  

(5.50)

(5.51)

(5.52)

It is then valid to use Equations (1.25)–(1.27) to eliminate all derivatives of \( A \) and \( B \) from the RHS of system (5.50), by which we obtain the system (1.26), (1.27), (1.46), (1.47), a system that closes to make a nonlinear system of conservation laws with source terms, taking the general form

\[
\begin{align*}
  u_t + f(u, A, B)_x &= g(u, A, B, x), \\
  A_x &= h^0(u, A, B, x), \\
  B_t &= h^1(u, A, B, x).
\end{align*}
\]  

(5.53)

(5.54)

(5.55)

Weak solutions of (5.53) will satisfy (1.25) so long as (1.25) is satisfied at \( t = 0 \).
5.5. Wave speeds

In this section we conclude by calculating the wave speeds associated with system (1.46), (1.47).

The easiest way to calculate the wave speeds for the fluid is from the Rankine–Hugoniot jump conditions in the limit as the shock strength tends to zero. To start, note that the components of the 4-velocity \( w \) for a spherically symmetric fluid (1.18) are \( w^0 = dt/ds \), \( w^1 = dr/ds \), \( w^2 = w^3 = 0 \). Since \(-1 = g(w, w)\), the components \( w^0 \) and \( w^1 \) are not independent and, in particular, \(-1 = -(w^0)^2 A + (w^1)^2 B\). We define fluid speed \( v \) as the speed measured by an observer fixed in \((t, r)\) coordinates. That is, the speed is the change in distance per change in time as measured in an orthonormal frame with timelike vector parallel to \( \partial_t \) and spacelike vector parallel to \( \partial_r \). It follows that the speed is given by \( v = x/a \), where

\[
w = a \frac{\partial_t}{\sqrt{-g_{00}}} + x \frac{\partial_r}{\sqrt{g_{11}}}. \tag{5.56}
\]

Taking the inner product of \( w \) with \( \partial_t \) and then with \( \partial_r \), we find that \( a = w^0 \sqrt{-g_{00}} \) and \( x = w^1 \sqrt{g_{11}} \), and hence

\[
v = \frac{w^1}{w^0} \sqrt{\frac{B}{A}}. \tag{5.57}
\]

whereby,

\[
(w^0)^2 = \frac{1}{A(c^2 - v^2)}. \tag{5.58}
\]

Using (5.57) and (5.58) in (1.18), it follows that the components of the energy–momentum tensor take the following simplified form, which is valid globally in the \((t, r)\)-coordinate system:

\[
\begin{align*}
T^{00} &= \frac{1}{A} \left\{ (p + \rho c^2) \frac{c^2}{c^2 - v^2} - p \right\}, \\
T^{01} &= \frac{1}{\sqrt{AB}} (p + \rho c^2) \frac{cv}{c^2 - v^2}, \\
T^{11} &= \frac{1}{B} \left\{ (p + \rho c^2) \frac{v^2}{c^2 - v^2} + p \right\}.
\end{align*}
\]

Note that these components are equal to the components of the stress tensor in flat Minkowski space times factors involving \( A \) and \( B \) that account for the fact that the space–time is not flat. Using (1.32)–(1.34) we can write the Rankine–Hugoniot jump conditions in the form

\[
\delta [T^{00}] = \sqrt{\frac{A}{B}} [T^{01}], \tag{5.59}
\]
\[ s[T_{M}^{01}] = \sqrt{\frac{A}{B}} [T_{M}^{11}] . \]  

(5.60)

From (5.59), (5.60), we deduce that wave speeds for the system (1.46), (1.47) are \(\sqrt{A/B}\) times the wave speeds in the Minkowski metric case, and this holds globally throughout the \((t, r)\)-coordinate system. (See [28].) Eliminating \(s\) from (5.59) and (5.60), yields

\[ [T_{M}^{01}]^2 = [T_{M}^{00}] [T_{M}^{11}] . \]  

(5.61)

Now take the left fluid state on a shock curve to be \((\rho_L, v_L)\), and the right fluid state to be \((\rho, v)\). For a spherically symmetric perfect fluid, (5.61) defines the right velocity \(v\) as a function of the right density \(\rho\). Then to obtain the fluid wave speeds, just substitute this function into (5.59), solve for \(s\), and take the limit as \(\rho \to \rho_L\). Following this procedure, (5.61) simplifies to

\[ \frac{(v - v_L)^2}{(c^2 - v^2)(c^2 - v_L^2)} = \frac{[p][\rho]}{(p + \rho c^2)(\rho_L + \rho_L c^2)} . \]  

(5.62)

Note that Equation (5.62) can be written as a quadratic in \(v\), and hence there are two solutions. The `+' solutions will yield the 2-shocks, and the `-' the 1-shock. Dividing both sides of (5.62) by \((\rho - \rho_L)^2\) and taking the limit as \(\rho \to \rho_L\), we see that

\[ \frac{d\rho}{d\rho} = \frac{(p + \rho c^2)^2}{(c^2 - v^2)^2} \left( \frac{dv}{d\rho} \right)^2 . \]  

(5.63)

Solving (5.60) for \(s\) we obtain,

\[ s = \sqrt{\frac{A}{B}} \frac{[p + \rho c^2 \frac{v^2}{c^2 - v^2}] + \rho}{[p + \rho c^2 \frac{v^2}{c^2 - v^2}]}, \]  

(5.64)

and taking the limit as \(\rho \to \rho_L\), we obtain

\[ \lambda_{\pm} = \sqrt{\frac{A}{B}} \left[ \frac{(p' + c^2 - \frac{v^2}{c^2 - v^2}) + (p + \rho c^2) \frac{2v(v' - v^2) + 2v^2v'}{(c^2 - v^2)^2}}{(p' + c^2 - \frac{v^2}{c^2 - v^2}) + (p + \rho c^2) \frac{v^2(v' - v^2) + 2v^2v'}{(c^2 - v^2)^2}} \right] \]

\[ = \sqrt{\frac{A}{B}} \left[ \frac{(p' + c^2 - \frac{v^2}{c^2 - v^2}) + (p + \rho c^2) \frac{2v^2v'}{(c^2 - v^2)^2}}{(p' + c^2 - \frac{v^2}{c^2 - v^2}) + (p + \rho c^2) \frac{v^2(v' - v^2)}{(c^2 - v^2)^2}} \right]. \]

(Here the plus–minus on RHS is determined by the two possible signs of \(v' = dv/d\rho\) as allowed by (5.63).) After substituting for \(dv/d\rho\) using (5.63), and simplifying, we obtain

\[ \lambda_{\pm} = \sqrt{\frac{A}{B}} \left[ \frac{(p' + c^2 - \frac{v^2}{c^2 - v^2}) + \frac{2v^2\sqrt{p'}}{(c^2 - v^2)^2}}{(p' + c^2 - \frac{v^2}{c^2 - v^2}) + \frac{c(c^2 + v^2)^{3/2}}{(c^2 - v^2)^2}} \right] \]
\[
\begin{align*}
&= \sqrt{\frac{A}{B} \frac{(p' + c^2)v^2 \pm 2c^2v\sqrt{p'} + p'(c^2 - v^2)}{(p' + c^2)c v \pm c(c^2 + v^2)\sqrt{p'}}} \\
&= c \sqrt{\frac{A}{B} \frac{|v^2 \pm 2v\sqrt{p'} + p'|}{|vp' \pm (c^2 + v^2)\sqrt{p'} + c^2v|}} \\
&= c \sqrt{\frac{A}{B} \frac{|v \pm \sqrt{p'}|^2}{|v \pm \sqrt{p'}||c^2 \pm v\sqrt{p'}|}}.
\end{align*}
\]

This gives,

**Proposition 7.** The wave speeds of the general relativistic Euler equations (5.49) are

\[
\lambda_{\pm} = c \sqrt{\frac{A}{B} \frac{\sqrt{p'} \pm v}{v \sqrt{p'} \pm c^2}},
\]

(5.65)

The following proposition demonstrates that the system (1.46), (1.47) is strictly hyperbolic whenever the particles are moving at less than the speed of light:

**Proposition 8.** Assume that

\[|v| < c,\]

so that the particle trajectory has a timelike tangent vector. Then wave speeds for the general relativistic Euler equations (1.46), (1.47) satisfy \(\lambda_- < \lambda_+\).

**Proof.** To determine where the wave speeds are equal, set \(\lambda_- \) equal to \(\lambda_+\) and solve for \(v\) to obtain \(v^2 = c^2\). Next, substitute \(v = 0\) into \(\lambda_-\) and \(\lambda_+\) to verify that \(\lambda_- < \lambda_+\) when \(v^2 < c^2 A / B\). Proposition 8 follows directly. \(\square\)

As a final comment, we note that Proposition 8 is true because it is true in a locally inertial coordinate system centered at any point \(P\) in space–time. Indeed, in such a coordinate system, the connection coefficients vanish at \(P\), and the metric components match those of the Minkowski metric to first order in a neighborhood of \(P\). As a result, the general relativistic Euler equations reduce to the classical relativistic Euler equations at \(P\). Since it is known in Special Relativity that the Euler equations are strictly hyperbolic for timelike particles, [28], it follows that the same must be true in General Relativity. Other pointwise properties, such as genuine nonlinearity and the Lax entropy inequalities, [27,15], can be verified for the spherically symmetric general relativistic equations in a similar manner.

Because \(A\) and \(B\) enter as undifferentiated source terms, it follows from (1.46), (1.47) that for spherically symmetric flow, the only wave speeds in the problem will be the characteristic speeds for the fluid. Loosely speaking, the gravitational field is “dragged along” passively by the fluid when spherical symmetry is imposed. From this we conclude that there is no lightlike propagation (that is, no gravity waves) in spherical symmetry, even when there is a matter present. For the empty space equations, this is the conclusion of Birkhoff’s theorem. [42].
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