
&
Reside Theorem :
--

· Main Idea : Assume + is analytic at all but a
finite number of points zi .... In .

For example,

f(z) = P where P , q are polynomials , is
D

q(z)

analytic (by quotient rule) everywhere
exept at

the zeroes of q . (f(z) = PC is called rational raction.

· Let I be a sec which
encloses z

....Ens0

E....En
arei C , and assume

f is analytic in a nbhd of e, *
except at z ..... En .

Let 2 .... On be see's such
⑳He

that only zi isinsidei abe positively orientsone
Wloq ,
circles with radius a : and

center Ci , I .e.

- = G B. (zi) , = = 1 . .

M
.

· Now use our trick that
flzldz = 0 if
E

f is analytic inside 5 ,
so take

T = 2 + 4 -C , -9
,

+ Tc -E2-In+...↑n -On-Tn

(I.e.,traverse the C ; and I so inside is on LEFT)



Thus the -integrals cancel and weget

0 = (+ (z)dz = (f(z)dz - ( f(z)dz
: 00
- Sflz

so e

f f(z)dz = (f(z)dz + -:+ f f(z)dz = Sf(z)
e En

i =12 :

ConcludeToevaluateGladtitSoffie
ei

· Now assume we can expandf in powers

of (E-zi) in an annulus 0 < /2 - zi) < Ri

around each singularity zi of : (wlog Ei < Ri)

f(z) = Cm /z-z=0En + Cm(z-Z
k = -D k= 0

mennee nonsen fire
negative POSI-

Laurent expansion powers "Taylor Series
terms

of f about z = zi

Now recall Cm(z-Zidz=
ei

I
.

e. only A = 24 to because all other powers
have

anti-derivative8



Conclude . If we can integrate the Laurent

Series Term by Term (TxT) , then we can

evaluate Ofeldt as follows :

2i

& z= b)Cmlz-Zief (z) dz =0 CASzie s k- -N

ei 4
-

m

Needs =0 k + - 1
= C,dezi Justification

= 22 C
- 1

Pfn : C
_,

= Coeff of zz
,

in the Larent Expansion

of f about z =zi = the residue of f at z ;

C
-
= R(f ; Ei) "residue of f at z :

"

Trem (Residue Theorem)

ff(z)dz = 2π
,

R(f ;Z
e

de : The problem of evaluating integrals
reduces to the problem of finding residues.



Rive Theorem : If f is analytic in a ④
-

nohd of a sc e except at a finite number

of point singularities .....
En , then f

has a unique Larrent expansion
about each

z : which converges
in the annulus

04/z - zi) Ri

where Ri is the distance
from z: to the

nearest singularity in f- and converges
uniformly and absolutely in every

sub-anurlus

4 < /z-Zil = Ri - 3 . If C is
in a sub-annulus then

f(z)dz = 2π[R(f ; Zi)
ei

where R(f ; Ei) = C↑ = creff of z :
in the

Laurent expansion of f at zi ·
To make this precise - we need to ①
prove theCarrent expansion
converges in 041z-tilpi

absolutely
--

and uniformly in every sub-annulus 3 < -ZiKR-3 .
- --



· Uniform convergence - what we need to pass
⑮

---
-

the integral sign thru the
summation sign.

The following general theorem
is all we need :

Q : When does208 , (2) converge uniformly
and absolutely zeDopen ?

trem (Weierstrass M-test) Assume

(1) 18n(z) ) < Mn V z ED C
n = 1

,
2
,
3...

(2)OM , =lim m

= L < 5 ,
=&
n = 1

pMilel

The g
,
(2) converges to a

limit function
n= f

f(z) absolutely and uniformly .

I .e.

lim[W8n(z) = f(z)
=& Fz E. (verges)

&

him [18n(z)l < - .

VzED
.

(Overges a solutely)
N->N n = /

VExo JM ST N > M = /Ng(z) - f(z) ) < 3 .

Vz ED.

verges uniformly)



Refn : Eq
,
(2) converges a solutely if

n = 1 19n(z)) > 8,
n = 1

i

. ..e., converges z .

D

Pfn:Egn(z) converges uniformly if Ys o

= M 0 s
.

t
.

N <Mi Pies (
,

@n(z) -Ngn(t)) < a V ze.

"I
.e .
the a estimate for the error

between the

approximating sum and the
limit is smaller than e

Uniformly,
i

.e
,
for every zeD at once !

"

m : Assume f(z) = & &, (2) is finite for
n =1

every zED ,
and the series convergesately

anduniform inDothe Sate
X y n =12

C by C need

definition to prove



⑰
Prof : Fix &30. Uniform convergence implies

N

=> M30 s.
t. N > M

,es(28n(z) - f(z) / 5 5 V
= -D.

can always pass summation thre fite
sum

Th :
N
es

1
.
I [g, (z)dz

- [f(z)de
me Re
In
N

= 162( ,E , 9 , (z))dz - (f(z)de

-(6) ,

ga(z) - f(z))dz)
N

1 (C) . Max/ , %n(z)
- f(z))
-zED
The N'th approximation with in &

of f for every - uniformly-
4 /Cl . E

Therefore lim In =I by defn of convergence
of

-

N ->D
a sequence of

numbers in E
.

-Thus:<OS@n(Eldz Elim & Sqn(EldE = lim TI
N - n= e

N ->G
N

= Sf(z)dz = f & Ga(z)dz-n= /Eme
f(z)



⑧
* Theorems we need to prove :

threm (Taylor) If f is analytic in some open-

set containingZo then
D Power

&
--

f(z) =ECn(z
-Z series

with

C = < Inz0) = #W)dW = Taylore

S jn+1 Series

e

Converges in some open ball 12-zo)
< R.

The largest R is called
the radius of convergence.

Moreover, the TayloSeries convergesalutely
and uniformly in Br(zo) for all r R

,

and
-

&

diverges absolutely for all U > R.

Cor : R is the st radius such
that +(E)

-

extends to an analytic function in Br(Ed).
1

(I.e., the distance
to the nearest singularity in f)



torem (Laurent) If f is analytic in ④
--

an annulus r < /z-Zo<R , then

f(z)=*Enzo + [Cn(z - zo)
n= 0
me
-

T-series terms
neg powers

C. = bn= 2 Cn(z-zo) &Cn = An
n= -D

converges for all U < Iz-zoKR , where

(n = 1) En = zif(w) (n-zd)" du (an)
e

&(n = 0) Cn =ii N M+ du same
asa

b one

(Note : C
_, zi f(w) (w-zo) de f(z) dz

L

=>of(z)dz = 2Ni C
,
2)

&

Dfn : The smallest r and the largest R st

the Laurent Series converges in r<lz-ZoKR

give the annulus of convergence
-- -



Cor : TheCarrent series converges in the
⑳

E

largest annvlus in whichf extends
to an

analytic function. Ee.,
"

Rand extend to the

nearest singularity in f. "

Moreover,
if r < /z-ZoKR is the annulus of

convergence , then
the Larrent Series converges

lutely and uniformly in every sub-annulus
rIz-ZokRR

,
and diverges at every

z E2 : U-1z-Z0) -R3 ,

i

.e., in complement of

the closure of the annulus of convergence,

· In fact
,
the Neierstrass M-test will apply

to both the pos and negative series
in

every sub-annulus ,
so we'll prove

Ibn (z-z0)"/M , with M < 8

and

lan (z-z .4/1 Ma with
Ma

O



Proof of Tadows thm : Assumef is analytic in
⑯

Br(20). First we show that if
I

f()= an(-zo)"
,
Lie ., T-Series converges")

n =0

and the convergence is fo a then

a=
zd
n !

To see this
,
if all derivatives can be obtained

by Tx + differentiation
then
>

(n)
L

(z - z(k
- N

f(z) = Ek(k- 1)
.0.(k- n+

R D

k

Setting z = Zo , all terms
vanish except k = 1 , so

q1(20) = n ! 9 , => An = F Ed
Conclude : if the series & all TxT

derivatives

converge uniformly (so Ti
differentiation justified

then the a must be the Taylor coefficients
2 winds

dir Once
=zi Wee ·a =

(0) CI around
n ! Zo

Thos we prove the Taylor
series & all its TXT

derivatives converge uniformly in By , (20) ,
R' < R

.



O12

To prove Ofn(zo) (z-Z0)"converges absolutelya⑳ -

and uniformly in 12-zo) < R' <R , it
sofflies

to
proveO In 201 Iz-E01" converges

uniformlyone

so by the Neierstrass
M-test it suffices to

find M
,

eRt st Mn < 8 and AlnEoL)/z - zo am a

for every z st 12 : Zol < R' <R . By (CIF),

-

If (h) (zd)) =/ And R + =Mi n

M = MaxIf(z))

This : 17 -Ed =R

#(203) / z - zo-I M = constant

,
m

! (R) Note : Mn = M is

not small enough

Big Idea : Choose R" < R' , 0
< R' < R" < R

A & M = NM --> T
⑳ N ->8
-- n=H

then :
&= (i) o R

R" n= 0 R

Now-estimate flyzo) on V = R" 2. R1

but estimate 12-Zol" on v = R &



That is : ⑬

n+)2TR I
-

If() (Ed)) =/ wd & Ite
Itpi)

mmm

M = MaxIf(z))
i 17 -20 = R"

H

#(203) /z - z .! -> (MY" = M(i
! m (R"

estimate for

12-20/21' "Use a smaller radius
for 17-Zo/R
!

than for f(z0) = /f.)< (R"(

Now choose in Y = * 1
.Mn=ast

1

Then : 10n (z-zo)" < Mac , My
= M En L
m "geometria
- series

1 - H

·clude : By Weierstrass M-test,
The Taylor

series convergesalutely and u formly for

1z-ZolER' for all R < R so long asf analytic

in Br(20). Conclude
- radius of convergence

is

Largest R st f analytic
in Br(z)&



⑭

⑭ LetOn be a series of complex

numbers. Prove that if /Cal is convergent
n= 0

as a series of real numbers
, then C

, convergesa
(Hint : Show ,SNCn is Carle

OHW & Prove that the m ex geometric
&

series Ez"converges if 121< 1
.
In this

n = m
M

&

2 z= for all 12) = r <I .
case show 1 - Z

n =M

(Hint : Same as Real case-

Let = z =,Sn -z ,S +

M

- -N
+-> z.

n=m



⑭ cont

⑭ Prove that the radius of convergence

of f'(z) =& /z-Z0" is the same
M= 0 !

as the radius of convergence of f() fin20) (z-Z
n !

*

Conclude (by induction) that the radius of

convergence is
thes for all derivatives

of f . (Hint : Weierstrass M-test o ratio test.

⑭( Use to prove
that you can differentiate

a power series
TxT inside its radius of convergence.

nIdea : Let g(z) =0 In
2) (z-Z0)"Y be the T

derivative of f(z). Since o converges uniformly

on Br(Ed) > 68(z)dz = S fltn(z - zo)""dz
e e

- Ite --zo) = f (t) for any crave(2
n !

in Br(Ed) taking zo
to z

.

Conclude : f(z) is

an anti-derivative of q => f'(z)
=q(z)



& Proof of them (Laurent) : Assume f ⑮
-

is analytic in annulus r < /z -Eo) R
.

We show

Laurent series f(z)= Cn(z-E0)"converges
n = -D

lutely and uniformly in r'< /z-E0 <R

for all U < r' < R < R
.

We first show that

assuming we can integrate xi thre the

E-sign of Laurent Series , we get the

formulas (an)
,
(bu) of the Theorem (Laurent).

I . e., writing by = C
-nc%= C , An

= Cn, N = 1
,
2
,
3 . .

f(z) = & Cu(z-z0)" = & bn(z-zo)" +2 An(z-Eo)"
n= -D n= 1 n = 0

=> (for any sec C winding clockwise once aroundannulus)

·f(w)dw = & Calm Edw = C
,

zie

n = - A e all powers have

anti-deviv's except n =-
f

= #tf(w



Similarly , we get a formula for all an
⑯

by multiplyingf by negative powers of (z-Z.

and integrating :

tf(z)(z-z = bit+
starts at all positive

power -2- all powers have

powers have
anti-deriv anti-derivative

. f(w) (w-zo['dz =Gami i ludz
e

Continuing
,
we get formula for all an 20 :

f (z) (z -zo)"dz = An ,mini=InflwinWO

e

These are the same as the formulas

in i-series
,
except they do not give a

value to f((20) because f(z) is
not

analytic at z = z . &
Again : 2 is any scc in annulus (201Bn , (70)

which winds once around z =z
,

counter-clockwise
.



Similarly , we get integral formula for all
⑰

the ba , assuming we can integrate TXT :

f(z)= Cu(z-Z0)
"

=ObaCz-Zo" +& An(z-Zen= 0

+ An(z -z))f (z) /z - 20) = b
,+2+Ong -3 n= 0

n m m

all have anti-deviv's -> 0 -integrals

f(w) (n-20) dw = bazπieoff(w)(w-Edte e

·

f f(v) (n -z .4 dw = bazmi=eff(w) (l-z" dow
e

Summary : Assuming unform vergence

an inde , bu (n)(w -zdu
el e

·Fati ondw ne=20,
El
,
En
,
T s e

el



Thus it remains only to prove the Carrent ⑭

Series converges uniformly in annulus

W = 1z-ZolER's)(zd Br , (zd)) .

For this we estimate an on Cp" (n2d and

buon Op , (n =l , har" < r' < R' < R" <R

I10n 1 =It guide it I pi in t
&
p

n< Mpt (bone)

Ibal = /i f(w) (W - zo)"dw)
erk

n - 1

< /CriM(t") M(ri

this in '11z-Z0/IR' we have

1an(z - zoY) -> M/*)
*

=> /Cn(z -zd / =Mn

Ibn (z -z .[") < M)+" F = Max 3 , E"3



⑭
Conclude : Choosing Mn = MrL , we have

1an//z-Zol" Mr Ma
1 ballz-ZoP Mn

= & an (z-Z0)"converges uniformly r'> 17-/R
n = 0

& bu (z-zo"converges uniformly -17-Z01R
n = /

=> Laurent Series

& Cn(z-zgn=O buE-zo" + 2 an(z-Z
n= -D

n= 0

converges uniformly in annulus '= 17-E01R'.---

Since this works so long as rir, B' < R and f

analytic in < Iz-E0KR
,

it follows that the

maxal annulus of convergence is the largest
annulus in which f is analytic &



O Prove the TXT derivative of
the

HN ④

LaurentSeries has the same annulus of

convergence U < /z-Z0KR as the Larrent
I

series itself.

c) Prove the T-series
and Laurent Series

Diverge outside the radius (or annulus)

of convergence. (Hint : if
the series converges

absolutely in a larger radius than the radius

of convergence R (or
annulus of convergence

r < /2 - 20 < R) , thenR
wasn't the true radius

of convergence. (



· ssification of sarities: ④

Ref : to is aniated sparity of f
if f is analytic in some deleted and
of Zo , i.e., + analytic in Bc (20) 1 &E .3

Defn : Ifzo is an isolated singularity of f
and its Laurent expansion has only a

finite number of non-zero bu's such

b" C.
# O I

cor alternatively, C = 0 for all but

a finite of n <) , then we say to is a

P of f .

I. e., if CNFO and
D

f(z) = bn (z -20)
"

+ E A n(z -Zo
n = 1 n = 0
serene

but C-N# 0 SO N IS

largest neqst CwF0

then we sayto is a le of order
A

.



⑫
Pfn : If Cnt0 for arbitrarily

large n , then we sayI
has an

essential slarity at z
= to

Pu : A function which is analytic except
at a finite number of poles is called

a momorphic function.

We will prove :

Theorem : Rational functions f(z) = PES
which are the ratio of polynomials
P and 4 , are always meromorphic . So

are f(z) = q(z) .P
) where q is analytic.

q(z)
Essential singularities are very complicated
as express in following theorem which is
the topic of a more advanced class-



Theorem (Picards Thm) An analytic
⑬

--

function takes on every plex we

(except possibly one) in every ad of an

isolated essential singularity.

Examples of analytic
functions with

essential singularities at isolated points-

f(z) : e,sin Sin , etc.

We restrict to the study of ples.

⑭) Show f(z)= has a pole of order 1 at =
=0

·

(Hint : f(z) = + ..)
= q(z) where

-

It 3 !

2(t) is analytic at z =0 .
=> & has series ...



Examples: (Most important) We now give the ⑭

simplest examples which display the ideas
behind series

,

4-series and the Residue Theorem.

· ·sider Erst : f(z) = .E analytic for z # 1.

To construct T-Series about =0
we could

calculate 01 ; but easier
to view I

n
as the limit of a geometric Series-

f(z)-# = Ez
↑ n= 0

Since T-series is unique
this must be it!

For z = x =x+0: real , this reduces
to

f(x) =+ Ix .

1- X K = 0

Recall how to sum a geometric series
&z :

n =0

Sa - = H z+... + Z.

intznH = E +Et+
EN + It

e

->

Subtract : D-ZJs = 1-E
** = = ENT 2

for (2)).



①
Conclude :&z" is the T-series for f(z) =

- 25

1 - Z

n = 0

expanded about 2:0 ,
and it converges for

12-0KR where R = distance from zo to the

nearest singularity in f , namely , z
= 1.

Thus the distance from z =0 to z = 1 is

ThusF*=EnforIElt. Note aut
,

i

.e. f(z) = + is analytic zE4 exept z=
1- Z

by the Quotient Rule - but values
of f

beyond (z) = 1 will not be given by the

Taylor Series expansion about z
=08

-

Next f(z)=# analytic for z ***.· Consider-

Using the geometric series we can get
the

T-series expansion about z
= 0 :

f(z)= = otzy = &7)z
I n = 0

view as the sum
emere

M

of a geometric series converges for 121 <

( (z) / = R = 1.



Thus ze 4 f(z) = =871)a
⑯

-i

z =x ER f(x) = x
= Exa
n = 0

Note : Complex Variables explains why
R =

Namely , the distance from
z = 0 to

O

the nearest singularties z = Li is R = 1.

However : If all we had is the real function

f(x) = IX ,
we don't know why R = 1 &

Code : Complex Power series explain why
Real power

series converge!
Ee
.,
ahead of time

,
how would one guess

M

that = F would explain why f(x)=,
summable ? (Complex variables is magic o
· We now calculate the residues of f(z) =#
at z = 1

1

. Es
.
we find R(f

,
i) & R(f , -i)

the creffc= b , of the Larrent expansion of

f(z)= about singularities z= and z =-
.



We first evaluate R(f , i)
,
the residue Z= E

without computing it our theory tells us 7&

a Laurent Expansion of f(z)
=
- about

2
IZ

z =i
,
and it converges for 1z-i) < R = >

Since

the nearest singularity is located at z
= -I
,

and distance from z =2 to z =-i is (i-kill = /zi) =2 .

Thus without computing them , we knowOn exist

such that for 12-2/<2 we have

f(z)=2 = in
+ Cn(za
n =0

To evaluate C
,
= b

,
note f(z)(z-i)= c

is

ayfic in B2 (i) , but also

1
z+i

= f(z)(z- i) = Erin Cn(z-il*
n= 0

0 o a tCzEst + C-s
&

Setting z = i on LNS gives ↑ = -
·

Now observe : to get a finite value on RAS - D

there cannot be any negative powers (z-zo)

=>G = by = 0 N = 2 ; and positive powers

(z-2)"vanish& Z = : &



de : The fact that ⑳

lim f(z) /z -i) =
- I finite

z- > i

implies < = 0 all n =2 ,
and so the RAS

-

of ( gives

- -lim [C_,+OCn(z-in+↳o
Wehaveiimf(z)(z -i) = - =z -> i

Note : We never used the
Laurent Series

at all
, except knowing

it exists &

Enclude : #(2) =
has a pole of order !

H+ Zh

at z =I , and
R (FE-s) =- .

This is the main idea for calculating
residues

atAs , when only a finite number of

negative powersCain L-series are nonzero &



· More ally : assume f(z) has a ⑭

pole of order n at z
=E ·

Then
L

f(z)= , zo + ECn(z -Zokk= 0

anch So

f(z) (z-Zo)" = Can+ C
- (n- )(z-Zo)

.. Clz-EM Cplz-e

and evaluating at z = to gives

(*) /im f(z) (z-Z0)
"
= C

n
which implies

z -> Zo

him f(z) (z-zo) = C-m = 0 for k > n.
z-Zo

Moreover, is all we need to conclude

f(z) has a pole of order n at z =E
·

We record this as a
theorem:

The rem : If fC is analytic in a deleted

ndhd of z = zo , thenI
has a pole of

order n iff (*) holds, Moreover,
if

lim f(z)(z-Z0)" = 0
,
then Zo is a pole of order < n .

z->Zo



⑳
& We'll think about how to calculate residues
for poles of order n22 after doing this
Adamental emple :

· Example : Evaluate &Txdx =
(Note :I Finte area under graph because
f(x)~asx- 18 , ief. -

+

18 0-It isx
= x (-

finite if <>

Substitution works in this case & we use it as a check :

4 = Tann
,
&x = secnd4 => =Tann

-* 4 M
M/2

xdX-gireci -·isI

-#4

· Alternatively , we can use complex variables :
Consider the see & consisting of 1y

the upper semi-circle of radius R, n-

and the closed interval [R
, R] · i

and write e = ep + EER
,
R]

S

- R
> >

R &



·then C is a simple closed 1y

positively oriented curve -
which goes around

the
- B

= >

R &

singularity zo = i of f() =+1 +z2
exactly once. Thus the Residue Thm tells us :

& f(z)dz = 2π2R(f , i)

C

R(f
,
i) < /im f(z) (z-2d)=limit tzi

Conclude :
= NX (z) =M

--

· Now note : on epc((#)
So S PIERI = MR A

Er
and

So, -F [RI on IR



⑮
Thus VR >O we have :

R

#
⑪ = S. =)

+ fixx
- R

Er ↑

m -

tends tends ↓ O
1.C. 95 R -> &

D

*to zero 5-01 +x2

Taking the limit R->8 gives

π I'mS = * L

Defn of

Improper Integral

· Do argument using the ler
semicircle

E-p - e[-B
,]

· In many important examples the Reside
The

works but Real Substitution
does not work.

· It's also of theoretical importance because

values of real integrals can be represented
and analyzed mathematically as residues

of complex valued functions ·or



* Note : that our theory tells us that every ⑬

analytic function -(2) can be expanded in
Current Series in any annulus in which it

is analytic - and we have an integral
formula for eachIn ,

the coefficient of

the power (z-zo)" in the L-expansion , ne If .
However

,
the integral formulas alone

integers

do not evaluate the residue C
, directly :

Specifically - recall -expansion :

f(z)= tEgh
+ Omlz-
z-Zo
see

C
_,

= RCf , Eo)

with integral formulas (valid for all ne )

On ==ENEd dw
.n+1

But formula for C-, just reproduces Residue Thm :

provides no
information

C-, =2Ti 8 f(w)dW =) f(z)dz =2 i G about value
were of C-1Residue Thm



⑤
Instead of integral formula :

Simple Pole : C
,=m f(z) (z -Ed. .

What about double pole ? Pole of order n ?

·Roble le :

f(z)
= R

+

z
+ & Cm(z-Ze
k= 0

⑳
lim f(z)(z-z)" = C

- 2
# 0

z- Zo

lim f(z) (z - zo)
*
= 0 M = 3 , 4 , 5 ...=>

z-zo

· Obtain C-2 by C-=imz f(z) (z -&
· To get C

-,
write

q(z) = f(z) -
-

=> q has simplei
pole n same C

-,

· Conclude : C_, zG(z) /z
-Z0)

.



· Example : f(z)=,(z+ i) Find RCf, i)
③

---

zo =

① lim f(z)(z- i) = 2 = C-2
O

z -> 2 & => double pole
=> lim f(z) (z -i)

*
= 0 * < 2

O

z -> 2

② g(z) = f(z) - 2 (ign has simple pole with
same C

=> C = /im .
q(z) ( z e

2

q(z)(z - i) = (f(z) - (2)(z - ) = f(z)(z -i) - z +z - i)
= ij+ig(z- i - xTz- il
- = Eric iC

- I
=

/ +i)
= -

2i(z + i)

So : C
-

= I'm q(z)(z -1) =/im Exi- p = T
Conclude: Teri) = i)



O
.Application : Let I be any sec which

36

encloses z = i but not z = -i . Then

S dz
I I

eTiti)
= IMIC

-,

-

un

C
,=

⑭ Evaluate &A
-(
2

+ I 1y
- L Cr

LHist : f(z) = Plz + is a*

(z-i)(z+i) =z
+

1
2

-> >
*

· Consider 2 = C+ CGR ,R]
- R

- 2· *

2#+

=
+ f = 2πiR(f , i)

- m

ER CER
,R]

You need to

evaluate thisI
2

+ i) 2.

-> O&SGig I < 2πR,/T1) R ->N↑

11z) - 11 = /z +W = /z1 + (w)

limo
gE iti l

R A
= 98 AS - 2 = lim S
-
q(X4 ))z =X R->& (X2)

:

1

dz = dx -R
etc.


