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Abstract

On the Design, Implementation, and Use of a Volume-of-Fluid Interface

Tracking Algorithm For Modeling Convection and other Processes in the

Earth’s Mantle

In this dissertation we describe the design, implementation, and use of a two-dimensional,

second-order accurate volume-of-fluid interface tracking algorithm in the open source finite

element software package ASPECT, which is designed to model convection and other

processes in the Earth’s mantle. This involves the solution of the incompressible Stokes

equations coupled to an advection-diffusion equation for the temperature, a Boussinesq

approximation that governs the dependence of the density on the temperature, and an

advection equation for composition or some other quantity, such as volume fraction, which

is passively advected in the underlying flow field. Our volume-of-fluid method is is fully

parallelized and integrated with ASPECT’s adaptive mesh refinement algorithm.

To the best of our knowledge, the volume-of-fluid method has not yet been implemented

in any other software, which is designed to model convection or other processes in the

Earth’s mantle. Furthermore we are not aware of any interface tracking methods that

have been implemented in a finite element method code for use by the computational

mantle convection community. In fact, we are only aware of one other interface tracking

algorithm designed to model convection and other processes in the Earth’s mantle and

this interface tracking algorithm is implemented in a finite difference method rather than

a finite element method.

We review the history of the volume-of-fluid method and then describe in detail

the the design and implementation of our volume-of-fluid algorithm in ASPECT. After

introducing the underlying partial differential equations we use to model mantle convection,

we present the results of several interface tracking benchmarks designed to demonstrate

numerically that our volume-of-fluid methodology is indeed second-order accurate on

smooth flows, as it was designed to be. In addition we demonstrate that our methodology

xx



accurately reproduces two benchmarks that are commonly used in the computational

mantle convection community.

We also present the results of two more realistic computations in geodynamics. The

first of these problems is a survey of the behavior of a computationally stratified fluid

for varying values of a nondimensional buoyancy parameter. This model problem is

intended to provide insight into how thermal plumes, which eventually reach the Earth’s

surface where they melt to form ocean island basalts separate from structures near the

core-mantle boundary, which are denser than the surrounding mantle. These structures,

known as Large Low Shear wave Velocity Provinces or “LLSVPs”. LLSVPs lie in parts

of the lowermost portion of the Earth’s mantle and are characterized by slow shear wave

velocities and higher density than the surrounding mantle. They were first discovered by

seismic tomography of the deep Earth.

The second problem in computational mantle convection we present is that of a

subducting slab. This computation is a basic model of, for example, the subduction of the

Pacific tectonic plate beneath the South American tectonic plate. This problem involves a

more complex material model than the other problems presented in this dissertation. The

slab consists of an overriding crustal layer on top of a layer consisting largely of harzburgite

thereby demonstrating how, with the aid of adaptive mesh refinement, one can use our

volume-of-fluid methodology to track more than two materials in a single problem.
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Chapter 1

Introduction

1.1 Motivation

Over more than the past four decades there have been many numerical methods developed

to study convection and other processes in the Earth’s mantle. In particular, there have a

been a sequence of codes developed over this period of time that are now freely available

to any individual who wishes to study mantle dynamics. They include HC (Hager and

O’Connell, 1981; Hager and Clayton, 1989; Steinberger, 2000), ConMan (King et al.,

1990), CitCom S (McNamara and Zhong, 2004; Tan et al., 2006; Zhong et al., 2000),

Citcom CU (Moresi and Gurnis, 1996; Zhong, 2006) and ASPECT (Kronbichler et al.,

2012; Heister et al., 2017). These codes, as well as others, can be downloaded from the

Computational Infrastructure for Geodynamics (CIG) at U.C. Davis.1

There are a large number of problems associated with the Earth’s mantle that contain

one or more interfaces in some form or another. Although there have been some very

specialized computational models of interfaces in the mantle; e.g., the dynamics of bubbles

and plumes (Manga, 1996; Manga and Stone, 1994; Manga et al., 1993), to the best of our

knowledge it is only now that researchers have begun to consider using interface tracking

algorithms in codes designed to model convection and other processes in the entirety of

the Earth’s mantle. In fact, to the best of our knowledge, the Volume-of-Fluid (VOF)

method, or any other interface tracking method, have not previously been implemented in

1The CIG is an NSF funded, community driven organization that advances Earth science by developing
and disseminating software for geophysics and related fields.

1



a finite-element code designed to model convection in the Earth’s mantle. A particle level

set interface tracking algorithm (Enright et al., 2002) has been used in a code intended to

study mantle convection(Samuel and Evonuk, 2010), but that code is both finite difference

and makes use of a significantly different approach.

1.2 Review of Volume of Fluid Methods

There are a wide variety of VOF interface reconstruction and advection algorithms; e.g.,

see Pilliod and Puckett (2004); Rider and Kothe (1998); Scardovelli and Zaleski (2003) and

the references therein. The VOF method was first developed at the U.S. National Labs

in the 1970s (Noh and Woodward, 1976) and have continued to be used and developed

by researchers at the National Labs (Hirt and Nichols, 1981; Nichols et al., 1980; Torrey

et al., 1985, 1987) as well as around the world (e.g., Parker and Youngs (1992))

VOF methods can and have been used effectively to model a wide variety of moving

interface problems, including interfaces in compressible flow with shock waves (Hender-

son et al., 1991), interfaces with shock waves in materials in the limit of no strength

effects (Miller and Puckett, 1994, 1996), jetting in meteorite impacts (Puckett and Miller,

1996), nonconservative interface motion such as photolithography (Helmsen et al., 1997,

1996), the transition from deflagration to detonation (Pilliod and Puckett, 1998) and more

than two materials; i.e., more than one interface in a cell (Anbarlooei and Mazaheri, 2011;

Hill and Shashkov, 2013).

An advantage that VOF methods have over other interface tracking methods is that

they can readily (or naturally) be designed to approximate solutions of a conservation

equation such as equation (3.26) for the composition. Thus, materials that should be

conserved as they move with the flow are (theoretically) conserved. However, in practice,

i.e., when the algorithm is implemented on a computer, some VOF advection algorithms

—including the one we use here —will only conserve the volume of the composition or fluid

that is being tracked up to some numerical error that typically depends on the grid size, h.

This will depend on the design of the VOF advection algorithm. There has been recent

research into how to design VOF advection algorithms that conserve volume to machine
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precision; e.g., see Scardovelli and Zaleski (2003); Aulisa et al. (2007); Weymouth and Yue

(2010).

1.3 Interface Tracking in Finite Element Methods

In this section we present a brief survey of the implementation of interface tracking

algorithms in finite element methods. To begin, we emphasize that, to the best of our

knowledge, this is the first implementation of a VOF interface tracking method in any

code —finite element, finite difference, or any other, that has been specifically designed to

model convection and other processes in the Earth’s mantle. Furthermore, we know of only

one other interface tracking algorithm that has been implemented in such a code; namely

the particle level set method (Samuel and Evonuk, 2010), which has been implemented in

a finite difference code. Several of the most commonly used interface tracking methods

such as VOF, level set, etc. have been implemented in finite element methods designed for

computing different problems. Here we only survey implementations of VOF, level set,

and composition field approaches. A survey of particular cases for other problems may be

found in Benson (1998). For a review of interface tacking algorithms in general we refer

the reader to Tryggvason et al. (2011) and Elgeti and Sauerland (2015).

The most basic approach to implementing an interface tracking in an FEM method

is the use of a so-called ‘compositional field’, such as described in Shin and Lee (2000),

to track the boundary between two distinct compositions. These types of algorithms,

which do not maintain a sharp boundary or interface between the two compositions, are

typically referred to as interface capturing methods in the interface tracking community in

order to distinguish them from methods that do maintain a sharp boundary. See Puckett

et al. (2018) for a comparison of the VOF method described in this dissertation with three

interface capturing methods that have been implemented in ASPECT.

However, using an interface capturing method leads to a number of limitations and

numerical assumptions that reduce the accuracy of compositional advection algorithms in

a FEM. In particular, the imposition of a continuous approximation to the two distinct

compositions, in each cell and at cell edges / faces, where there should be sharp discontinuity
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between the compositions, will ‘smear’ the interface, as opposed to maintaining a sharp

interface.

In our implementation of the VOF method in ASPECT the volume fractions fi,j are

stored as Discontinuous Galerkin elements that carry a constant value on each cell; i.e,

DGQ0 elements. In the terminology used in the ASPECT community these elements

technically constitute a compositional field. However, since on the volume fraction

is constant each element this is essential equivalent to VOF implementations in finite

difference / finite volume methods on arbitrary meshes. However, since ASPECT, which

requires a smooth function for accuracy in the assembly of the Stokes matrix, which is done

with Gaussian quadrature, we present the FEM code with a DGQ1 approximation to the

reconstructed interface These implementation issues are discussed in detail in Section 2.7.

In cases where the volume of fluid interface tracking algorithm has been implemented

in a finite element method, some researchers have placed the volume of fluid algorithm on

a separate mesh from the finite element mesh (Mashayek and Ashgriz, 1995; Maronnier

et al., 1999). This separated approach requires the maintenance of a large and complex

set of code paths to tie together the two meshes. Instead our implementation is on the

same FEM grid as the rest of the ASPECT computation, thereby leading to much more

natural coupling of the two methods.

Level set methods, like VOF methods, and other interface tracking methods are

designed to model sharp interfaces and therefore, do not allow numerical smearing of the

interface. The initial implementation of the level set method for incompressible flow was

done in a finite difference method by Sussman et al. (1994). Standard references for the

level set method are Sethian (1999) and Osher and Fedkiw (2003). However, since the time

when these books were published there has been a lot of new work on level set methods.

Most, if not all, early implementations of the level set method were in finite difference

or finite volume codes. However, later work included implementations in finite element

methods (Tornberg and Engquist, 2000; Nagrath et al., 2005).

One of the primary benefits of the level set method is that, if at each time step the

level set function is a signed distance function (i.e, each constant contour is the signed
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distance to the interface, which is the zero contour), then the curvature of the interface

can easily be found by computing the Laplacian of the level set function. In theory, this

enables a straightforward numerical approach to problems involving surface tension and

flows by mean curvature. However, there are very few problems in the Earth’s mantle that

require the curvature or surface tension of and interface. Furthermore, it was discovered

early on, in Sussman et al. (1994), that when the distance function is advected in a flow

field, it does not remain a distance function. This has lead to a tremendous literature

on ‘redistancing’ algorithms, beginning with Sussman et al. (1994). We note that one

successful approach to this problem is the Coupled Level Set Volume of Fluid (CLSVOF)

algorithm of Sussman and Puckett (2000a), which couples the strengths of both the level

set and volume of fluid algorithms and consequently has been implemented in numerous

codes for a wide variety of applications.

For additional background we refer the reader to the books and articles cited above.

1.4 Synopsis of this Research

In this research, we have designed and implemented a second-order accurate VOF interface

tracking algorithm in the open source finite element code ASPECT. ASPECT is a parallel,

extensible finite element code designed to model thermal convection and other processes

in the Earth’s mantle in two and three dimensions. It is built on the deal.II Finite

Element Library (Arndt et al., 2017a; Bangerth et al., 2007), which includes adaptive mesh

refinement (AMR) (Burstedde et al., 2011a) and has been shown to scale to thousands of

processors (Gassmoeller, 2016). ASPECT has been extended to model other processes

that occur in the mantle, such as modeling grain size evolution in the mantle (Dannberg

et al., 2017), melt generation and migration (Dannberg and Heister, 2016), as well as other

problems. There is currently a very active community of researchers extending ASPECT

to new problem areas and improving existing algorithms. Our VOF algorithm is fully

parallelized and is designed to work efficiently with ASPECT’s AMR algorithm.

We have validated this new interface tracking algorithm on a variety of simple test

problems and benchmarks from the computational mantle convection community; e.g.,
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see Puckett et al. (2018); Robey and Puckett (2019) as well as Chapter 4. We have also

made an extensive comparison of its efficacy as compared to the three other advection

methods in ASPECT (Puckett et al., 2018), and used it for computing a model of LLSVPs

with two different initial conditions (Puckett et al., 2018) and Robey and Puckett (2019),

respectively. The latter work also contains comparison of the computational results from

this model problem with the experiments of Davaille (1999) and Le Bars and Davaille

(2004, 2005). This latter work also appears in Section 5.1 and Section 5.1.2 Finally in

Section 5.3 we present a model of a subduction zone. This problem involves a more

complex material model than the computations mentioned above and also demonstrates

how, with the aid of adaptive mesh refinement, one can use our VOF methodology to

track more than two materials in a single problem.

1.5 Summary of the Contents of this Dissertation

In Chapter 2 we begin by describing the VOF method in detail as well as the details

of our design and implementation of it in ASPECT. Then, in Section 3.1 we describe

the equations that we use to model thermochemical convection in the mantle and the

additional advection equation that we add in order to model the advection of two distinct

materials with our interface tracking algorithm. We also use this additional equation

to model the advection of two distinct materials with a Discontinuous Galerkin (DG)

method for the purposes of comparison with the VOF results. In Section 3.2 we describe

the general numerical methodology of the underlying Finite Element Method (FEM) in

ASPECT.

In Chapter 4, we confirm the correct behavior of our new VOF method —in particular

that it is second-order accurate —using both interface tracking and mantle convection

community benchmarks. In Chapter 5 we then compute two application problems from

the field of mantle convection / geophysics. In Chapter 6, we present our conclusions, and

in Chapter 7 we discuss possible future continuations of the work.

6



Table 1.1: A list of symbols used in this dissertation.

Symbol Quantity Unit

u Velocity m s−1

ρ Density kg/m3

p Dynamic pressure Pa

∆ρ Density difference kg/m3

T0 Temperature at the top K

D Compositional diffusivity m2/s

T1 Temperature at the bottom K

α Thermal expansion coefficient K−1

T Temperature K

d Vertical height of fluid layer m

∆T Temperature difference K

C Composition variable -

µ Viscosity Pa s

κ Thermal diffusivity m2/s

ρ0 Reference density kg/m3

f Volume Fraction -

g Acceleration due to gravity m/s2

ε̇ Rate of strain s−1

Pr Prandtl number µ
ρκ

Le Lewis number κ
D

Ra Rayleigh number ρ0gα∆Td3

µκ

B Buoyancy ratio ∆ρ
ρ0α∆T
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Chapter 2

THE VOLUME-OF-FLUID

ALGORITHM

The Volume-of-Fluid (VOF) method is an interface tracking method in which, at each

time step, there are two distinct steps. In the first step the interface between two fluids or

compositions is explicitly reconstructed with an interface reconstruction method in every

cell that contains a portion of the interface. For example, in our computations of the

model problem described in Section 3.1 below, the compositional variable C will have a

value of C = 1 in cells completely occupied by the fluid with density ρ = ρ0 + ∆ρ and a

value of C = 0 in cells completely occupied by the fluid with density ρ = ρ0. Thus, cells in

which 0 < C < 1 contain a portion of the interface. Given the explicit (but approximate)

reconstructed interface in each cell with 0 < C < 1 at the current time step one then uses

this information to advance the interface in time with an advection method. In this sense

the VOF method approximates the compositional interface on a subgrid scale.

In Section 4.3 below we examine the degree to which the VOF advection algorithm

we use in this work conserves volume and compare the results with a Bound Preserving

Discontinuous Galerkin (DGBP) advection method (He et al., 2017), which is also imple-

mented in ASPECT. See Section 3.2.4 below for a brief description of the DGBP method

and Section 4.3 for the computational results.
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2.1 Overview

In this dissertation we use a two-dimensional VOF algorithm to discretize the conservation

equation (2.1), which —when describing the VOF method —we will usually write in the

following form,1

∂f

∂t
+ ∇ · F (f) = 0 . (2.1)

Here, f is the volume fraction of one of the compositional fields, say C = 1, the field with

density ρ0 + ∆ρ, which we will refer to as ‘Composition 1’, or C1 for short, and

F (f) = (F (f) , G(f)) = (u f, v f ) = u f , (2.2)

is the volume fraction flux associated with C1, where u = (u, v) is the velocity field.2

Since for incompressible flow, ∇·u = 0, one can rewrite equation (2.1) as a pure advection

equation for f ,
∂f

∂t
+ u

∂f

∂x
+ v

∂f

∂y
= 0 . (2.3)

From a mathematical point of view the variable f(x, y, t) in the conservation equa-

tion (2.1) with fluxes (2.2) may be regarded as the characteristic function (sometimes

denoted χ(x, y, t)) associated with the composition C1. In other words,

f(x, y) =

f(x, y) = 1 if (x, y) is occupied by Composition 1 ,

f(x, y) = 0 if (x, y) is not occupied by Composition 1 .

(2.4)

This implies 1− f(x, y) is the characteristic function associated with C2, the composition

with density ρ = ρ0.

Our use of the variable f to represent the quantity that is advected in a VOF method

is historical. In particular, in the presentation of our VOF method the variable C and f

can be used interchangeably. In practice, we will use the convention that f refers to the

volume fraction (a quantity linked to the cell), while C refers to the piecewise continuous

1In equation (2.1) and in much of what follows, depending on the context, we will use the symbol f ,
fi,j , or fe, for the fraction of the fluid or composition denoted by C = 1 that occupies the cell Ωi,j or cell
Ωe.

2Throughout this section and beyond we will use the terms “volume” and “volume fraction” of C1,
etc., although it is to be understood that in two dimensions the quantity in question is an area.
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function over space which approximates the VOF data for use by the FEM portion of the

code. In Section 3.2.4 below we will describe other methods in ASPECT for advecting the

quantity C and in Section 4.3 we will use one of these other advection methods to compute

a test problem in order to compare the results of an entirely different advection method

with the results we obtain with the VOF method presented here. In these sections, as well

as in Section 5.1 where we show the results of our computations of the model problem

presented in Section 3.1, our use of the variable C is typical of the notation researchers

use in the computational geodynamics literature.

I n i t i a l i z e mesh

I n i t i a l i z e s t a t e

VOF i n i t i a l i z a t i o n here

For each t imestep

Do v a r i a b l e update i n c l u d i n g non l in ea r i t e r a t i o n

VOF update here

Do mesh re f inement update

Do p o s t p r o c e s s i n g i n c l u d i n g s t a t e output

Figure 2.1: General outline of the structure of the Aspect code

A short pseudo-code description of the structure of Aspect and the general structure

of the newly implemented VOF advection algorithm is shown in figure 2.1. In particular,

we note that the implementation has been designed to be self-contained in a manner

externally similar to the standard finite element advection algorithm.

In our VOF implementation in ASPECT we use the ‘Efficient Least Squares VOF

Interface Reconstruction Algorithm’ (ELVIRA), which is described in detail in Pilliod

and Puckett (2004) and is based on the ideas in Puckett (1991) and Pilliod (1992). The

ELVIRA interface reconstruction algorithm reconstructs lines on a uniform grid with

square cells exactly ; i.e., to machine precision. We explain this in more detail in Section 2.3

and Figure 2.4, and also demonstrate it with a computational example in Section 4.2.1

below. Since the ELVIRA algorithm reconstructs lines in square cells exactly it is natural
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to assume that the algorithm is second-order accurate on a uniform grid with identical

square cells. This has been proven to be true (Puckett, 2010a, 2014). We use a second-

order accurate dimensionally split advection method, which is described in Section 2.2.1

of Puckett et al. (1997) and briefly described in pseudocode in figure 2.6, to update the

values of the volume fractions in time. For simplicity of exposition we will assume the

finite element grid consists entirely of square cells Ωe, of side h, indexed by the variable e,

and aligned parallel to the x and y axes. This is the case for all of the computations we

present in this dissertation.

However, we emphasize that VOF algorithms have been developed and applied to

problems on a wide variety of unstructured grids in three dimensions (Korzekwa et al.,

1999), including tetrahedral (Williams et al., 1999a), hexahedral (Williams et al., 1999b)

and general convex grids (López et al., 2016), as well as having been developed and applied

to great many applications on non-rectangular grids in two dimensions. However, the

interface reconstruction algorithm and advection algorithm on irregular grids in two and

three dimensions must be modified or completely redesigned for such grids. This has been

the focus of much research over the past 20 or 30 years. For example, one approach is

to minimize the difference, say in the least-squares sense (i.e., the discrete two norm),

between the given volume fractions and the volume fractions due to a linear interface in

two dimensions or planar interface in three dimensions in a neighborhood of the cell of

interest with a minimization algorithm such as Brent’s method; e.g., see Puckett (1991);

Pilliod and Puckett (1997, 2004); Rider and Kothe (1998) for examples and comments on

this approach and Weymouth and Yue (2010) for alternate approaches.

The discretization of equation (2.1) proceeds as follows. Let Ωe denote an arbitrary

cell in the computational domain Ω and let fke denote the discretized volume fraction in

Ωe at time tk. The variable fke is a scalar that satisfies 0 ≤ fke ≤ 1 such that

fke ≈
1

h2

∫
Ωe

f(x, y, tk ) dx dy . (2.5)
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Thus, the discretized volume, V k
e , of C1 in Ωe at time tk is

V k
e =

∫
Ωe

fke dx dy = h2 fke . (2.6)

Note that for an incompressible velocity field u = (u, v) we have ∇ · u = 0 and hence, for

the true solution the volume of ‘parcels’ or regions of C1 are constant as they evolve in

time.

For most material models, cells that contain a portion of the interface (i.e., 0 < fke < 1)

will have a density given by

ρ = fke (ρ0 + ∆ρ) +
(
1 − fke

)
ρ0 . (2.7)

In other words a weighted average of the two compositions C1 and C2 with weights fke and(
1 − fke

)
. In most of our work with the VOF method to track the interface between two

compositions we use the weighted average in equation (2.7), with C1 replacing (ρ0 + ∆ρ)

and C2 replacing ρ0. This is common practice among researchers who use VOF methods;

e.g., see equation (2) of Weymouth and Yue (2010).

In this dissertation we restrict ourselves to modeling the interface between two compo-

sitions. However, there is currently a great deal of research into modeling two or more

interfaces in one cell with a VOF method; e.g., see Jemison et al. (2015) and the references

there.

In its simplest form our implementation of the VOF algorithm in ASPECT proceeds as

follows. Given the values fke at time tk and the velocity field at time tk we do the following

to obtain the volume fractions fk+1
e at time tk+1.

For convenience and clarity of exposition, in the remainder of this section we will

usually use the index notation (i, j), as shown in Figures 2.2–2.4. Thus, we have nine

cells with centers (xi′ , yj′) for i′ = i − 1, i, i + 1 and j′ = j − 1, j, j + 1 with edges

x = xi± 1
2

= xi ± h
2

and x = xi± 3
2

= xi ± 3h
2

and similarly for y as shown in Figure 2.2. In

the ELVIRA interface reconstruction algorithm we use the information in the 3× 3 block

of cells Ωi′j′ immediately adjacent to the cell Ωe ≡ Ωij in which we wish to reconstruct

the interface. Note that we use both Ωe and Ωij to denote the center cell of the 3 × 3

12



Figure 2.2: In our implementation of the VOF interface reconstruction algorithm the true
interface, which in this example is g(x) = tanh(x), is approximated as a line segment
g̃e(x) = me x + be in each cell Ωe that has a volume fraction fe with 0 < fe < 1. The
approximate interface in Ωe is depicted as the solid red line segment in the center cell Ωe.
In this example, as with all VOF methods, the volume h2f truee beneath the true interface
in Ωe is exactly equal to the volume h2fe beneath the approximate interface g̃ in Ωe; i.e.,
f truee = fe. Note that, for convenience, we have used the notation (xi, yj) to denote the
center of the cell Ωe, [xi−1/2, xi+1/2]× [yi−1/2, yi+1/2] to denote the cell Ωe, etc.

block of cells. The reason for this is that in peer reviewed and technical (i.e., the manual,

etc.) literature that describes ASPECT the notation Ωe is often used to denote cells, while

the notation Ωij is commonly used in VOF literature, especially when coupled to a finite

volume or finite difference method.

1. THE INTERFACE RECONSTRUCTION STEP: Given a cell Ωij that contains a

portion of the interface, so 0 < fke < 1 where fke is the volume fraction in Ωe at time

tk, we use the volume fractions fke′ in the 3× 3 block of cells Ωe′ centered on the cell

Ωe to reconstruct the interface in Ωe. The reconstructed interface will be a piecewise

linear approximation to the true interface as shown in Figure 2.2 that preserves the

given volume h2 fke of C1 in Ωe. We give a brief description of how we determine the

linear approximation g̃e(x) = me x + be, to the true interface in cells Ωe for which

0 < fke < 1 in Section 2.3 below.
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2. COMPUTATION OF THE FLUXES: In the computations presented in this disser-

tation we use a second-order accurate dimensionally split (also known as “operator

split”) advection algorithm in order to advance the interface in time. However,

for clarity and simplicity of exposition, in this section we will only describe the

simplest possible version of a dimensionally split advection algorithm for updating

the location of the interface. In Section 2.5 below we will note an important modifi-

cation to the dimensionally split advection algorithm described here. We use this

modified dimensionally split advection algorithm described in Section 2.5 in all of

the computations shown in this dissertation.

Given the reconstructed interface g̃e = g̃ij(x) in

Ωe ≡ Ωij = [xi−1/2, xi+1/2]× [yj−1/2, yi+1/2]

as shown in Figure 2.3 and the velocity uki±1/2,j normal to the right and left edges of

Ωij at time tk, we wish to determine the volumes V k
i±1/2,j of C1 that cross the right

and left edges of Ωe in the time interval [tk, tk+1]. These volumes are determined

geometrically. Since we are using a dimensionally split advection method, the total

volume of both compositions C1 and C2 that crosses each cell edge will be that of a

rectangle. This is illustrated in Figure 2.3 for the right edge of the cell Ωe where we

have assumed that uki±1/2,j > 0. The rectangle is shown in green and pink and the

volume of the rectangle is ui+i/2,j ∆t h. We then determine the volume V k
i+1/2,j of C1

that crosses the right-hand edge of Ωij in the time interval [tk, tk+1] is outlined in

green on three sides and by a portion of the solid red line on top in Figure 2.3.

3. THE VOLUME FRACTION UPDATE: Now we describe the unmodified dimension-

ally split VOF advection method, which we are referring to as here as the “Volume

Fraction Update”. One may also think of this as a “Volume Update”; i.e., the update

V k
e,1 → V k+1

e,1 of the volume of C1 in cell e, which is how we have chosen to present

the algorithm here. This is the simplest possible dimensionally split VOF advection

method. However, a simple modification, which we will describe in Section 2.5 below,
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Figure 2.3: The volume V k
i+1/2,j,1 = δx g̃(δx) where δx = uki+i/2,j ∆tk of C1 in the quadri-

lateral outlined in green on three sides and by a portion of the solid red line on top is the
flux of of C1 that will cross the right-hand edge of Ωe during the time step from time tk to
tk+1. Here ∆tk = tk+1 − tk and we have dropped the superscript k from uki+i/2,j and ∆tk

in the diagram for clarity. The solid red line in Ωe is the reconstructed interface g̃(x) that
approximates the true interface g(x) = tanh (x) in Ωe at time tk as shown in Figure 2.2.

greatly improves the volume conservation of the method. The update proceeds in

two steps.

Step I Given the volume V k
ij,1 = h2fkij of C1 in Ωij at time tk and the volumes

V k
i±1/2,j,1 of C1 that cross the left and right-hand edges, respectively, of Ωij in the

time interval [tk, tk+1] we use the following equation to determine an intermediate

volume Ṽ k
ij,1 of C1 in Ωij for the first step of the two step dimensionally split

algorithm,

Ṽ k
ij,1 = V k

ij,1 + V k
i−1/2,j,1 − V k

i+1/2,j,1 . (2.8)

We do this in every cell Ωij before advancing to Step II below. In Figure 2.3

we illustrate how we determine the volume V k
i+1/2,j,1 that crosses the right edge

of Ωij.
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Step II Now, given the nine intermediate volume fractions

f̃ki′j′ =
1

h2
Ṽ k
i′j′,1

in Ωij and the 3× 3 block of cells Ωi′j′ surrounding Ωij , together with all of the

intermediate volume fractions in the 3× 3 block of cells surrounding each of

the cells Ωi′j′ , we reconstruct an intermediate interface ĝi′j′(x) in each cell Ωi′j′ .

We then use this intermediate interface to geometrically determine the volumes

Ṽ k
i,j±1/2,1 of C1 that cross the top and bottom edges of Ωij in the time interval

[tk, tk+1] in the same manner as illustrated in Figure 2.3, but this time in the

y-direction. Now the volume V k+1
ij,1 of C1 in Ωij at the new time tk+1 is,

V k+1
ij,1 = Ṽ k

ij,1 + Ṽ k
i,j−1/2,1 − Ṽ k

i,j+1/2,1 (2.9)

and the new volume fraction in Ωij is

fk+1
ij =

1

h2
V k+1
ij,1 . (2.10)

This is the simplest of all dimensionally split volume fraction advection algo-

rithms. It can be made to be second-order accurate by alternating the direction

of the first volume update at each time step, a procedure that is known a

‘Strang splitting” in the numerical methods community (Strang, 1968). There

are also unsplit VOF advection algorithms; e.g., see Pilliod and Puckett (2004);

Puckett et al. (1997); Rider and Kothe (1998).

2.2 Derivation of the Volume-of-Fluid Algorithm us-

ing a FEM Approach

Letting cell e be indicated by Ωe, and letting f be the indicator function for fluid 1,

we define the shape function ψe, which is constant over cell e and zero elsewhere. The

standard advection equation for quantities carried by the fluid, multiplied by the shape

function ψe is then

∂f

∂t
ψe = −∇ · uψe . (2.11)
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Figure 2.4: In this example the true interface is the line l(x) = mx+ b Note that that the
volumes Vi−1 and Vi under the line in the first two columns i− 1 and i are exactly equal to
the volumes due to the column sums Ṽi−1 = h2 Si−1 and Ṽi = h2 Si in the first and second
columns of the 3× 3 block of cells Bij centered on the center cell Ωe(= Ωij). In this case
the slope m̃ = Si − Si−1 is exactly equal to the slope m of the interface as shown in (2.23).
It is always the case that if the true interface is a line, then one of the four standard
rotations of Bij by a multiple of 90 degrees about its center will orient the block so at least
one of the divided differences of the column sums in (2.26) or (2.27) is exact and hence,
one of the linear approximations to the interface in the center cell Ωe defined in (2.29) will
always equal the interface in that cell, exactly, g̃ij(x) = mij x + bij = mx+ b = l(x). In
other words, the piecewise linear VOF approximation to l(x) will always reconstruct the
linear interface exactly.

Integrating this over the spatial dimensions for each ψe gives the integral form for the

volume of fluid problem as

d

dt

∫
Ωe

fdx = −
∫
Ωe

u · ∇fdx . (2.12)

Using the divergence theorem, this becomes

d

dt

∫
Ωe

fdx =

∫
Ωe

f∇ · udx−
∫
∂Ωe

fu · ndx . (2.13)

Integrating over the time dimension and letting fnh(i) =
∫
Ωe

fdx evaluated at tn, we have
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the equation

fn+1
h(i) = fnh(i) +

tn+1∫
tn

∫
Ωe

f∇ · udxdt−
tn+1∫
tn

∫
∂Ωe

fu · ndxdt . (2.14)

As Ωe is a quadrilateral, we may indicate the faces of Ωe as ∂Ωej , where j ∈ {0, 1, 2, 3}

allowing the boundary term to be rewritten as

fn+1
h(i) = fnh(i) +

tn+1∫
tn

∫
Ωe

f∇ · udxdt−
∑
j

tn+1∫
tn

∫
∂Ωej

fu · ndxdt . (2.15)

To farther refine the notation for later use, we let FΩn
ej indicate x ∈ ∂Ωej, t ∈ [tn, tn+1]

and rewrite the equation as

fn+1
h(i) = fnh(i) +

tn+1∫
tn

∫
Ωe

f∇ · udxdt−
∑
j

∫
FΩn

ej

fu · nd(x, t) . (2.16)

We now prepare to make the approximations. Using aΩi
to indicate the average of the

given quantity a over the region Ωe, we can write the equation with the error terms as

fn+1
h(i) = fnh(i) +

∆t

2

(
fn+1
h(i) ∇ · un+1

Ωe + fnh(i)∇ · unΩe

)
+

tn+1∫
tn

∫
Ωe

f(∇ · u− 1

2
(∇ · un+1 +∇ · unΩe)dxdt

−
∑
j

 ∫
FΩej

fd(x, t)u · nFΩn
ej

+

∫
FΩn

ej

f(u · n− u · nFΩn
ej

)d(x, t)

 .

(2.17)

Selecting different means of calculating the divergence term approximation may allow

better approximation or overshoot avoidance. Given the current application is expected to

be mostly incompressible, this will not be considered in any depth. The two terms with
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differences from the average are of order V (Ωe)h∆t, leaving the equation as

fn+1
h(i) =fnh(i) +

∆t

2

(
fn+1
h(i) ∇ · un+1

Ωe + fnh(i)∇ · unΩe

)
−
∑
j

 ∫
FΩej

fd(x, t)u · nFΩn
ej


+O(V (Ωe)h∆t) .

(2.18)

At this point, the discreization is identical to the standard VoF derivation, and also

identical to a Discontinuous Galerkin method using zeroth order discretizations (constant

over cell) or equivalently a finite volume method depending on how fh(FΩn
ej) =

∫
FΩej

fd(x, t)

is calculated.

2.2.1 Volume of Fluid Flux Calculation

As noted, the Volume of Fluid method differs from more general methods in the calculation

of fh(FΩn
ij) =

∫
FΩij

fd(x, t). This must always be done using an approximation, as is obvious

from a cursory examination. In the case of a Volume of Fluid method, the required

additional accuracy is obtained through use of an interface reconstruction step, which

provides the necessary information to obtain a higher order approximation for the face

value.

A more detailed discussion of the approach used to approximate fh(FΩn
ij

is given in

section 2.5.

2.3 The ELVIRA Interface Reconstruction Algorithm

Here we describe the ELVIRA interface reconstruction algorithm from Pilliod and Puckett

(2004) in more detail. In this example we present the simplest possible case; namely, when

the true interface is a line that passes through the center cell of the 3× 3 block Bij of cells

Ωi′j′ centered on the cell Ωij as shown in Figure 2.4. The following description is intended

to be easy to understand. However, the reader should be aware that there are many VOF

interface reconstruction algorithms in both two (Torrey et al., 1985) and three dimensions

(Torrey et al., 1987) and on every conceivable grid; e.g., (Korzekwa et al., 1999)
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In the ELVIRA algorithm the approximate interface will be a piecewise linear ap-

proximation g̃ij(x) = mij x + bij to the true interface in Ωij as depicted in Figure 2.2.

Furthermore the approximate interface is subject to the constraint that the volume fraction

in the center cell due to the true interface g(x) and the approximate interface g̃ij are equal;

i.e., f trueij = fij.

Consider the example shown in Figure 2.4. In this example the true interface is a line

l(x) = mx+ b. Assume we are given the exact volume fractions fi′j′ associated with the

line l(x), which is the true interface, in each cell Ωi′j′ of the 3 × 3 block. Then in this

example the first two column sums

Si−1
def
=

j+1∑
j′=j−1

fi−1,j′ and Si
def
=

j+1∑
j′=j−1

fi,j′ (2.19)

are exact in the sense that

Si =
1

h2

xi+1/2∫
xi−1/2

(
l(x)− yj−3/2

)
dx (2.20)

and similarly for Si−1, but not for Si+1, since the line leaves the 3× 3 block Bij of cells

Ωi′j′ centered on the cell Ωij through the top edge, thereby rendering the sum Si+1 inexact

in the sense that

Si+1 6=
1

h2

xi+3/2∫
xi+1/2

(
l(x)− yj−3/2

)
. (2.21)

Thus, using (2.20) we find the difference in the column sums Si and Si−1 is

h2 (Si − Si−1) =

xi+1/2∫
xi−1/2

(mx− b) − yj−3/2 dx −

xi−1/2∫
xi−3/2

(mx− b)− yj−3/2 dx

=

∫ xi+1/2

xi−1/2

mxdx−
∫ xi−1/2

xi−3/2

mxdx

= m
x2

2

∣∣∣∣xi+1/2

xi−1/2

− m
x2

2

∣∣∣∣xi−1/2

xi−3/2

(2.22)

=
m

2

[(
xi+1/2

)2 −
(
xi−3/2

)2
]
− m

2

[(
xi+1/2

)2 −
(
xi−1/2

)2
]

=
m

2
h
(
xi+1/2 − xi−3/2

)
= m h2 .
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and hence,

m = Si − Si−1 . (2.23)

Thus, we have recovered the exact slope m of the true interface l(x) in the center cell

simply by differencing the correct pair of column sums of volume fractions. Note that this

would not have been true if we had used Si+1 − Si instead, since the expression on the

RHS of (2.21) is not identically equal to Si+1.

A little thought will show that the constraint

fij = f trueij (2.24)

determines b uniquely, thus determining the linear approximation

gij(x) = mx + b (2.25)

which is exactly equal to the true interface l(x). In actual fact one needs to know whether

the region containing the composition C1 is above, below, or to the left or right of C2.

However, there are a variety of algorithms for doing this; e.g., see Chorin (1985); Pilliod

and Puckett (2004); Puckett (2010a,b, 2014). This always works on a uniform grid of

square cells with sides of length h.

However, there are a few caveats: There are three ways to difference the column sums,

mx,l = (Si − Si−1)

mx,c =
(Si+1 − Si−1)

2
(2.26)

mx,r = (Si+1 − Si)

and three ways to difference the row sums

my
l = (Rj − Rj−1)

my
c =

(Rj+1 − Rj−1)

2
(2.27)

my
l = (Rj+1 − Rj)

where the row sums are defined by

Rj−1 ≡
i+1∑

i′=i−1

fi′,j−1 , Rj ≡
i+1∑

i′=i−1

fi′,j and Rj+1 ≡
i+1∑

i′=i−1

fi′,j+1 (2.28)
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In order to determine the best linear approximation to the true interface we compare the

the volume fractions fx,li′j′ , f
x,c
i′j′ , f

x,r
i′j′ , . . . f

y,r
i′j′ due to each of the six lines

gxl = mx
l x + bxl gyl = my

l x + byl

gxc = mx
c x + bxc gyc = my

c x + byc (2.29)

gyr = mx
r x + bxr gyr = my

r x + byr

we obtain from each of the six slopes in (2.26) and (2.27) in the 3× 3 block Bij centered

on the cell of interest Ωij and use the line that minimizes the difference between the given

volume fractions and the volume fractions due to the lines in (2.29). We now explain this

procedure in a bit more detail.

2.4 Approximating the Interface from the Volume

Fractions

Suppose g(x) is an unknown interface that passes through the center cell Ωij of a 3× 3

block of cells Bij containing nine square cells Ωi′j′ , each of side of length h, centered on Ωij .

Furthermore, assume the only information we have are the nine exact volume fractions

fi′j′ in the cells Ωi′j′ due to g(x). For example, in Figure 2.2 the ‘unknown’ interface

is g(x) = tanh(x), which is the blue curve, and the volume fractions are nonzero only

in cells that either contain the curve or are below it. We want to find a line segment

g̃ij(x) = mij x+ bij that is a second-order accurate approximation to g(x), in the following

sense,

max |g(x)− g̃ij(x)| ≤ C̃ h2 for all x ∈ [xi−1/2, xi+1/2] , (2.30)

where C̃ is a constant that is independent of h.

First we define a way to measure the error E(m̃) between the volume fractions fi′j′ we

are given that are due to the unknown interface and the approximate volume fractions

f̃i′j′ due to a line segment g̃(x) = m̃ x+ b̃ that passes through the center cell Ωij and the

3× 3 block Bij centered on Ωij,

E(m̃) =
i+1∑

i′=i−1

j+1∑
j′=j−1

(
fi′j′ − f̃i′j′

)2

. (2.31)
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Note that this is the square of the two norm on vector spaces Rn from linear algebra,

where in our case n = 9, (Strang, 2016).

For each c e l l

Skip i f volume f r a c t i o n i s 0 or 1

Gather VOF data f o r ne ighbor ing 3x3 block in to working array

Compute 6 ELVIRA candidate normals , and append computat ional

update o f prev ious normal vec to r as 7 th candidate

For each candidate normal

Compute c o r r e c t l o c a t i o n o f i n t e r f a c e to match cente r

c e l l volume f r a c t i o n

For each o f the c e l l in the 3x3 block

Extend the i n t e r f a c e from the cente r c e l l and

compute the impl i ed volume f r a c t i o n

Accumulate the square o f the d i f f e r e n c e between the

s t a t e volume f r a c t i o n and the impl i ed volume

f r a c t i o n

I f the e r r o r f o r t h i s normal vec to r i s l e s s than the

minimum so far , Note t h i s as minimizing index

Set the i n t e r f a c e normal to the minimizing value out o f the

candidates , and record the i n t e r f a c e to model s t a t e

Figure 2.5: Pseudocode for 2D ELVIRA Interface reconstruction algorithm

Now take the volume fractions we are given, namely fi′j′ , and form all six of the slopes

in (2.26) and (2.27) and the six candidate lines in (2.29) from these slopes. Remember

that the ‘y intercept’ b for each of the lines in (2.29) is determined by the constraint

f trueij = fij. Each of the six lines produces nine volume fractions in the 3 × 3 block Bij.

For example, given the slope mx,c defined in (2.26) we obtain the line gxc = mx
c x + bxc

defined in (2.29), which in turn gives us nine volume fractions fx,ci′j′ for i′ = i− 1, i, i+ 1

and j′ = j − 1, j, j + 1. Now compute E(mx
c ) and repeat this procedure for each of the

23



other lines in (2.29) with slopes computed as in (2.26) and (2.27). Finally, take the line

from (2.29) that minimizes the error defined in (2.31); i.e., pick the slope from (2.26)

and (2.27), call it m̃, that satisfies

E(m̃) = min {E(mx
l ), E(mx

c ), . . . , E(my
r)} . (2.32)

The line

g̃ = m̃ x + b̃ (2.33)

is the linear approximation to the true interface g(x) in Ωij that we use in the VOF

algorithm in this dissertation. In Puckett (2010a) and Puckett (2014) it is proven that

this algorithm produces a second-order accurate approximation to the true interface in

the sense of (2.30) provided that

h ≤ 2

33σmax
(2.34)

where σmax denotes the maximum curvature of the true interface, h is the grid size of a

square grid, and the volume fractions due to the true interface are exact.

We note that this result has only been proven for the stationary interface reconstruction

problem. In other words, given a smooth (e.g., two times continuously differentiable)

interface and the true volume fractions due to this interface on a square grid of side h,

then the approximate interface is second-order accurate in the max norm; i.e., the bound

in (2.30) holds. This bound is much stronger than a bound in the L1 or L2 norms that we

use to examine convergence rates in Section 4. It is believed by experts in the field that it

should be possible to prove, given the assumptions just stated above on the initial data

and assuming the interface stays smooth as it moves in some flow and that (2.34) holds at

each time step, then numerical approximation will remain second-order accurate in some

norm; e.g., L1 or L2. Although this is only a conjecture, we use it as a ‘rule of thumb’. It

appears to work for the results shown in Section 4.3 below.

A psuedocode implementation of this reconstruction algorithm is given in Figure 2.5.

As mentioned in Section 2.1 above, our current implementation of the VOF advection

method in ASPECT is a dimensionally split advection method. However, as we emphasized
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in Item 3 of Section 2.1 there is an important modification we make to the algorithm

described there, which is necessary in order to more nearly satisfy the conservation of

the (total) volumes of C1 and C2. We now describe this modification. (A different, yet

equivalent description is given in Section 2.2.1 of Puckett et al. (1997), which the interested

reader may wish to consult for a description of this algorithm from a slightly different

point of view.)

To begin, recall that the advection of the volume fraction function f is governed by

equation (2.3) that, in order to improve the ease of exposition, we rewrite here,

∂f

∂t
+ u · ∇f = 0 . (2.35)

Using the divergence free constraint on the velocity u = (u, v),

∇ · u = 0 , (2.36)

we obtain a modified, but equivalent, form of (2.35),

Conservation︷ ︸︸ ︷
∂f

∂t
+∇ · (uf) −

Correction︷ ︸︸ ︷
f(∇ · u) = 0 . (2.37)

It will be instructive to write this equation in the following form

∂f

∂t
+ ∇ · (u f) = f

∂u

∂x
+ f

∂v

∂y
. (2.38)

Note that in equation (2.37) the first term is the conservation equation (2.1) for f .

The key point is that if (2.36) is satisfied exactly, then the correction term in (2.37) will

be zero and hence, the advection equation in (2.35) for f is equivalent to the conservation

equation for f , which here we write in the following form,

∂f

∂t
+
∂(uf)

∂x
+
∂(vf)

∂y
= 0 . (2.39)

In the dimensionally split advection algorithm that we described in Step II of the Volume

Fraction Update in Section 2.1 above we approximated solutions of following two step

dimensionally split advection method,

∂f

∂t
+
∂(u f)

∂x
= 0 ,

∂f

∂t
+
∂(v f)

∂y
= 0 .

(2.40)
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However, unless each component of

∇ · u = ux + vy ,

equals zero separately (i.e., ux = 0 and vy = 0) numerical solutions of the equations in (2.40)

above will fail to be adequate approximate solutions of the advection equation (2.35) for

f . The reason for this is that in passing from (2.35) to (2.37) and thence to (2.39) we

assumed that the velocity u was divergence free (2.36).

In short, we need to approximate solutions of the dimensionally split version of the

modified equation (2.38),

∂f

∂t
+
∂(u f)

∂x
= f

∂u

∂x
,

∂f

∂t
+
∂(v f)

∂y
= f

∂v

∂y
.

(2.41)

In the dimensionally split algorithm that we use in this dissertation we approximate

solutions of (2.41) as follows,

f̃e = fke − ∆t
∂(u f)

∂x
+ ∆t f̃e

∂u

∂x
,

fk+1
e = f̃e − ∆t

∂(v f̃)

∂x
+ ∆t f̃e

∂v

∂y
.

(2.42)

Note that we have written these equations in semi-discrete form; i.e., discretized in time

but not in space. In (2.42) f̃e is the intermediate volume fraction of C1 in Ωe and (v f̃) is

the intermediate volume fraction flux in the y direction obtained from the intermediate

interface ĝ that has been reconstructed from the volume fractions f̃e′ surrounding Ωe as

explained in Step II of 3 “The Volume Fraction Update”in Section 2.1 above. We have

written the equations in (2.42) in this semidiscrete form in order to emphasize that in the

first equation f̃e is treated implicitly while in the second equation f̃e is treated explicitly.

Our complete discretization of (2.42) is as follows,

f̃e Ve = fke Ve − ∆t (fR UR − fL UL) + ∆t f̃e (UR − UL) ,

fk+1
e Ve = f̃e Ve − ∆t

(
f̃T UT − f̃B UB

)
+ ∆t f̃e (UT − UB) ,

(2.43)
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where e is an index that ranges over all cells Ωe, Ve is the volume of Ωe, r = L, R, B, T

denotes the left, right, bottom, and top cell edges, respectively, fr is the volume fraction

of C1 that will be fluxed across the rth edge as described in the caption to Figure 2.8, and

Ur =

∫
∂Ωe,r

ũr · nr ds , (2.44)

where ũr is a time centered approximation to the velocity u on the rth edge,

ũr =
uk+1 + uk

2
.

Again, note that in the dimensionally split algorithm in (2.43) the intermediate value f̃e in

the first equation is determined via an implicit discretization, while f̃e is treated explicitly

in the second equation.

There are a number of versions of VOF advection methods in the peer reviewed

VOF literature that are similar —or in at least one case —identical to our modified

algorithm (2.43). For example, on a grid of square cells of side h our method is identical

to the method in Section 2.2.1. of Puckett et al. (1997); i.e., equations (22)–(23). Our

algorithm is similar to the the one presented in Section “4.2 Eulerian Scheme” in Scardovelli

and Zaleski (2003) and attributed to the authors of Rider and Kothe (1998), except in both

papers the first step of the algorithm is explicit while the second step is implicit, which

is the opposite of our algorithm in (2.43). We also note that —assuming we understand

the authors notations correctly —the monodimensional Eulerian-implicit (EI) scheme in

equation (18) of Aulisa et al. (2007) is identical to our first (implicit) step in (2.43) and

the first (implicit) step in equation (22) of Puckett et al. (1997).

Finally, since we are using Strang splitting, Strang (1968) we evaluate (2.43) once for

each spatial dimension in the problem at each time step, alternating the order of the

dimensions in the subsequent time step.

2.5 The Implementation of the VOF method in AS-

PECT

We now describe our implementation in ASPECT of the VOF algorithm described above

on square, two-dimensional cells Ωe in physical space (Ωe is often referred to as the ‘real’
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I f i t e r a t i o n number i s even :

Assemble matrix f o r X d i r

So lve us ing Jacobian Precond i t ioned Conjugate Gradient

Reconstruct I n t e r f a c e

Assemble matrix f o r Y d i r

So lve us ing Jacobian Precond i t ioned Conjugate Gradient

Reconstruct I n t e r f a c e

e l s e :

Assemble matrix f o r Y d i r

So lve us ing Jacobian Precond i t ioned Conjugate Gradient

Reconstruct I n t e r f a c e

Assemble matrix f o r X d i r

So lve us ing Jacobian Precond i t ioned Conjugate Gradient

Reconstruct I n t e r f a c e

end

Update FEM approx o f VOF i n t e r f a c e s t a t e

Figure 2.6: Volume-of-Fluid time step update algorithm

cell). Pseudocode sketches of the structure of the algorithm are given in Figures 2.6 and 2.7.

In a VOF method it is natural to use the method of characteristics to calculate the flux of

C1 through each of the cell edges. This is done by tracing backward in time along a linear

approximation to each characteristic that crosses the cell edge in the time interval [tk, tk+1]

in order to identify the total volume VF of both compositions C1 and C2 that will cross

a given edge in the time interval [tk, tk+1]. We then compute that portion of the volume

associated with the composition C1 that is being tracked; i.e., by computing the volume of

C1 in the total volume VF . This procedure is depicted in Figure 2.3 for a one-dimensional

sweep in the x-direction, in which case the linear approximation to the characteristics that

cross the right edge of Ωe are horizontal lines of length ui+i/2,j ∆t that fill out the rectangle

(shown in green and pink) of volume VF = ui+i/2,j ∆t h. See Colella (1990); LeVeque (1996)
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For each c e l l

Compute c e l l volume by quadrature

For each edge in the cur rent s p l i t d i r e c t i o n

I f t h i s c e l l should assemble f o r t h i s edge

Get ne ighbor data

Compute f l u i d volume f luxed through edge

I d e n t i f y which c e l l i s upwind o f the cur rent c e l l

edge

Use volume f luxed to compute volume f r a c t i o n on

f luxed reg i on f o r upwind c e l l

Update assembly f o r both volume c o r r e c t i o n and RHS

Figure 2.7: Algorithm used for split VOF advection update

for examples of computing a second-order accurate flux in this manner in a finite volume

discretization of (3.26), rather than a VOF discretization of (3.26) or, equivalently, (2.1),

as well as higher resolution versions of these algorithms. In our computation of the volume

and volume fraction flux we make use of several algorithms that we developed for the

interface reconstruction step. We will describe these algorithms is more detail below.

There are a number of approaches one can consider for obtaining the velocities on the

rth edge from the approximate FEM solution of the incompressible Stokes equations. Two

such approaches are

1. A point sample of the velocity normal to the rth edge ∂Ωe,r taken at some point on

∂Ωe,r,

2. The velocity integrated along the rth edge ∂Ωe,r of Ωe,∫
∂Ωe,r

u · nr ds , (2.45)

where nr denotes the (outward facing) unit normal to ∂Ωe,r and k = 1, 2, 3, or 4.

For a finite volume method both are reasonable approximations to the edge velocities.
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However, the latter method (2.45) is a closer analogue to the type of procedure one would

typically choose for a finite element method.

We now describe our implementation of the computation of the volume flux of C1 into

or out of a square cell Ωe of side h. (When we employ AMR, h denotes the length of

each side of the most finely resolved cells in the FEM grid.) First, note that all of the

information that describes the interface; namely, its distance de to the center of the cell

and the unit normal ne to the interface, is stored with respect to the center of the unit cell

Ω̃e as depicted in Figure 2.8. In particular, the interface in the unit cell Ω̃e is given by

nẽ · (x − xcẽ) = dẽ (2.46)

where xcẽ is the center of Ω̃e, dẽ is the distance of the (mapped) interface from the center

xcẽ of Ω̃e, and nẽ is a unit vector that is perpendicular to the reconstructed linear interface

in Ω̃e, with the convention that nẽ always points away from the region containing C1. The

location of the interface is stored by recording nẽ and dẽ for each cell Ωe that contains

a portion of the interface. For the case when the velocity field is perpendicular to a cell

edge, say ∂Ωe,r, for some k = 1, 2, 3, 4, let ñr be the outward facing unit normal vector

to the rth edge ∂Ω̃e,r of the unit cell Ω̃e, and, as above, let VF denote the total volume

flux that will cross ∂Ωe,r; i.e., the volume flux of C1 plus the volume flux of C2.

As shown in Figure 2.8, with only a few computationally inexpensive transformations

we can use the same algorithm we used to compute the volume fraction on a cell Ωe in the

reconstruction step to compute the volume flux of C1 across each of the edges of Ωe. If we

map the rectangular region of size VF which we expect to pass through the cell edge from

Ω̃e to another unit cell Ω̃I and assume the velocity is perpendicular to the rth cell edge

∂Ω̃e,r of Ωe, we find that the line describing the interface within the unit cell Ω̃I is given by

nI · (x − xcI) = dI

where xcI is the center of Ω̃I as shown in Figure 2.8. The values of nI and dI in terms of
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u

h

h

Ωe

nk

xcẽ
dẽ = 0

nẽ

1

1

Ω̃e

xcI

dI

nI

1

1

Ω̃I

Figure 2.8: A diagram of the mapping of the region (in purple) containing the compositional
field C1 in the real cell Ωe to its associated unit cell Ω̃e. In this diagram we have assumed
that the velocity field u = (u, 0) points in the x direction only so that the flux of C1 across
the right edge of Ω̃e is a rectangular region. This allows us to compute the total volume
VF of C1 and C2 that is fluxed across the right edge of Ω̃e; namely, the rectangle on the
right edge of Ω̃e. We then map this rectangle to another unit cell Ω̃I in order to compute
the volume fraction fr of the (mapped) rectangle that contains the composition C1. Since
in this dissertation, linear interfaces map to linear interfaces, we can use the unit normal
nI and distance dI to calculate the volume fraction fr of C1 in this rectangle. Note that,
since this diagram has been chosen to correspond exactly to the one in Figure 2.3 in which
the interface and reconstructed interface both pass through the cell center, we have dẽ = 0.
However, in general, dẽ 6= 0.

ne, nk, and de are given by

nI = nẽ + (
VF
Ve
− nẽ · nk) nk ,

dI = dẽ − (
1

2
+
VF
2Ve

)(nẽ · nk) .

where Ve is the volume of Ωe (the upwind cell for this edge), and nk is the outward pointing

unit normal to the cell edge ∂Ω̃e,r.

Since we are computing on a uniform square grid, we have a constant Jacobian and

hence, the volumes on the unit cell and the volumes in physical space are related by a

constant multiple. With this constraint, for a given interface, there is a simple formula to

calculate the volume of C1 on the side opposite the unit normal n; e.g., see Scardovelli and

Zaleski (2000), which we will cover in Section 2.6. We use (2.48) to compute the volume

flux of C1 across the right edge, which is f(nI , dI)VF . We use an analogous procedure to

compute the flux of C1 across the other three edges Ωe,r of Ωe.
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Now let VF,r and fr VF,r denote the total volume flux and the volume flux of C1 across

the rth edge Ωe,r of Ωe, respectively. We can now use these quantities to write our modified

dimensionally split update fke → fk+1
e of the volume fraction of C1 in Ωe in a slightly

different form than we did in equation (2.43),

f̃e (Ve −
∑
r

VF,r) = fke Ve +
∑
r

fr VF,r

fk+1
e Ve = f̃e Ve +

∑
r

fr VF,r + f̃e
∑
r

VF,r .
(2.47)

where r only runs over the cell faces on the unit cell that are perpendicular to the

direction of that particular sweep. Furthermore, as mentioned before, the order of the

sweep directions are alternated at each time step in order to achieve second-order accuracy.

Finally, note that the simplified version of these equations; i.e., without the terms f̃e
∑
r

VF,r

in each equation of (2.47), are essentially identical to the equations (2.8)–(2.10), although

with a slightly different notation.

2.6 Volume Fraction Computation

A critical component in both the reconstruction and advection steps of the algorithm

is the ability to calculate the volume and thus volume fraction implied by an interface

on particular types of regions. In particular, the two categories of regions that need to

be handled are the discretization cells, and the regions used to compute the flux volume

fractions. Additionally, the reconstruction step requires the ability to compute the correct

location for an interface with a given normal vector to match a specified volume fraction.

Under the restricted case of real space regions that can be mapped to a unit cell with a

mapping that produces a constant Jacobian, the necessary calculation may be done using

a formula derived in Scardovelli and Zaleski (2000), and mentioned earlier in section 2.5.
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In our notation this formula is,

f(n, d) =



1 1
2
≤ d̄

1− (d̄− 1
2

)2

2m(1−m)
1
2
−m < d̄ < 1

2

1
2

+ d̄
(1−m)

m− 1
2
≤ d̄ ≤ 1

2
−m

(d̄+ 1
2

)2

2m(1−m)
−1

2
< d̄ < m− 1

2

0 d̄ ≤ −1
2

(2.48)

where m = 1− ‖n‖∞‖n‖1 and the components of n are parallel to sides of the unit cell Ω̃e, and

d̄ = d
‖n‖1 .

While the above equation 2.48 is sufficient for the cases appropriate to the current

advection and reconstruction algorithms, the ability to extend the implementation to

more complex mesh geometries is a natural additional goal. Due to the volume fraction

calculation being sufficiently fundamental, it is a natural starting point. The approach that

was finally selected was partially inspired by the xFEM Heaviside function implementation

in Ventura (2006).

Given a set of basis functions ψi, there will be some function H̃n,d(x̂) that can be

constructed in the span of ψi such that∫
Ω̂e

H(d− n · x̂)ψidx̂ =

∫
Ω̂e

H̃n,d(x̂)ψidx̂ (2.49)

If the determinant of the Jacobian for the mapping to model space can be ensured to be

within the span of ψi, then the use of H̃ in the place of the interface defined indicator

function will allow standard integration by quadrature without loss of accuracy. The

construction of H̃ can be done using the formulas

H̃n,d(x̂) = Cn,d,iψi , (2.50)

Cn,d,i =

∫̂
Ωe

H(d− n · x̂)ψidx̂∫̂
Ωe

ψ2
i dx̂

. (2.51)

(2.52)
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While the above construction obviously satisfies equation 2.49, it does require the ability

to integrate a Heaviside function on the unit cell, which we wished to avoid in the main

computational model due to both complexity and calculation intensity. It is therefore

necessary to be able to obtain Cn,d,i in a manner that allows the integration of the Heaviside

function to be done outside of the main computational loop. The most reasonable approach

is to make use of an external computer/symbolic algebra system to find the correct

calculations for the coefficients Cn,d,i, and then use the derived formulas in the main

computation. This approach does impose practical limits on what spaces ψi are reasonable

to implement, based on the number of coefficients for which it is reasonable to maintain

the formulas.

2.7 The Model Coupling Procedure

For each c e l l

Obtain the FEM compos it ion f i e l d un i t c e l l support po in t s

from Deal . I I

Use the s p e c i f i e d h e u r i s t i c s to compute the value o f the

compos it ion f i e l d at each un i t c e l l l o c a t i o n

Set the compos it ion f i e l d element to the cor re spond ing value

Figure 2.9: Algorithm for setting the FEM composition approximation to the true interface
data

Having now described our implementation the VOF method in ASPECT, it is necessary

to establish how the computed fluid interface is presented as a so-called compositional

field C in ASPECT, which will be used by the Finite Element methodology in cases where

the tracked fluid is an active part of the problem, such as the density, or the viscosity, or

both. For example, see Puckett et al. (2018) where the density is tracked in ASPECT by

placing its values on active tracer particles. The psuedocode structure of the algorithm

used is given in Figure 2.9.

In order to be compatible with the existing infrastructure for advecting compositional

fields in ASPECT, it proved to be most efficient to present the results of the VOF
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method as a traditional continuous or discontinuous Galerkin FEM field to the rest of the

software. Therefore, the location of the tracked composition is presented as a finite element

approximation to the characteristic function implied by the reconstructed interface (i.e.,

χ(de − ne · (x̃− x̃c))), as one of the “compositional fields” in ASPECT.

In order to avoid additional complexity due to interfering with the field values on

neighboring cells, we require that the finite-element field used for the approximation use a

discontinuous finite-element discretization; e.g., discontinuous Pq (polynomial elements of

maximum total degree q) or discontinuous Qq (polynomial elements with each individual

variable having maximum exponent q) elements, which are typically denoted as P−q and

Q−q elements. In this paper we explicitly consider cases suitable for use with discontinuous

P0 and discontinuous Q1 elements, and make use of the latter approach. For a number of

reasons, often relating to the physical interpretation of the quantity C, it is also desirable

to ensure that the generated approximation will always be bounded; i.e., 0 ≤ C ≤ 1.

Among the more obvious reasons for this requirement are physical constraints, such as the

density must satisfy ρ > 0.

A basic implementation can be done by directly copying the volume fraction data to a

discontinuous P0 element (i.e. the value of the discretized variable is constant on each cell).

This is equivalent to a minimum L2 error approximation when using the discontinuous P0

element to approximate the indicator field implied by the reconstructed interface.

However, attempting to obtain an ideal (minimum L2 error) approximation using a

higher order element such as DG Q1 or DG P1 is more difficult, especially when we wish to

respect the bounds on the compositional fields 0 ≤ C ≤ 1, since the result of a minimum

L2 error approximation for such an element is almost certain to violate the 0 ≤ C ≤ 1

bounds in all non-trivial cases. Also, a basic minimum L2 error approximation for the

indicator function would require significant additional computational expense and code

complexity. Thus, any approximation using a non-constant element would best be done

using a heuristic approach.

In our implementation, in order to generate a DG Q1 element approximation to the C

field that is implied by the reconstructed interface, we apply the following constraints.
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1. The gradient of the element is in the same direction as the normal of the interface.

2. The gradient is as large as possible while maintaining 0 ≤ C ≤ 1 everywhere.

3. In order to conserve the mass in this step, the volume fraction implied by the DG

Q1 element approximation to the C field must match the volume fraction fe in the

VOF approximation to the C field; i.e.,∫
Ωe

C(x) dx = fe Ve

where Ve is the volume of Ωe.

On a square mesh, for a cell with the reconstructed interface

nẽ · (x − xcẽ) = dẽ (2.53)

the above constraints result in the approximation on the unit cell being

C(x) = fẽ − 1− | 2 fẽ − 0.5| nẽ
‖nẽ‖1

· (x − xcẽ) (2.54)

Since we use a DG Q1 element the above equation produces a bilinear approximation to

the VOF method’s reconstructed indicator function, with little additional computational

cost as compared to using a P0 approximation.

2.8 Coupling with the AMR Algorithm

The deal.II library (Arndt et al., 2017b) upon which ASPECT is built manages the AMR

algorithm through the p4est library (Burstedde et al., 2011b). Deal.II, and hence, ASPECT

provides a mechanism for setting the refinement criteria; both when to refine a cell and

when to coarsen a cell. Since reconstructing and advecting the interface across different

levels of refinement both increases algorithm complexity and decreases the accuracy with

which the interface is resolved, in this work we ensure that the interface is always on the

finest level of refinement. This approach requires that the cells that contain the interface,

including the case where the interface is on a cell boundary, and any cell that shares a

vertex with any of those cells must also be at the finest level of refinement.
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The criteria for refining a cell that we have adopted is a two step algorithm that

requires one pass over the entire mesh and one pass over a subset of the entire mesh. In the

first step we check every cell in the entire mesh making a list of all cells that contain a part

of the interface. More specifically, we regard all cells Ωe that satisfy εvof < fe < 1− εvof ,

where εvof is a small parameter, to contain a portion of the interface. In addition, all cells

Ωe that have a neighboring cell Ω′e that shares a face with Ωe and differ in volume fraction

sufficiently (e.g., |fe − f ′e| > εvof ) are also added to this list. In the computational results

shown in Chapters 4 and 5 we use the value εvof = 10−6. We note here that if working

with a distributed mesh, the cell must also be added to the list on the neighboring mesh

regions where it appears as a ghost cell for the next step to behave consistently with local

meshes. In the second pass over a subset of the entire grid we make a list of all cells

that share a vertex with any cell already in the list of cells that contain a portion of the

interface and also flag each of these cells for refinement. These flags are then passed to

deal.II and thus on to p4est (Burstedde et al., 2011b), which handles the details of the

refinement of these cells and the coarsening of those cells that no longer need to be at the

finest level of refinement.

Recall that the CFL (Courant-Friedrichs-Lewy) condition is a constraint on the time

step ∆t that is typically given by

∆t ≤ σ
he
‖u‖∞

for all cells e in the computation . (2.55)

Here the dimensionless constant σ ≤ 1 is the CFL number, he is the characteristic size

of cell e, and ‖u‖∞ is the maximum value of the velocity over the entire domain Ω.

(See Courant et al. (1967); John (1978); Lax (1967) for more details and, in particular, for

an explanation as to why σ ≤ 1 for explicit numerical approximations to the solution of

advection equations.) The constraint in (2.55) is required to hold at each time step tk,

which implies that in most computations ∆t must be recomputed at each time step, since

the magnitude of the velocity u may have changed from time tk to time tk+1. In addition,

when AMR is a part of the computation, the minimum or maximum value of he may also

have changed during the time step.

In ASPECT the constraint in (2.55) is modified by dividing the right-hand side by the
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order p of the polynomial basis functions that are used to discretize the velocity field

∆t ≤ σ
he

p ‖u‖∞
for all cells e in the computation . (2.56)

The rational behind this formula is that the number of nodes in a given cell at which

a value of the velocity is specified depends on the degree of the polynomial. In other

words, in a finite element method the nodes are locations at which the unknowns, such as

velocity, are specified just as the corners or centers of a cell in a finite difference or a finite

volume method are locations at which the unknowns are specified. Thus, the distance

between the nodes he
p

is analogous to the distance, say ∆x, between grid points in a finite

difference or finite volume method, for which one would use the formula in (2.55). (See the

section entitled “Numerical experiments to determine optimal parameters” of the reference

documentation for deal.II (Kronbichler and Bangerth, 2011) for further information.)

Given that the time step ∆t is constrained by (2.56), the interface can move at most

σ ≤ 1 cell widths in one time step tk → tk+1. This permits the reduction of the frequency

with which we must conduct the remeshing procedure to N time steps where N < W−2
2σ

and W is the minimum width of the maximally refined band of cells. (See, for example,

any of the AMR computations in the second (b) and fourth (d) frames in Figures 5.1–5.2

for explicit examples of W .) For the refinement strategy described above, the safest

assumption is that W = 4. This takes into consideration the case where the interface is

at the cell boundary. A band of larger width W > 4 would both require a more complex

algorithm to find the necessary cells to flag and would increase the number of refined

cells. Thus, there is a balance between cost associated with the frequency of running the

algorithm to flag cells for refinement and cost of having a larger value of W . This balance

is problem dependent.
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Chapter 3

THE GOVERNING EQUATIONS

OF CONVECTION AND THEIR

DISCRETIZATION

3.1 Thermochemical Convection in the Mantle with

Two Materials

In this section we present the equations associated with the model problem concerning

LLSVPs (Large Low Shear Velocity Provinces), which we briefly described above. The

reason for organizing this dissertation in this order is that when one uses a VOF algorithm it

is necessary to supplement the dependent variables with a passively advected ‘compositional’

variable, which will be used to indicate the location of the material interface between

two distinct materials at each time step. We therefore find it convenient to introduce the

equations as formulated for a problem with two distinct materials, such as the one we

have posed for modeling LLSVPs.

In the VOF literature the compositional variable is typically denoted f for volume

fraction. However, in the mantle convection literature (and sometimes in the VOF

literature) it is denoted C for composition. No matter what the notation we always have

0 ≤ C, f ≤ 1 and C (or f) is passively advected with the flow; e.g.,

∂C

∂t
+ u

∂C

∂x
+ v

∂C

∂y
= 0 , (3.1)
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and similarly for f . Thus we augment the standard incompressible equations for mantle

convection (e.g., (Schubert et al., 2001)) with (3.1) where it is understood that C may be

replaced by f as appropriate.

After giving an overview of the numerical methodology we use to approximate solutions

of these equations in Section 3.2, with an in-depth description of how we implement the

VOF algorithm in ASPECT having been covered in Chapter 2 we present a sequence of

computations of the model problem using the VOF methodology in 5.1.

3.1.1 The Dimensional Form of the Equations

In order to study the efficacy of our implementation of a VOF algorithm in ASPECT to

model processes that occur in the Earth’s mantle, we compute problems that emphasize

the effect of having two materials or compositions. Here we present a set of equations to

model thermochemical convection in the mantle with two materials that have a density

difference. In Section 5.1 we will use these equations as they are presented here to study

the effect that a density difference between a stratified layer has on thermal convection.

We consider a two-dimensional flow in a horizontal fluid layer with a thickness or height

d. Our problem domain Ω has width 3 d and height d. At a given reference temperature

T0 the region d/2 < y ≤ d has a compositional density of ρ0 and the region 0 ≤ y < d/2

has a compositional density of ρ0 + ∆ρ where ∆ρ � ρ0.

We also introduce a composition variable C(x, y, t) defined by

C =
ρ− ρ0

∆ρ
. (3.2)

The composition C is the concentration of the dense fluid as a function of space and time.

The initial condition for C is

C(x, y, t = 0) =

 1 for 0 ≤ y ≤ d/2 ,

0 for d/2 < y ≤ d .
(3.3)

The upper boundary, at y = d, has temperature T0 and the lower boundary at y = 0

has temperature T1. The fluid is assumed to have a constant viscosity µ, which is large.

The Prandtl number is assumed to be very large,

Pr =
µ

ρ0κ
� 1 , (3.4)
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where κ is the thermal diffusivity, so that inertial effects can be neglected. The fluids in

the high density and low density layers are immiscible; i.e., they cannot mix by diffusion.

Similarly, the Lewis number is also assumed to be large,

Le =
κ

D
� 1 , (3.5)

whereD is the diffusion coefficient for the compositional variable C. Thus, the discontinuous

boundary between the high density and low density fluids is preserved indefinitely.

The problem we have posed requires the solution of the standard equations for thermal

convection with the addition of an equation for the compositional field C that tracks the

density field. The governing equations are described in detail in Schubert et al. (2001);

Turcotte and Schubert (2014).

We make the assumption that the Boussinesq approximation

ρ(x, y, t) = ρ0 (1− α (T − T0)) + ∆ρC , (3.6)

holds; namely, that density differences associated with convection ρ0 α (T1 − T0) and ∆ρ

are small compared with the reference density ρ0.

Conservation of mass requires

∂u

∂x
+
∂v

∂y
= 0 (3.7)

where x and y denote the horizontal and vertical spacial coordinates, oriented as shown in

Figure 3.1, and u and v denote the horizontal and vertical velocity components, respectively.

We use the Stokes equations

0 =
−∂P
∂x

+ µ

(
∂2u

∂x2
+
∂2u

∂y2

)
, (3.8)

0 =
−∂P
∂y

+ µ

(
∂2v

∂x2
+
∂2v

∂y2

)
+ ρ0α(T − T0)g −∆ρ C g , (3.9)

where α is the coefficient of thermal expansion, g is the gravitational acceleration in the

negative (downward) y-direction as shown in Figure 3.1, and

P = p+ ρ0 g y
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where p is the dynamic pressure and ρ0 g y is the isostatic pressure. Conservation of energy

requires

∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
= κ

(
∂2T

∂x2
+
∂2T

∂y2

)
, (3.10)

where κ is the thermal diffusivity.

When there is no compositional diffusion, i.e., D = 0, the composition variable C

satisfies the advection equation

∂C

∂t
+ u

∂C

∂x
+ v

∂C

∂y
= 0 . (3.11)

3.1.2 The Nondimensional Form of the Equations

We introduce the nondimensional variables

x′ =
x

d
, y′ =

y

d
, t′ =

κ

d2
t,

u′ =
d

κ
u, v′ =

d

κ
v, ρ′ =

ρ

ρ0

,

T ′ =
T − T0

T1 − T0

, P ′ =
d 2P

µκ
,

(3.12)

and the two nondimensional parameters, the Rayleigh number Ra and the buoyancy ratio

B

Ra =
ρ0 g α (T1 − T0) d3

µκ
, (3.13)

B =
∆ρ

ρ0 α (T1 − T0)
. (3.14)

where g = 9.80665m/s2 is the acceleration due to gravity.

Substitution of equations (3.12)–(3.14) into equations (3.7)–(3.11) gives

∂u′

∂x′
+
∂v′

∂y′
= 0 , (3.15)

0 =
−∂P ′

∂x′
+
∂2u′

∂x′2
+
∂2u′

∂y′2
, (3.16)

0 =
−∂P ′

∂y′
+
∂2v′

∂x′2
+
∂2v′

∂y′2
+ RaT ′ − Ra BC , (3.17)

∂T ′

∂t′
+ u′

∂T ′

∂x′
+ v′

∂T ′

∂y′
=
∂2T ′

∂x′2
+
∂2T ′

∂y′2
, (3.18)

∂C

∂t′
+ u′

∂C

∂x′
+ v′

∂C

∂y′
= 0 . (3.19)
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Figure 3.1: The geometry of the (nondimensional) computational domain Ω shown with the
temperature boundary conditions on the four side walls. The velocity boundary conditions
on the side walls are u · n = 0 (no flow) and ∂u/∂τ = 0 (free slip) where n and τ are the
unit normal and tangential vectors to the boundary respectively.

This is the superposition of a Rayleigh-Taylor problem and a Rayleigh-Bénard prob-

lem (Chandrasekhar, 1961; Turcotte and Schubert, 2014). In the isothermal limit, T0 = T1,

it is the classic Rayleigh-Taylor problem. If C is positive, a light fluid is above the heavy

fluid and in a downward gravity field the fluid layer is stable. If ∆ρ is negative, a heavy

fluid lies over a light fluid and the layer is unstable. Flows will transfer the heavy fluid

to the lower half and the light fluid to the upper half and the density layer will overturn.

If ∆ρ = 0 and hence, B = 0, this is the classic Rayleigh-Bénard problem for thermal

convection. The governing parameter is the Rayleigh number Ra. If 0 < Ra < Rac, the

critical Rayleigh number, no flow will occur; e.g., see Turcotte and Schubert (2014). If

Rac < Ra < Rat, where Rat is the Rayleigh number beyond which thermal turbulence

develops, steady cellular flow will occur (Turcotte and Schubert, 2014). If Ra > Rat, the

flow becomes unsteady and thermally turbulent (Turcotte and Schubert, 2014).

If Ra > Rac and B is small, the boundary between the density differences will not block

the flow driven by thermal convection. Kinematic mixing will occur and the composition

will homogenize so that the density is constant. Whole layer convection will occur. If B is

large, the density difference boundary will block the flow driven by thermal convection.

The compositional boundary will be displaced vertically but will remain intact. Layered

convection will occur with the compositional boundary as the boundary between the

convecting layers. In this work the Rayleigh number Ra defined in equation (3.13) is
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based on the domain thickness d and this is the case for which we will show numerical

computations.

3.2 Discretizations

In the following discussion of the numerical methodology, we will only consider the

dimensionless equations (3.15)-(3.19) and drop the primes associated with the dimension-

less variables. The vector form of the dimensionless equations on the two dimensional

rectangular domain Ω = [0, 3]× [0, 1] shown in Figure 3.1 are given by

−∇2u +∇P = (−Ra T + Ra B C) g , (3.20)

∇ · u = 0 , (3.21)

∂T

∂t
+ u · ∇T = ∇2T (3.22)

∂C

∂t
+ u · ∇C = 0, (3.23)

where u = (u, v) is the velocity and g = (0,−1) is the unit vector pointing downward.

Note that the composition equation (3.23) is equivalent to

DC

Dt
=
∂C

∂t
+ u

∂C

∂x
+ v

∂C

∂y
= 0 , (3.24)

where
D

Dt
≡ ∂

∂t
+ u

∂

∂x
+ v

∂

∂y
(3.25)

is the material derivative. Equation (3.24) implies that the composition C is constant on

particle paths in the flow (Chorin and Marsden, 1993). Furthermore, since by (3.21) the

velocity u is divergence free, the composition equation (3.23) can be written in conservation

form
∂C

∂t
+∇ · (uC) = 0 , (3.26)

implying that the composition C is a conserved quantity —it is neither created nor

destroyed as it is advected in the flow field.

We assume no-flow and free-slip velocity boundary conditions on all boundaries,

u · n = 0 (no-flow) , (3.27)

∂u

∂τ
= 0 (free slip) , (3.28)
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where n and τ are the unit normal and tangential vectors to the boundary respectively.

We impose Dirichlet boundary conditions for the temperature on the top and bottom of

the computational domain and Neumann boundary conditions (no heat flux) on the sides

of the computational domain,

T (x, 0, t) = 1 , (3.29)

T (x, 1, t) = 0 , (3.30)

∂xT (0, y, t) = 0 , (3.31)

∂xT (0, y, t) = 0 . (3.32)

The geometry of the computational domain together with the boundary conditions on the

temperature are shown in Figure 3.1. In this work we only consider no-flow boundary

conditions (3.27). Therefore, we do not need to specify boundary conditions on the

compositional field C, since there can be no flow of the composition through the boundaries.

3.2.1 Decoupling of the Nonlinear System

The incompressible Stokes equations can be considered as a constraint on the temperature

and composition at any given time leading to a nonlinear system of equations. To solve this

nonlinear system, we apply the Implicit Pressure Explicit Saturation (IMPES) approach,

originally developed for computing solutions of equations for modeling problems in porous

media flow (Huber and Helmig, 1999; Sheldon et al., 1959), to decouple the incompressible

Stokes equations (3.15)–(3.17) from the temperature and compositional equations (3.18)–

(3.19). This leads to three discrete systems of linear equations, the Stokes equations, the

temperature equation, and the composition equation, thereby allowing each equation to

be solved easily and efficiently.

3.2.2 Discretization of the Stokes Equations

Let tk denote the discretized time at the kth time step with a time step size of ∆tk = tk−tk−1,

k = 0, 1, . . . Given the temperature T k and composition Ck at time t = tk, we first solve
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the Stokes equations (3.15)–(3.17) to obtain the velocity uk = (uk, vk) and pressure P k

−∇2uk +∇P k =
(
−Ra T k + Ra BCk

)
g , (3.33)

∇ · uk = 0 . (3.34)

For the incompressible Stokes equations (3.33)–(3.34), we use the standard mixed FEM

method with a Taylor-Hood element (Donea and Huerta, 2005) for the spatial approxi-

mation. We refer the interested reader to Kronbichler et al. (2012) for a more detailed

discussion of the spatial discretization and the choice of Stokes preconditioners and solvers.

3.2.3 The Discretization of the Temperature Equation

In mantle convection the thermal diffusivity κ is very small compared to the magnitude of

the velocity. Thus, if we let ‖u‖∞,e denote the maximum magnitude of the velocity on cell

e and he denote the characteristic size of this cell, in some computations, even for very

fine meshes (i.e., small he), the local Péclet number on cell e,

Pee
def
=

he ‖u‖∞,e
κ

, (3.35)

is usually in the range 102 to 104. For such high local Péclet number problems, standard

finite element discretizations introduce spurious oscillations in the vicinity of steep gradients

of advected quantities, even in the presence of some (relatively small) diffusion (Donea

and Huerta, 2005). Therefore, some form of stabilization must be added to the discrete

formulation of the advection-diffusion equation for the temperature.

In all of the computations presented here we use the algorithm currently implemented in

ASPECT to approximate the spatial and temporal terms in the temperature equation (3.22)

only. This algorithm is based on the so-called ‘entropy viscosity’ method, which is described

in detail in Guermond et al. (2011); Kronbichler et al. (2012). The entropy-viscosity

stabilization method adds additional (i.e., artificial) ‘viscosity’ where the local Péclet

number is large and the solution is not smooth. In other words, we approximate solutions

of the modified temperature equation

∂T

∂t
+ u · ∇T = ∇ · (κ + νh(T ))∇T , (3.36)
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with an artificial diffusion term νh(T ) added to the equation. Here the entropy viscosity

function νh(T ) is a non-negative constant within each cell, which can vary from cell to cell.

Note that we have written equation (3.36) in the dimensional form (3.10) in order to

make our discussion of the entropy-viscosity stabilization technique consistent with the

discussion in Kronbichler et al. (2012).1 Also note that in all of the computational results

shown in this dissertation the thermal diffusivity κ is constant, but that in general this

need not be the case. Hence, we have written the advection diffusion equation for the

temperature in (3.36) in a more general form.

Conceptually, in regions where the temperature field T is smooth νh should be small,

and in regions with significant variability νh should be of a size that is roughly the same as

the diffusive flux in a first-order upwind method. This nonlinear definition of the artificial

viscosity ensures that the dissipation is as small as possible, while still large enough to

prevent oscillations in the temperature field. In particular, the global approximation

property of the method will not be affected, as would be the case with the addition of a

simple linear artificial diffusion with a constant value νh.

The details concerning how νh is determined on cell e, which is denoted νh|e, are as

follows. As in Guermond et al. (2011) and Kronbichler et al. (2012) we let

νh|e = min
(
νmax
h |e, νEh |e

)
(3.37)

In equation (3.37) the maximum viscosity νmax
h |e is defined by

νmax
h |e = β he ‖u‖∞,e , (3.38)

where the parameter β = 0.078 is the (current) default value in ASPECT. This parameter

controls the maximum dissipation of the entropy viscosity, which is the part that only

scales with the cell diameter he and the maximum velocity ‖u‖∞,e in cell e, but does not

depend on the solution field itself or its residual.

1There are only three differences in our notation from that in Kronbichler et al. (2012). First,
in Kronbichler et al. (2012) the authors use the letter ‘K’ to denote a specific cell rather than the letter
‘e’ as we do here. In addition, we use cR and β instead of αE and αmax, respectively, which are used
in Kronbichler et al. (2012) but are now also denoted cR and β, in the ASPECT manual (Bangerth et al.,
2019), which is the definitive source for information concerning these parameters.
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The entropy viscosity νEh |e in equation (3.37) is defined by

νEh |e = cR
h2
e ‖rE(T )‖∞,e

‖E(T )− Eavg‖∞,Ω
, (3.39)

where cR = 0.33 is the (current) default value in ASPECT. This parameter controls the

part of the entropy viscosity that depends on the solution field itself and its residual in

addition to the cell diameter and the maximum velocity in the cell. See the ASPECT

manual (Bangerth et al., 2019) for additional information.

Now, if we let

Tm =
1

2
(Tmin + Tmax) ,

then the function E(T ) in (3.39) is defined by

E(T ) =
1

2
(T − Tm)2 .

The entropy viscosity in (3.39) is scaled globally by the term

‖E(T )− Eavg‖∞,Ω ,

which is the maximum deviation of E(T ) from its spacial average,

Eavg =
1

|Ω|

∫
Ω

E(T ) .

Also, the residual rE(T ) in (3.39) is defined by

rE(T ) =
∂ E(T )

∂t
+ (T − Tm)

(
u · ∇T − κ∇2T

)
.

This residual is zero if applied to the true solution T of the temperature equation (3.10),

leading to no artificial diffusion. However, it is non-zero when applied to the numerical

approximation of the true solution T and will be large in areas where the numerical

approximation is poor, such as close to strong gradients.

There is a detailed explanation of how the default values of the parameters β and

cR were chosen in the section entitled “Numerical experiments to determine optimal

parameters” of the reference documentation for deal.II (Kronbichler and Bangerth, 2011).

The exact value of these parameters may have been been modified since this documentation
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was written. However, the manner in which they were chosen is similar to the procedure

discussed in the above reference. As of this writing the values β = 0.078 and cR = 0.33 are

the default values in ASPECT. More importantly, these are the values we used in all of the

computations of the model problem defined in Section 3.1 that are shown in Section 5.1.

These are the only computations in this dissertation that involve approximating solutions

of the temperature equation (3.36).

In addition, we note a study on the effect the entropy-viscosity algorithm has on the

computed solution as a function of the local Péclet number in a problem that involves

a rising square, which is about one-fifth the size of a larger two dimensional square in

which the smaller square is hotter than the surrounding fluid done by He et al. (2016).

In this work it is demonstrated that on a 100× 100 grid the local Péclet number had to

be Pee > 102 in order for the approximate solution of the temperature equation without

entropy viscosity to cause oscillations in the flow field, while the approximate solution of the

temperature equation with entropy viscosity did not allow these oscillations. Furthermore,

for computations with Pee ≤ 102 the approximate solution of the temperature equation

with and without entropy viscosity were visually identical, suggesting that the entropy

viscosity was zero or near zero in most if not all of the cells. In summary, we confirmed

that the additional diffusion added by the entropy-viscosity algorithm for approximating

solutions of the temperature equation is sufficiently small that it does not adversely affect

our computed solutions until the local Péclet number was Pee > 102 .

Now let

(ψ, φ)Ω =

∫
Ω

φ(x, y)ψ(x, y) dx dy (3.40)

be the inner product of two scalar functions φ and ψ on the domain Ω and let ΓD = {(x, y) :

y = 0} denote the bottom boundary of Ω. Multiplying equation (3.36) by the test function

ψ(x, y) and integrating over Ω we obtain the weak form of the spatial discretization
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of (3.36)(
∂T

∂t
, ψ

)
Ω

+ (u · ∇T, ψ)Ω =− (∇T,∇ψ)Ω

− ((κ + νh(T )) ∇T,∇ψ)Ω + (
∂T

∂n
, ψ)ΓD

(3.41)

where νh(T ) is the entropy viscosity function defined above.

We use the fully implicit adaptive Backward Differentiation Formula of order 2 (BDF2)

(Heister et al., 2017; Wanner and Hairer, 1991) to discretize the weak form of the tem-

perature equation with entropy-viscosity in time. Thus, the full discretization of the

temperature equation is

1

∆tk+1

(
2∆tk+1 + ∆tk

∆tk+1 + ∆tk
T k+1 − ∆tk+1 + ∆tk

∆tk
T k

+
(∆tk+1)2

∆tk(∆tk+1 + ∆tk)
T k−1, ψ

)
Ω

(3.42)

= −
(
uk · ∇T k+1, ψ

)
Ω
−
(
∇T k+1,∇ψ

)
Ω

−
((
κ + νkh(T )

)
∇T k+1, ∇ψ

)
Ω

+

(
∂T k+1

∂n
, ψ

)
ΓD

.

3.2.4 Alternate Discretizations of the Composition Equation in

ASPECT

In all of the work described in this dissertation we use the Volume-of-Fluid interface tracking

algorithm described in Chapter 2 above to approximate solutions of the composition

equation (3.11)2. However, there are three other algorithms implemented in ASPECT that

one can use to approximate solutions of the advection equation (3.11) for the compositional

variable C. In practice, this variable can be density, viscosity, or any other quantity that

is passively transported with the flow. Users may have multiple distinct compositions that

are each passively advected with the flow. For completeness we briefly describe them here.

2This is true albeit with one caveat; namely, in the benchmark problem in Section 4.3 and our
computations of processes in the Earths mantle in Chapter 5 we compare the computational results
obtained with the VOF method to results obtained with the Bound Preserving Discontinuous Galerkin
(DGBP) advection method described in this section.
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Two of these three alternate advection methods are based on a spatial discretization of

the weak form of the advection equation (3.11) for the composition; namely,(
∂C

∂t
, ψ

)
Ω

+ (u · ∇C, ψ)Ω = 0 . (3.43)

1. The first method that was implemented in ASPECT for approximating solutions of

the advection equation (3.11) for the quantity is a continuous Galerkin finite element

method. Since equation (3.43) is the weak form of the advection equation (3.11)

and our numerical approximation to solutions of (3.43) are based on a continuous

Galerkin finite element formulation, this advection method also includes an entropy-

viscosity stabilization term νh(C) for the compositional field on the right-hand side

of (3.43), (
∂C

∂t
, ψ

)
Ω

+ (u · ∇C, ψ)Ω = − (νh(C)∇C, ∇ψ)Ω . (3.44)

We emphasize that the entropy-viscosity stabilization term νh(C) in equation (3.44)

does not have the same value in each cell as the entropy-viscosity function νh(T ) for

the temperature that appears in equation (3.41); they are computed separately and

are unlikely to have the same value on any given cell Ωe. The time discretization of the

composition equation in this advection method is also the adaptive BDF2 algorithm.

This leads to the following FEM Entropy Viscosity (FEM-EV) discretization of

equation (3.11),

1

∆tk+1

(
2 ∆tk+1 + ∆tk

∆tk+1 + ∆tk
Ck+1 − ∆tk+1 + ∆tk

∆tk
Ck

+
(∆tk+1)2

∆tk(∆tk+1 + ∆tk)
Ck−1, ψ

)
Ω

= −(uk · ∇Ck+1, ψ)Ω − (νkh(C)∇Ck+1, ∇ψ)Ω .

(3.45)

We often refer to this advection method as the FEM-EV advection method, where

‘EV’ is an abbreviation for entropy-viscosity. Also, we emphasize that this is the

only advection method in ASPECT that has any form of artificial viscosity or

entropy-viscosity.
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2. Another algorithm for modeling solutions of equation (3.11) that we have imple-

mented in ASPECT is a Discontinuous Galerkin (DG) method with a Bound Preserv-

ing limiter (DGBP). See He et al. (2017) for a detailed description of this method and

a comparison with the continuous Galerkin FEM-EV method described in item 1.

3. We have also implemented a particle-in-cell method in ASPECT (Gassmöller et al.,

2018; Puckett et al., 2018), which one can use to approximate the solution of the

composition equation (3.23).

See Puckett et al. (2018) for a detailed comparison of these three advection methods with

the VOF method described here.

In closing this section we wish to emphasize that in all of the previous and current work

designing VOF methods reviewed in this paper no type of artificial viscosity, including

entropy viscosity, has been used to stabilize the method. In fact, we are not aware of any

version of a VOF algorithm in which some form of stabilization other than the application

of an appropriate CFL constraint was required, regardless of whether the VOF method

was coupled to a finite element method or to a finite difference method.
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Chapter 4

COMPUTATIONAL TESTS AND

GEODYNAMIC BENCHMARKS

In this chapter we present our numerical results. First, in Section 4.1 we describe how

we measure the error between the approximate and true interface. In Section 4.2 we

compute two test problems with prescribed velocity fields to verify the accuracy of our

implementation of the VOF algorithm. Next, in Section 4.3 we present a sequence of com-

putations of a time-dependent problem; namely, a falling circular region of greater density

than the surrounding fluid and measure the convergence rate of the VOF method in this

time-dependent flow field with an interface across which there is a jump in density. Then,

in Section 4.4, we compute two well-known benchmarks from the computational mantle

convection community to verify that our VOF method has been correctly implemented

in the underlying mantle convection code ASPECT. In the next chapter we present the

results of two computations that are relevant to problems in the Earth’s mantle that are

of current interest to the computational Mantle convection community.

4.1 Definition of the Error Measurement

We begin by defining the norm in which we will measure the error between our computed

and true solutions (Section 4.2) or estimate the error between computed solutions on

successive grids in order to obtain an estimate of the convergence rate of our interface

tracking method using a technique that is based on Richardson extrapolation (Section 4.3).
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Since each volume fraction fe is constant on its grid cell Ωe, we use P0 elements to store

the value of the volume fraction fe on each Ωe. Given a fixed grid with cells Ωe indexed by

e we define the error between the exact f exacte and computed f compe volume fractions by

Error
(
f exact − f comp

)
=
∑
e

∣∣ f exacte − f compe

∣∣V (Ωe) (4.1)

where V (Ωe) denotes the volume of the cell Ωe. Note that (4.1) is the discrete L1 norm of

the difference between f exacte and f compe with weight V (Ωe).

4.2 Interface Tracking Benchmark Problems in Sta-

tionary Flows

In this section, we compute two test problems in stationary velocity fields with known

exact solutions to ensure that our the implementation of the VOF algorithm is exact to

machine precision, εmach, when we use it to advect a line in a constant velocity field of the

form uconst = (uconst, vconst) and that it converges at its second-order accurate design rate

when the flow field is solid body rotation and the interface is a smooth closed curve that

does not intersect itself. These very simple problems are what some researchers refer to as

‘sanity checks’. In other words, if we do not obtain the expected error / convergence rate,

then we know something is wrong with our implementation of the VOF algorithm in the

FEM code.

4.2.1 Advection of a Linear Interface in a Constant Velocity

Field Benchmark

Our first benchmark is the advection of a linear interface in a constant velocity field

uconst = ( 20
100
, 25

100
) as shown in Figures 4.1 and 4.2. In these figures, the computational

domain is [0, 1]× [0, 1] square covered with a grid of square cells of side h = 2−4, and the

initial interface is one of the two main diagonals of the domain, namely, y = 1 − x. At

each time step tk → tk+1 the interface is advanced with the velocity field uconst, and at

t = 1.0 the resulting interface is then compared with the exact solution at time t = 1.0,

y = 145
100
− x. Note that the velocity field is not perpendicular to the interface and that

neither the interface nor is the flow aligned with the grid.
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1

uconst

Figure 4.1: A diagram of the initial condition for the “Advection of a Linear Interface in a
Constant Velocity Field” benchmark.

Figure 4.2: On the left is the initial condition as generated by the initialization procedure;
namely, a diagonal line reconstructed by the ELVIRA interface reconstruction algorithm.
On the right is a comparison between the exact and computed interface at time t = 1.0,
with the exact interface in red and the computed interface in green. The contour for the
(green) computed interface is wider so that the two may be compared visually. It is apparent
that the two interfaces are visually indistinguishable. It is also evident from Table 4.1 that
the error between the approximate and true interfaces is O (εmach) where εmach ≈ 10−16

denotes machine precision. This is because the ELVIRA interface reconstruction algorithm
will always reconstruct a linear interface exactly on a grid of equally sized square cells,
i.e., up to to machine precision εmach and hence, in a constant velocity field of the form
uconst = (uconst, vconst) the approximate interface will remain a line for all time.

In this computation we used a CFL number of σ = 1
2
, which resulted in, for example,

a total of 23 time steps on the least refined grid of h = 2−4. (See equation (2.55) above

and the accompanying text for the definition of the CFL number σ and, in particular,

its modification for advection problems in ASPECT.) Since the ELVIRA interface recon-

struction algorithm reconstructs lines exactly (i.e., to εmach ≈ 10−16), we expect the error
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h Error

2−4 1.23382 · 10−16

2−5 1.21675 · 10−16

2−6 2.96083 · 10−16

2−7 5.92738 · 10−16

Table 4.1: The error in advecting a linear interface in a constant velocity field uconst =
( 20

100
, 25

100
) that is not aligned to the mesh nor perpendicular to the interface. Note that

the error is on the order of machine precision εmach ≈ 10−16 and the number of cells that
the interface passes through is approximately L

h
where L is the distance traveled by the

interface from time t = 0.0 to time t = 1..

in computations of a linear interface in a constant velocity field to be exact to machine

precision εmach ≈ 10−16. The errors from computations with h = 2−4, 2−5, 2−6, and 2−7

shown in Table 4.1 confirm that this is true for our implementation of our VOF method in

ASPECT; namely, in all cases the error is O (εmach).

4.2.2 The Circular Interface Rotation Benchmark

1

u

Figure 4.3: Diagram of the Circular Interface Rotation Benchmark problem. Note that
the red dot is the center of rotation and the circle is offset from the center of rotation by
exactly one radius so that the edge of the circle just touches the center of rotation.

The second benchmark problem is the advection of a circular disk containing compo-

sition 1 in a rotating velocity field as shown in Figure 4.3. In this problem the angular

velocity is π radians per unit time with an end time of t = 2.0. Note that the center of

rotation is not at the center of the circle, but rather it lies on the boundary of the circle

and is marked with a red dot. In each of these computations we used a CFL number of

σ = 1
2
. The initial and final states for a computation on a grid with h = 2−6 are shown in

Figure 4.4.
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Figure 4.4: The initial and final states for the Circular Interface Rotation Benchmark on
a uniform grid with h = 2−6. On the left is the initial condition as reconstructed by the
ELVIRA interface reconstruction algorithm. On the right is a comparison between the
true and computed interface after one full rotation (t = 2.0), with the true interface in
red and the computed interface in green. The green contour for the computed interface
is drawn wider so that the two may be compared visually. It is apparent that the two
interfaces are visually indistinguishable. It is also apparent from Table 4.2 that the error
between the true and computed interfaces is O (h2) as h→ 0 where h is the length of the
side of the square cell shown in the table heading.

Since our interface reconstruction and advection algorithms are designed to be second-

order accurate for smooth interfaces in smooth flows, in this problem we expect the

approximate interface to be a second-order accurate approximation to the true interface .

The (discrete) L1 error in the volume fractions fe and the corresponding convergence rates

for six computations with increasing grid resolutions of h = 2−4, 2−5, . . . , 2−9 are shown in

Table 4.2. It is apparent that the convergence rate asymptotes to 2.00, confirming that

the VOF method produces a second-order accurate approximation to the true interface.

4.3 The Sinking Ball Benchmark

We now present a nondimensional variation of the Gerya and Yuen (2003) ‘sinking box’

problem in order to perform a convergence study on a non-trivial problem. The problem is

constructed in non-dimensional form, and therefore none of the presented quantities will
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h Error Rate

2−4 6.03897 · 10−3

2−5 1.74516 · 10−3 1.79

2−6 3.92745 · 10−4 2.15

2−7 1.05605 · 10−4 1.89

2−8 2.63464 · 10−5 2.00

2−9 6.48952 · 10−6 2.02

Table 4.2: The error and convergence rate after the true and approximate circular interfaces
have rotated 2π radians. It is apparent that the convergence rate tends to 2.00 as h→ 0.

1

0.26

0.3

Figure 4.5: Diagram of the initial condition for the Sinking Ball Benchmark problem

include units. Our version of the problem is defined on a 1× 1 square domain in which

a ball (disk) of heavier fluid of radius 0.26 is horizontally centered 0.3 units below the

top edge of the domain as shown in Figure 4.5. The ball’s density is ρ1 = 110, while the

background density is ρ0 = 100. The viscosity of both the ball and the background fluid

is µ0 = µ1 = 107. We approximate the solution (of the nondimensional version) of the

incompressible Stokes equations in (3.7)–(3.9), but with the term ρ0 α (T −T0) g − ∆ρC g

replaced by ρ g in equation (3.9), together with the above initial conditions. Thus, we
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(a) The interface plotted against a tan back-
ground.

(b) The interface plotted on top of the uni-
form grid.

Figure 4.6: The interface at time t = 5 · 106 for the sinking ball test problem on a uniform
grid of square cells with sides of length h = 2−6.

hold the following parameters fixed:

g = (0, 9.8) acceleration due to gravity

L = 1 domain height and width

µ0 = 107 background viscosity

µ1 = 107 ball viscosity

ρ0 = 100 background density

ρ1 = 110 ball density

(4.2)

For comparison, we also compute the same problem in which we use the ‘Bound

Preserving Discontinuous Galerkin (DGBP)’ method in ASPECT (He et al., 2017), which

we described briefly in item (2) of Section 3.2.4, to advect the denser material in the ball.

In both cases, the velocity and pressure are discretized by Q2 and Q1 elements, respectively.

In the DGBP computations, the fluid indicator function χ(x, y, t) is discretized in space

with a discontinuous Q2 element (often denoted by Q−2) that carries a compositional field
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C
def
= CDGBP . This field is initialized by placing the values of χ at time t = 0 given by

χ(x, y ; t = 0) =

 1 if 0 ≤ (x− 0.50)2 + (y − 0.70)2 ≤ (0.26)2 ,

0 otherwise ,
(4.3)

on the support points of the element.

Except for the error in the volume fractions fe, we estimate the difference between fields

w2h and wh on grids with square cells of side 2h and h, respectively, with the following

norm,

E =

 ∫
Ωh

|w2h − wh|pdx

 1
p

, (4.4)

where p = 1 or p = 2 and w2h indicates that w was computed on a grid with square

cells of side 2h, and similarly for wh. In equation (4.4) w represents quantities such as

the pressure and the two velocity components. Since we use a continuous Galerkin finite

element method to discretize w in space, the approximation to w is a piecewise continuous

function. The integration in (4.4) is performed by quadrature, using points and weights

generated by a standard Gauss-Legendre quadrature rule on the more refined cells; i.e.,

those with side h. Asymptotically, the norms of these differences are proportional to

the errors on the coarser grids. This allows us to estimate the convergence rate using a

formula such as the one in equation (13) of (Aulisa et al., 2007), despite not having the

true solution to the problem. In all of the following convergence studies the final states of

the computations were compared at Tend = 5 · 106.

In the case of the volume fractions fe, it is not appropriate to approximate them

as piecewise continuous functions, since they are constant on each cell and typically

have discontinuities at some of the edges of cells that contain a portion of the interface.

Therefore we estimate the difference between the volume fractions f 2h
e on a grid with

square cells of side 2h and fhe on a grid of with square cells of side h with the following

norm

Error
(
f 2h
e − fhe

)
=
∑
e

∣∣∣ f̃he − fhe

∣∣∣V (Ωh
e ) . (4.5)

where f̃he are volume fractions on the fine grid Ωh that are obtained from the reconstructed

interfaces on the coarse grid Ω2h via a procedure that is described below and in Figure 4.7.
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f̃he3 f̃he4

f̃he1 f̃he2

Figure 4.7: An example of how the difference between the volume fractions f 2h
e on the

coarse cells and the volume fractions fhe on the finer cells are computed. The reconstructed
interface on the coarse cell, shown in green, produces four volume fractions on each of the
four more refined subcells of the coarse cell. These subcells, each with side h, are colored
pink and blue in the figure and the volume fractions on the subcells, which are derived from
the coarser grid, are denoted f̃he1 , f̃

h
e2
, f̃he3 , f̃

h
e4

. We difference these four volume fractions
with the four volume fractions fhej , j = 1, 2, 3, 4 from the finer grid that correspond to
the same cells as the subcells of the coarse cell. Note that no linear interface in the coarse
cell can pass through all four refined cells. Thus, for example, the compositional field
C̃h associated with the volume fractions f̃h1 , . . . , f̃

h
4 on the refined cells will have an O(1)

jump between the value 0 < C2h < 1 on the coarse cell and the value C̃h on the blue
refined cell where, say, in the figure C̃h

blue ≡ 0. The same reasoning applies if C̃h
blue ≡ 1.

For this reason the VOF compositional field Ch def
= Ch

V OF converges at a first-order rate
whereas the volume fractions fhe themselves converge at a second-order rate as shown in
Table 4.3 and Figure 4.8.

Just as in equation (4.4), the integration in (4.5) is performed on the finer grid Ωh.

Some researchers estimate the accuracy and convergence rate of a VOF interface tracking

algorithm by using the difference in the values of the volume fractions on successive grids

Ω2h and Ωh as an estimate of the error in the volume fractions on the coarser grid as

we have done here; e.g., Aulisa et al. (2007); Scardovelli and Zaleski (2003). Others

have chosen to estimate the error by integrating the difference between the characteristic

functions χ2h and χh associated with one of the fluids on two successive grids in order to

estimate the error in the characteristic functions; e.g., Sussman and Puckett (2000b).

Unlike the functions w that are approximated with a continuous Galerkin element

it is necessary to explicitly transfer the volume fraction data f 2h
e on the coarse grid to

61



h
CDGBP

L1 Error
Rate

CV OF

L1 Error
Rate

VOF fe

L1 Error
Rate

2−4 5.03 · 10−2 3.24 · 10−2 1.65 · 10−2

2−5 2.26 · 10−2 1.16 1.96 · 10−2 0.73 6.93 · 10−3 1.25

2−6 1.23 · 10−2 0.88 1.03 · 10−2 0.93 2.34 · 10−3 1.57

2−7 6.22 · 10−3 0.98 4.87 · 10−3 1.08 5.59 · 10−4 2.07

2−8 3.29 · 10−3 0.92 2.28 · 10−3 1.09 1.25 · 10−4 2.16

2−9 1.79 · 10−3 0.88 1.14 · 10−3 1.01 3.10 · 10−5 2.02

2−10 9.88 · 10−4 0.86 5.82 · 10−4 0.96 9.02 · 10−6 1.78

Table 4.3: The columns labeled CDGBP and CV OF contain the errors computed for the
DGBP and VOF compositional fields, respectively. The column labeled VOF fe contains
the errors in the volume fraction data fe that we use to reconstruct the fluid interface.

h

DGBP

Velocity

L2 Error

Rate
VOF Velocity

L2 error
Rate

2−4 4.38 · 10−9 1.74 · 10−9

2−5 1.23 · 10−9 1.83 4.76 · 10−10 1.87

2−6 3.64 · 10−10 1.76 1.41 · 10−10 1.76

2−7 1.09 · 10−10 1.74 3.47 · 10−11 2.02

2−8 3.78 · 10−11 1.53 8.63 · 10−12 2.01

2−9 2.44 · 10−11 0.64 2.16 · 10−12 2.00

2−10 4.69 · 10−12 2.38 5.49 · 10−13 1.98

Table 4.4: Errors and convergence rates in the discrete L2 norm for the velocity. We
note that for this problem, the RMS velocity is typically on the scale of 4× 10−8. Note
that the second order convergence rates for the velocity are what one expects for the
Q2 ×Q1 element combination we have used to approximate the solution of the underlying
incompressible Stokes flow. Note also that an error of O (10−12) is roughly the smallest
error we expect to be able to compute accurately given the tolerance set for the iterative
solver of the Stokes matrix equation, in part due to the magnitude of the pressure.

62



Figure 4.8: Convergence rates in the discrete L1 norm for the volume fractions fe and the
compositional fields associated with the VOF and DGBP computations of the sinking ball
test problem.

corresponding values f̃hej for j = 1, 2, 3, 4 on the finer grid, in order compare them with

the given values fhej on the finer grid. We do this by computing the volume fractions

f̃he on the more refined cells with side h by using the interface reconstructed from the

volume fractions f 2h
e on the coarser grid with side 2h as shown in Figure 4.7. We use this

reconstructed interface to ‘interpolate’ (or project) one volume fraction on a coarse cell to

four volume fractions f̃he on the more refined cells that are contained in that coarse cell.

We then treat the volume fractions as constant fields on the refined cells and the error is

estimated as in equation (4.4).

Due to the nature of the error estimation algorithm, we expect a maximum rate of

first-order for the compositional field approximation to the reconstructed interface C

derived from the VOF data fe due to being treated as a standard FEM field during the

refinement for comparison. This can be seen as follows. First, for a given level of refinement,
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Figure 4.9: Errors and convergence rates in the discrete L2 norm for the velocity fields
from the DGBP and VOF computations of the sinking ball test problem.

say h, we consider the number of cells the fluid interface passes through. Assuming the

length of the interface LI is approximately constant under refinement, we can expect the

number of cells the fluid interface passes through to be proportional to LI

h
, so the number

of cells that contain a fluid interface is O(h−1). Upon refinement, it is apparent from

Figure 4.7 that each coarse cell will have at least one refined cell that does not contain

a fluid interface, and therefore will have a value of either C = 0 or C = 1 on that cell.

Since fe can be expected to differ significantly from both 0 and 1 in most coarse cells that

contain an interface, this results in an O(1) difference in C between the coarse C2h and

the fine C̃h values for the compositional field on any coarse cell containing the interface,

where C̃h are the compositional field values due to the volume fractions f̃he on the subcells

that were obtained from the coarse grid volume fractions f 2h
e by the procedure described

in Figure 4.7. Since the volume of a single refined cell is O(h2), the maximum convergence

rate of the CV OF field should therefore be O(h−1) × O(h2) × O(1) = O(h). This is not
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expected to hold for the volume fraction due to the subcell data obtained by the interface

reconstruction which is used in the refinement for comparison as described in the above

paragraph. This analysis agrees with the computational results shown in Figure 4.8 and

Table 4.3.

h

DGBP

Pressure

L2 Error

Rate
VOF Pressure

L2 Error
Rate

2−4 1.30 · 100 4.67 · 10−1

2−5 3.10 · 10−1 2.06 1.52 · 10−1 1.62

2−6 1.14 · 10−1 1.44 5.22 · 10−2 1.55

2−7 2.89 · 10−2 1.98 1.42 · 10−2 1.88

2−8 1.61 · 10−2 0.85 4.54 · 10−3 1.64

2−9 8.11 · 10−3 0.99 1.40 · 10−3 1.69

2−10 2.13 · 10−3 1.93 4.88 · 10−4 1.52

Table 4.5: Errors and convergence rates for the pressure in the discrete L2 norm. We note
that for this problem, the average pressure is typically on the scale of 5× 102. Note that
the convergence rates for the pressure are essentially what one expects for the Q2 ×Q1

element combination that we have used to approximate the solution of the underlying
incompressible Stokes flow based on the FEM literature (Heister et al., 2017).

The convergence rates for the volume (Figure 4.9 and Table 4.4) and pressure (Fig-

ure 4.10 and Table 4.5) are consistent with the design convergence rate for the VOF

algorithm and the selected FEM discretization.

We note that the curvature of the initial interface is 50
13

and hence, according to

equation (2.34), the VOF computation will be underresolved as long as h > 13
825
≈

0.015625 = 2−6. Furthermore, one can see in Figure 4.8 and Table 4.3 that the volume

fractions fe begin to converge at the full, second-order design rate once h ≤ 2−6 is satisfied.

4.3.1 A Study of the Effectiveness of AMR on this Problem

The primary benefit of AMR is reduced computation time, which is due to a reduced

problem size while still permitting a finer mesh in areas of interest. The precise trade-off
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Figure 4.10: Convergence rates in the discrete L2 norm for the pressure from the DGBP
and VOF computations of the sinking ball test problem.

is dependent on the problem under consideration and the strategies used for refining the

grid.

This problem, as with many problems involving fluid interfaces, is especially well suited

to AMR. The sole feature in the sinking ball problem is an (initially) smooth region with

a higher density than the surrounding fluid and the velocity field is largely only affected

in a neighborhood of the fluid interface. In this case the AMR strategy we use, which is to

only refine the grid to the maximum level of refinement in a neighborhood of the fluid

interface, is very well suited to the problem.

In order to examine the performance of the AMR algorithm versus computing on a

uniform grid with cell size hmin × hmin, where hmin denotes the size of the most refined

cell in the AMR computation, we compare the performance of the two grid strategies

when applied them to the sinking ball problem. In all of these computations we use the

AMR grid refinement strategy described in Section 2.8. Thus, the fluid interface is the
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only feature of importance in this comparison. The AMR algorithm is configured so that

the coarsest (square) cell size possible is h = 2−3 and we recalculate the mesh at every

time step.

In order to examine the efficacy of the AMR computations, the solutions of the uniform

and AMR computations are compared using the following value for the error

E =

∫
Ωh

|wuniform − wAMR|p dx

 1
p

(4.6)

for p = 1 or p = 2 where, as in equation (4.4), the integration is performed by quadrature,

with points and weights generated by a standard Gauss-Legendre quadrature rule on the

uniform grid. Since the refinement strategy requires that the fluid interface always be at

the maximum level of refinement, it is sufficient to compare the fe values by treating them

as a field that is constant over the corresponding cell.

Figure 4.11: Wall clock run times for AMR versus a uniform grid.

In Figure 4.11 and Table 4.6 it is apparent that AMR reduces the computational cost
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n AMR cells AMR(sec) Rate Uniform(sec) Rate

23 6.40000 · 101 1.56 · 100 8.19 · 10−1

24 1.84000 · 102 6.99 · 100 2.16 4.43 · 100 2.44

25 4.60000 · 102 3.02 · 101 2.11 2.96 · 101 2.74

26 1.04800 · 103 1.14 · 102 1.92 2.11 · 102 2.83

27 2.26000 · 103 4.14 · 102 1.86 1.51 · 103 2.84

28 4.66000 · 103 1.59 · 103 1.94 1.16 · 104 2.94

Table 4.6: The number of cells at the final time Tend for our AMR computations and the
wall clock runtimes with growth rates for both AMR and uniform grids. Here n = h−1 is
the number of grid cells on a side of the computational domain when the computation is
made at the maximum permitted level of refinement.

n ‖C − CAMR‖1 ‖fe − feAMR‖1 ‖u− uAMR‖2

24 3.80 · 10−6 3.80 · 10−6 4.30 · 10−11

25 1.41 · 10−4 1.41 · 10−4 4.40 · 10−11

26 5.41 · 10−5 5.26 · 10−5 4.10 · 10−11

27 2.36 · 10−5 2.34 · 10−5 4.16 · 10−11

28 1.28 · 10−5 1.27 · 10−5 4.10 · 10−11

Table 4.7: The L1 norm of the difference between the VOF compositional field C = CV OF ,
(i.e., the integral of CV OF integrated over the entire computational domain Ω), the volume
fractions fe, and the L2 norm of the difference of the velocity field u, each computed on
a uniform grid versus an AMR grid at time, Tend. As above, we note that the average
magnitude of u for this problem is 4× 10−8.

from O(h−3) = O(n3) to O(h−2) = O(n2) where n = h−1 is the number of grid cells on

a side of the computational domain when the computation is made at the maximum

permitted level of refinement. This is a significant benefit.

Additionally, in Table 4.7 we show the difference in CV OF , fe, and the velocity u for a

computation with AMR versus a computation on a uniform grid. We remind the reader

that the uniform mesh matches the cell size at the highest level of the AMR computation,

and that the chosen refinement strategy focuses only on the compositional interface. It is
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apparent from this table that the norm of the differences at the final time for CV OF and

fe are both small and decreasing when h ≤ 2−6, which, according to (2.34), is the grid

size at which the interface is “well-resolved”. Note that since (2−8)2 = 2−16 ≈ 1.53 · 10−5,

only for the most refined case (i.e., h = 2−8) do we have a difference in the volume of

the advected fluid that is equivalent in magnitude to the volume of a single cell. For all

other refinement levels it is less than the volume of a single cell. On the other hand the

L2 norm of the difference in the velocities is O(10−11) for all refinement levels, which may

be expected due to not being considered as a factor when selecting cells for refinement.

h = 2−k
Uniform

Mesh

Relative

Change
AMR

Relative

Change

2−3 −5.81 · 10−4 2.73 · 10−3 −5.81 · 10−4 2.73 · 10−3

2−4 −1.59 · 10−4 7.48 · 10−4 −1.60 · 10−4 7.55 · 10−4

2−5 −3.94 · 10−5 1.85 · 10−4 −3.90 · 10−5 1.83 · 10−4

2−6 −9.77 · 10−6 4.60 · 10−5 −9.51 · 10−6 4.48 · 10−5

2−7 −2.45 · 10−6 1.15 · 10−5 −2.33 · 10−6 1.10 · 10−5

2−8 −6.11 · 10−7 2.88 · 10−6 −5.64 · 10−7 2.66 · 10−6

2−9 −1.53 · 10−7 7.20 · 10−7 −1.42 · 10−7 6.69 · 10−7

2−10 −3.80 · 10−8 1.79 · 10−7 −4.40 · 10−8 2.07 · 10−7

Table 4.8: The total change in the volume of the composition CV OF between the initial and
final state when we use the VOF advection method. The correct volume is approximately
0.21238. For the AMR computation h is the maximum level of refinement; i.e., the smallest
size a refined cell is allowed to be.

Tables 4.8 and 4.9 demonstrate that when we use AMR instead of a uniform grid it does

not have a significant effect on the computed (total) volume of either CV OF (Table 4.8) or

CDGBP (Table 4.9). Note that in Table 4.9 the magnitude of the difference between the

true value of approximately 0.21238 for the integral of CDGBP over the domain Ω and the

computed value is O(h). Also note that in Table 4.9 we have not displayed the results of

our computations with h = 2−10, which are O(10−10), since the difference between the true

and computed values of this quantity is O(10−10), which is too small to be reliable given

that ASPECT only outputs the computed values to an accuracy of O(10−10). Finally,
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h = 2−k
Uniform

Mesh

Relative

Change
AMR

Relative

Change

2−3 −4.21 · 10−5 1.98 · 10−4 −4.21 · 10−5 1.98 · 10−4

2−4 −1.64 · 10−5 7.70 · 10−5 −2.13 · 10−5 1.00 · 10−4

2−5 −3.18 · 10−6 1.50 · 10−5 −2.98 · 10−6 1.40 · 10−5

2−6 −4.23 · 10−7 1.99 · 10−6 −3.31 · 10−7 1.56 · 10−6

2−7 −6.10 · 10−8 2.87 · 10−7 −4.00 · 10−8 1.88 · 10−7

2−8 −8.00 · 10−9 3.77 · 10−8 −4.00 · 10−9 1.88 · 10−8

2−9 −2.00 · 10−9 9.42 · 10−9 −1.00 · 10−9 4.71 · 10−9

Table 4.9: The total change in the volume between the initial and final state of the
composition CDGBP when we used the DGBP advection method. The correct volume is
approximately 0.21238. For the AMR computation h is the maximum refinement level;
i.e., the smallest size a refined cell is allowed to be. Note that for the DGBP advection
algorithm, the difference in the correct volume and the computed volume is approximately
O(h). The output from ASPECT of the total value of the composition C over the domain
Ω is limited to an accuracy of about O(10−10) and hence, for h = 2−10 we could not
accurately subtract the computed values of these quantities from the true value. Thus, we
have omitted the last row of this table since the difference between the computed and true
volumes were O(10−10).

as we mentioned in Chapter 2 there are operator split VOF advection algorithms that

conserve the volume of the fluid to machine precision, which would negate the errors shown

in Table 4.8; e.g., see Aulisa et al. (2007); Scardovelli and Zaleski (2003); Weymouth and

Yue (2010).

4.4 Mantle Convection Benchmark Problems

In this section we compute two ‘benchmark’ problems that are well-known and frequently

used in the computational mantle convection community to demonstrate that our VOF

interface tracking algorithm can reproduce previously published computational results of the

same problem. In our view the first problem, commonly known as the “van Keken problem”

or the “van Keken isoviscous Rayleigh-Taylor problem” is not a reasonable ‘benchmark’,

since the problem is mathematically ill-posed. In other words, it is unstable (Chandrasekhar,

1961) and perturbations due to different numerical methods can yield vastly differing
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results. In fact, in Puckett et al. (2018) we demonstrated that it suffices to change only

the algorithm with which the composition variable C is advected in order to obtain clearly

different results at the same output time. For example, see Figure 11 of Puckett et al.

(2018) or compare Figures 5(c)–(d) of Samuel and Evonuk (2010) to our results here or

in Puckett et al. (2018) or to the results in van Keken et al. (1997).

4.4.1 The van Keken Isoviscous Rayleigh-Taylor Problem

D = 0.9142

0.2 + 0.02 cos(πx
D

)

1

Figure 4.12: A diagram of the initial condition for the “van Keken” test problem (van
Keken et al., 1997). Note that although the interface appears to be a straight line it
actually has a very small (0.02) amplitude perturbation that is barely visible on this scale.
This perturbation produces a Rayleigh-Taylor instability, the results of which can be seen
in Figure 4.13. In the formula for the perturbation D = 0.9142 is the width of the domain.

In this section, we present our computation of the van Keken isoviscous Rayleigh-Taylor

problem (van Keken et al., 1997). In spite of the fact that the problem is unstable and

hence ill-posed, it has become a standard “benchmark” in the computational geodynamics

community. In this problem a less dense (buoyant) fluid lies beneath a denser fluid,

with a perturbed interface between the two layers. The problem is computed in a

[D, 1] computational domain where D = 0.9142 is the width of the domain. The initial

discontinuity between the two compositional / density layers is given by

C(x, y, t = 0) =

 0, if 0 ≤ y < 0.2 + 0.02 cos (π x /D) ,

1, otherwise .
(4.7)

71



This initial condition has a (discontinuous) interface along the curve

y = 0.2 + 0.02 cos
(πx
D

)
. (4.8)

The general structure of the solution shown in Figure 4.13 matches the expected form,

in particular that observed with other advection algorithms in ASPECT as documented in

the manual (Bangerth et al., 2019).
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Figure 4.13: Computed solution of the van Keken isoviscous Rayleigh-Taylor problem at
time t = 2000 on a uniform grid of 128 × 128 cells. Compare with the computational
results in Kronbichler et al. (2012), Puckett et al. (2018), Samuel and Evonuk (2010),
and van Keken et al. (1997).
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500km

100km

50km

Figure 4.14: Initial conditions for the Gerya-Yuen “Sinking-Box” benchmark.

4.4.2 The Gerya-Yuen Sinking Box Benchmark

Following the original authors, we pose the Gerya-Yuen ‘sinking box’ problem (Gerya

and Yuen, 2003) in dimensional form. The problem is defined on a 500 km × 500 km

two-dimensional Cartesian computational domain. A small horizontally centered 100 km×

100 km square is placed with its top edge 50 km below the top of the domain so that the

the initial location and dimension of the box is defined by the composition field C(x, t) as

follows:

C(x, 0) =

1, if (x, y) ∈ [200 km, 300 km]× [350 km, 450 km] ,

0, otherwise .
(4.9)

The block’s density is ρ1 = 3300 kg/m3, while the background density is ρ0 = 3200 kg/m3.

We approximate the solution of the incompressible Stokes equations (i.e.,equations (3.7)–

(3.9) without the term ρ0α(T − T0)g in equation (3.9)) with these initial conditions and

holding the following parameters fixed:

g = (0, 9.8) m/s2, acceleration due to gravity

L = 500 km domain height and width

µ = 1021 Pa · s viscosity

ρ0 = 3200 kg/m3, background density

ρ1 = 3300 kg/m3, small box density

(4.10)
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(a) The interface against a tan background. (b) The interface together with the underly-
ing AMR grid.

Figure 4.15: (a) The fluid interface computed by the VOF algorithm for the Gerya-
Yuen (Gerya and Yuen, 2003) ‘sinking box’ benchmark at time t = 9.81 myr is a piecewise
linear approximation to the true interface and (b) the underlying adaptive (AMR) grid on
which the interface was computed.

A diagram of the initial conditions is shown in Figure 4.14. The general structure of

the final configuration shown in Figure 4.15 matches that documented in the originating

paper (Gerya and Yuen, 2003), which suggests that the volume of fluid algorithm is

correctly linked to the rest of the ASPECT code.

4.5 Summary of Results

In Section 4.2 we demonstrated that our implementation of the VOF method in ASPECT

is exact to machine precision, εmach, when we use it to advect a line in a constant velocity

field of the form uconst = (uconst, vconst) and that it converges at its second-order accurate

design rate when the flow field is solid body rotation and the interface is a smooth closed

curve that does not intersect itself.

Then in Section 4.3 in order to examine the convergence rate of our VOF methodology

on a more difficult time-dependent problem we introduced a problem in which a circular

region with a higher density than the surrounding fluid falls. We also use this problem
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to carefully assess the efficacy of computing with the interface refined using AMR versus

computing the same problem on a uniform grid with the (uniform) cell size being the same

as the smallest cell size we allowed in the AMR computations. The results of our tests

confirm that the algorithm converges at the full design rate. We also confirmed that the

AMR strategy yields a significant increase in computational efficiency while remaining

close to the uniform mesh result.

In Section 4.4 we demonstrated that the method reproduces (visually) two benchmarks

from the computational mantle convection literature.
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Chapter 5

COMPUTATIONS OF PROBLEMS

IN THE EARTHS MANTLE

In this chapter we present our numerical results when we apply the VOF methodology to

two problems of current interest in the field of geodynamics and computational mantle

convection. In section 5.1 we present computational results of a model problem first

proposed in Puckett et al. (2018), which is designed to provide insight into how material

known to originate in structures on the core-mantle boundary known as Large Low Shear

wave Velocity Provinces (LLSVPs) reach the Earth’s surface via thermal plumes forming

hotspot volcanism. In section 5.3, we present computations of a problem intended to test

model configurations for computational studies of the behavior of subducting slabs.

5.1 Thermochemical Convection in a Density Strati-

fied Fluid

The work in this section is examined in greater detail in Robey and Puckett (2019).

Recent studies utilizing seismic imaging have revealed large regions with anomalous

seismic properties in the lower mantle. In particular, there are two dome-like regions

beneath Africa and the Pacific Ocean with low shear-wave velocities that extend some

1000 km above the core-mantle boundary and have horizontal dimensions of several

thousand kilometers (Cottaar and Romanowicz, 2012; French and Romanowicz, 2015).

Most interpretations propose that the heterogeneities are compositional in nature, differing
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from the surrounding mantle, an interpretation that would be consistent with chemical

geodynamic models (Kellogg et al., 1999). Based on geological and geochemical studies it

has been argued that LLSVPs have persisted for billions of years (Burke et al., 2008).

The model of LLSVPs that we compute here consists of two horizontal layers, equal

in height, in a rectangle, with a density difference of ∆ρ = ρ − ρ0 ≥ 0, where ρ0 is the

density of the upper layer. The initial condition for the temperature is a perturbation

from the well-known static temperature field (Turcotte and Schubert, 2014) that connects

the temperature boundary condition T0 at the top of the rectangle and to the temperature

boundary condition T1 at the bottom of the rectangle. We study a range of density

differences ∆ρ, which we characterize by the non-dimensional buoyancy number B, which

is the ratio of ∆ρ to ρ0 α∆T , where ∆T = T1 − T0, and α is the volumetric coefficient

of thermal expansion. The temperature perturbation initially drives the convection and,

depending on the value of B, determines the dynamics and structure of the resulting flow

field.

The equations that govern the dynamics of this model problem are those that we

presented in Section 3.1. In these computations the Rayleigh number is fixed at Ra = 105

and we vary only the buoyancy ratio as follows: B = 0.0, 0.1, 0.2, . . . , 1.0 and B = 2.0. The

domain for all of the computational results shown below is a two-dimensional rectangular

region that we denote by Ω = [0, 3]× [0, 1] as shown in Figure 3.1.

The initial conditions for the temperature T are,

T (x, 0) =


(1− 5 y) + A sin(10π y) (1− cos(2

3
k π x)) if 0 ≤ y ≤ 1

10
,

(5− 5 y) + A sin(10π y) (1− cos(2
3
k π x + π)) if 9

10
≤ y ≤ 1 ,

0.5 otherwise ,

(5.1)

where the period of the perturbation k = 1.5 and the amplitude of the perturbation

A = 0.05. Note that A = 0.05 ensures that 0 ≤ T (x, y; 0) ≤ 1 throughout the entire

computational domain. The initial conditions for the composition are,

C(x, y; t = 0) =

 1 if 0 ≤ y < 1
2
,

0 if 1
2
≤ y ≤ 1

(5.2)
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and the boundary conditions for the velocity and temperature are as specified in (3.27)–

(3.32).1

All of the results shown below were computed twice: once on a fixed, uniform grid

with 192× 64 square cells each with side h = 64−1, and then on the same underlying grid

but with the addition of two levels of an adaptively refined mesh in a neighborhood of the

interface. Each level of refinement increases the grid resolution by a factor of two; i.e.,

h→ h
4

when we use two levels of adaptive mesh refinement.

We compared these computational results with computational results we obtained with

the Bound Preserving Discontinuous Galerkin (DG) advection method (He et al., 2017),

which we described briefly in Section 3.2.4 above and compared with the VOF method on

the sinking ball test problem in Section 4.3.

In all of our computations of the model problem defined in Section 3.1 above, the

local Péclet number is Pee < 10 for the entire time of the computation. Furthermore, in

computations of this same model problem, but with different initial conditions as described

in the footnote after equation (5.2), with all four of the advection methods that are currently

implemented in ASPECT, including this VOF method, at the end time the temperature

fields are visually indistinguishable for the VOF, DG, and particle advection methods,

but not for the advection method with ‘Entropy Viscosity’ stabilization, which was the

first advection method implemented in ASPECT. In this previous work the computational

results for the compositional field C were also nearly visually identical, modulo small

numerical artifacts associated with the DG and particle methods, for all values of B that

did not yield unstable results. See Section 3.2.4 above for a brief description of these three

other advection methods in ASPECT.

On the other hand, we have conducted several extensive studies (He et al., 2016;

Puckett et al., 2018), which have lead us to conclude that using the algorithm described in

1We note that this model problem was also studied in Puckett et al. (2018), partly to compare the
quality and efficacy of four different advection methods, including the VOF method presented here, but
also to study the computational results of this model problem. However, although the initial conditions
for the temperature with B = 0.0, 0.1, 0.2 were the same as those here, for B > 0.2 in the previous
paper we eliminated the ‘+π’ term inside the cosine in the upper boundary layer (i.e., the middle line in
equation (5.1)) in order to study the difference in the dynamics of the flow when we used what we refer to
as the ‘in-phase’ temperature initial conditions.
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Section 3.2.3 with the entropy-viscosity stabilization technique for approximating solutions

of the advection-diffusion equation for the temperature (3.22) does not change these

computational results. Nevertheless, we emphasize that is apparent from the studies cited

above that the ‘pure’ advection method with entropy-viscosity stabilization is far too

diffusive when used solely as an advection method.

5.1.1 Discussion of the Computational Results

(a) t′ = 0.0197 on a uniform grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform grid (d) With two additional levels of refinement

Figure 5.1: Computations with B = 0.0 and Ra = 105, (a) and (c), on a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2, and t′ = 2.36 · 10−2 respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).

Examining the results in Section 5.1 of our computations of thermochemical convection

in a density stratified fluid for values of the nondimensional buoyancy parameter B =

0.0, 0.1, 0.2, . . . , 1.0 and B = 2.0 at Rayleigh number Ra = 105, we note a fundamental

change in the dynamics and structure of the flow field as B increases from B = 0.0 to

B = 2.0. Since we are working with a convection problem, the structure of the velocity

field may be deduced by the structure of the temperature field when the flow is steady, or

nearly so. First, considering only the extreme values B = 0.0 and B = 2.0, we observe the

following difference in the qualitative behavior of the interface.

For B = 0.0 (Figure 5.1), which is the classic Rayleigh-Bénard problem in which there

is no difference in the densities of the two fluids (i.e., ∆ρ = 0), the height of the convection
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(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.2: Computations with B = 2.0 and Ra = 105, (a) and (c), on a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2, and t′ = 2.36 · 10−2 respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).

cells is equal to the height of the domain Ω and we observe the steady cellular convection

structure with three 1× 1 counter rotating cells as predicted by the analysis in Section 6.21

of Turcotte and Schubert (2014). In particular, we note that the convection flow advects

the dense fluid all the way to the upper domain boundary, such that the depth of the

convection cells include the full depth of the model domain. In Le Bars and Davaille (2005)

which we will later used for qualitative comparison, this general flow structure is referred

to as “Whole Layer” convection. That the flow in our computational results in Figure 5.1

is nearly steady, (i.e., independent of time) is apparent by noting that the temperature

fields (the only factor that should affect the velocity field in this case) at t′ = 1.97 · 10−2

and t′ = 2.36 · 10−2 are nearly identical (to visual examination).

On the other hand, for B = 2.0 the magnitude of ∆ρ prevents the denser fluid from

reaching the top of the domain and producing convection cells, on the scale of the height of

the domain. Rather, the structure of the flow shown in Figure 5.2 consists of six (roughly)

square counter rotating 1
2
× 1

2
cells below y = 0.5 and a similar structure above y = 0.5.

Thus, for B = 2.0 we observe a permanently stratified convection structure, where the

fluid boundary forms a barrier for the convection cells. In Le Bars and Davaille (2005)

which we will later used for qualitative comparison, this general flow structure is referred
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to as “Stratified” convection. Furthermore, from B = 0.7 in Figure 5.9 and, perhaps, from

B = 0.4 in Figure 5.6 or B = 0.5 in Figure 5.7, on; i.e., as B → 2.0 from below with

B > Bc where 0.3 < Bc ≤ 0.7, it appears that at the times shown the flow is tending

continuously toward the stratified convection pattern shown in Figure 5.2.

(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.3: Computations with B = 0.1 and Ra = 105, (a) and (c), on a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2, and t′ = 2.36 · 10−2 respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).

(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.4: Computations with B = 0.2 and Ra = 105, (a) and (c), on a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2, and t′ = 2.36 · 10−2 respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).
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(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.5: Computations with B = 0.3 and Ra = 105, (a) and (c), on a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2, and t′ = 2.36 · 10−2 respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).

(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.6: Computations with B = 0.4 and Ra = 105, (a) and (c), on a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2, and t′ = 2.36 · 10−2 respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).
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Due to the variations in the velocity solution, the thermal Péclet numbers are dependent

on the regime in which the solution falls. Because the VOF scheme is inherently non-

diffusive, the compositional Péclet numbers are always Pe = +∞. For the whole layer

convection regime the thermal Péclet number is Pe = 3.602 · 102, while in the stratified

regime it is Pe = 1.004 · 102. In both cases, the Péclet number is sufficiently small to

justify the use of the entropy viscosity stabilized continuous Galerkin advection-diffusion

method for computing the advection and diffusion of the temperature T .

It is possible to obtain additional insight into the structure and dynamics of the flow

for various values of B from the results shown in Figures 5.1–5.12. As B increases from 0.0

to 0.1, 0.2, and 0.3 in Figures 5.1, 5.3, 5.4, and 5.5 we observe that the time required for

the initial formation of the convection cell increases, until for B = 0.3 the denser material

has just reached the top of the domain at t′ = 2.36 · 10−2 (Figures 5.5a and 5.5b), whereas

for smaller values of B the dense fluid has reached the top of the domain and continued to

be advected by a full depth convection cell by t′ = 2.36 · 10−2. For B = 0.4 we can see

from Figures 5.6c and 5.6d, that the dense fluid does not reach the uppper boundary and

appears to have collapsed backwards by t′ = 2.36 · 10−2 suggesting that there may be a

transition between the qualitative dynamics of the flow at some critical bouyancy number

Bc in the range 0.3 ≤ B ≤ 0.4. In Le Bars and Davaille (2005) the authors find Bc = 0.302

when the viscosity ratio is γ = 6.7.

For 0.5 ≤ B ≤ 1.0 in Figures 5.7–5.12 the general interface structures are similar,

although with smaller volumes for the “pinched” regions that are produced during the

transition to the steady “Stratified” flow. As shown in Figure 5.2, for B = 2.0, the

stratification is sufficiently strong that the pinched structures do not form, although a

standing wave does form as a slight perturbation from the initial location of the interface

at y = 1
2

with boundaries at x u 0.5, 1.5, 2.5.
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(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.7: Computations with B = 0.5 and Ra = 105 on, (a) and (c), a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2 and t′ = 2.36 · 10−2, respectively, and (b) and (d)
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).

(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.8: Computations with B = 0.6 and Ra = 105 on, (a) and (c), a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2 and t′ = 2.36 · 10−2, respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).
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(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.9: Computations with B = 0.7 and Ra = 105 on, (a) and (c), a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2 and t′ = 2.36 · 10−2, respectively, and (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).

(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.10: Computations with B = 0.8 and Ra = 105 on, (a) and (c), a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2 and t′ = 2.36 · 10−2, respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red). The disordered
contours in the uniform computation are an artifact indicative of insufficient resolution.
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(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.11: Computations with B = 0.9 and Ra = 105 on, (a) and (c), a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2 and t′ = 2.36 · 10−2, respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).

(a) t′ = 0.0197 on a uniform 196× 64 grid (b) With two additional levels of refinement

(c) t′ = 0.0236 on a uniform 196× 64 grid (d) With two additional levels of refinement

Figure 5.12: Computations with B = 1.0 and Ra = 105 on, (a) and (c), a uniform grid of
196× 64 square cells at t′ = 1.97 · 10−2 and t′ = 2.36 · 10−2, respectively, and, (b) and (d),
with two additional levels of refinement only on the interface. The background color is the
temperature, which varies from T = 0.0 (dark blue) to T = 1.0 (dark red).
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Figure 5.13: A qualitative comparison of the computations presented in this paper to
the experimental results of Davaille (1999) and Le Bars and Davaille (2004, 2005). The
grayscale parameter regions correspond to boundaries of the qualitative regions shown in
in Figure 3 of Davaille (1999) and Figure 2 of Le Bars and Davaille (2005) for a = 0.5.
The experimental data is from Table 3 of Davaille (1999) and Table 3 of Le Bars and
Davaille (2004), selecting the cases with a = 0.5 as is the case for all of the computations
in this dissertation. The terms “Stratified”, “Dynamic Topography”, and “Whole Layer”
used to describe the qualitative state of the flow are the same as those used by the authors
of Le Bars and Davaille (2004, 2005) and Davaille (1999).

5.1.2 A Qualitative Comparison to the Experiments Davaille

and Le Bars

In this section we briefly make some additional qualitative comparisons of our computational

results to the experimental results of Davaille Davaille (1999) and Le Bars & Davaille Le

Bars and Davaille (2004, 2005).

The features at either end of the interval B = [0.0 , 2.0] are consistent with the
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results — obtained from experiments — described in Le Bars and Davaille (2005) and

shown in Figure 1 of that paper that describe the “Whole Layer” (convection cells are

the full depth) and “Stratified” (convection cells are contained within the distinct fluids)

qualitative regimes. We therefore find that our computational results correctly correspond

qualitatively to what the authors of Le Bars and Davaille (2005) observe in their experiments

when the nondimensional parameters a, the relative depth of the dense fluid, and γ, the

ratio of the fluid viscosities, are held fixed at a = 0.5 and γ = 1.0.

Before making further comparisons, it is first necessary to make several caveats. First, as

we mentioned above, in the experiments the authors varied two additional nondimensional

parameters; namely, (1) the ratio a of the height of the lower layer to the height of the

entire domain and (2) the ratio γ of the viscosity of the fluid that initially occupies the

lower layer to the viscosity that initially occupies the upper layer. In our computations,

shown in Section 5.1, we kept these parameters fixed at a = 0.5 and γ = 1.0. Second, in

the experiments the two fluids are miscible, whereas in our computations the two fluids

are immiscible (i.e. the two types of fluid are always distinct with a well defined boundary

between the two). In both cases there is no surface tension at the boundary between the

two fluids.

The general transition between one type of structure and another (e.g., “Whole Layer”

convection to “Stratified Convection”) is similar to that found in the experiments shown

in Le Bars and Davaille (2005), although the precise location of the transition may differ.

A rough comparison is show in Figure 5.13. The different grayscale backgrounds in

Figure 5.13 correspond to the grayscale regions in Figure 3 of Davaille (1999) and Figure 2

of Le Bars and Davaille (2005) for a = 0.5. In the results presented here we do not continue

the computation for sufficiently long times to confirm that in the 0.3 ≤ B ≤ 0.5 regime the

flow oscillates before beginning an overturn. However, the observed behavior does produce

structures that match those described in Le Bars and Davaille (2005) for the length of

time for which we do have computational results. This difference may be in part due to

the fact that in Le Bars and Davaille (2005) the two fluids also vary in viscosity ratio γ,

and Rayleigh number Ra.
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5.2 Numerical Artifacts That Occur When the Inter-

face Is Underresolved

Since the VOF method maintains a sharp interface between the two compositional fields,

it is able to capture features that are approximately on the order of the grid scale h.

However, in cases where the structures formed by the interface become sufficiently small,

for example, a thin column of fluid of width 2h, the interface reconstruction algorithm

might produce numerical artifacts that are “characteristic” of the combination of the

particular reconstruction algorithm and advection algorithm one chooses to use in the

VOF method.2 Here we briefly examine of the nature of one particular numerical artifact

that appears frequently in Section 5.1.

The most common numerical artifact in the computational results shown in Section 5.1

is the tendency for the reconstructed interface to form ‘droplets’ that are diamond shaped

and generally occupy a square of four cells. For example, droplets such as these appear

in Figure 5.3a. In the computations shown in Section 5.1 these droplets typically resolve

into a thin vertical column of fluid of approximately 2h − 4h in width with a length

that is nearly the entire height of the computational domain. For example Figures 5.3a

and Figure 5.3b, in which the more refined computation in Figure 5.3b appears to be

sufficiently well-resolved to draw the conclusion that a thin column of fluid is forming in

the locations where in Figure 5.3a there are only a few droplets and no real indication of

what the flow “should” look like. Or the droplets may resolve into a thin finger that is

shorter than the height of the computational domain such as in Figures 5.8c 5.8d, 5.9c,

and 5.9d.

We note that if a feature of the interface is underresolved, it can help the user determine

if additional refinement is required. In some instances, perhaps after making a second, more

refined computation, it will be clear that additional refinement is necessary, sometimes

even more refined than the second computation was. For example see Figures 5.3c and 5.3d,

2It is important to recognize that this is not a failing of the VOF method in general or of the specific
interface reconstruction and advection algorithms we have chosen for our work here, since whenever
a computation is underresolved, all numerical methods will exhibit some sort of numerical artifact or
artifacts that are “characteristic” of that particular method.
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neither of which appear sufficiently well resolved to accept the computation in Figure 5.3d

as well resolved enough to determine the true nature of the flow. On the other hand,

there are instances when the numerical artifact is sufficiently small so as not to affect

the dynamics of the interface that are of interest and additional resolution might not be

required. For example, depending on the user and the underlying scientific application,

this might be the case for Figures 5.10c, 5.10d, 5.11c, and 5.11d, even though under

magnification the fingers in the refined computations shown in Figures 5.10d and 5.11d

do not yet appear fully resolved. In other words, depending on the application, these

computations may or may not be well resolved enough for the user to arrive at conclusions

appropriate for their application concerning the flow at this point in time.

In conclusion, we emphasize that the required degree of resolution for a given compu-

tation will depend on the purpose of the computation and the user’s need for fine detail

as opposed to general qualitative information concerning the flow.

5.3 A Computational Model of a Subducting Slab

One of the important problems in computational geoscience is that of modeling plate

tectonics. A significant repeating structural element in this problem is a subduction zone,

where one tectonic plate is forced under the other and descends into the mantle (Turcotte

and Schubert, 2014). The plate that has been forced into the mantle is referred to as a

7.5km

35.2km

SP Crust

SP Harzburgite

7.5km

35.2km

OP Crust

OP Harzburgite

Mantle

Figure 5.14: Sketch of initial subduction zone configuration
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subducting slab. The manner in which the slab sinks or is subducted into the mantle has

been observed to vary and computational models suggest that this variation depends on a

number of factors. Since the behavior of the subducting slab is believed to be a significant

driving factor in the motion of tectonic plates, a better understanding of the contributing

elements is highly desirable.

Problems involving plate tectonics and subducting slabs are arguably among the

most important open problems in geodynamics (Arredondo and Billen, 2016; Billen and

Arredondo, 2018; Agrusta et al., 2017). Consequently, accurate numerical computations of

these problems are extremely important. The computation we present here is a (somewhat)

simplified model of a subducting slab, which was chosen to allow tuning of the various

computational parameters in order to compute problems containing a additional features

and physics. Some important factors one must consider include the choice of algorithm,

the refinement strategy, the size of the mesh necessary to avoid edge effects, the necessary

resolution to capture the phenomena of interest, and where efficiency may be gained by

adjusting the minimum refinement level.

The initial conditions (i.e., in the ASPECT parameter file) for our computations were

provided by Professor Magali Billen of the Earth and Planetary Sciences Department

at UCD. These initial conditions correspond to the basic reference model in Billen and

Arredondo (2018). This problem includes distinct materials for the crust and harzburgite3

of the overriding plate (OP) and subducting plate (SP), respectively, sinking or subducting

into the Earth’s mantle. The mantle lies between Earth’s dense, super-heated core and

its thin outer layer, the crust. The mantle is about 2,900 kilometers (1,802 miles) thick,

and makes up 84% of Earth’s total volume (National Geographic Society, 2019). In this

particular case, we only model the subducting crust as having a distinct composition

from the subducting harzburgite and hence their behavior will differ from one another.

However, our view (and hope) is that the ability to model the interface between other

distinct regions of this problem will be of significant interest to geoscientists.

3Harzburgite, an ultramafic, igneous rock, is a variety of peridotite consisting mostly of the two
minerals, olivine and low-calcium pyroxene; it is named for occurrences in the Harz Mountains of Germany.
It commonly contains a few percent chromium-rich spinel as an accessory mineral.
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Variable Quantity Mantle SP Crust SP Harz. OP Crust OP Harz.

A Prefactor 8.571× 10−16 5.000× 10−20 8.571× 10−16 8.571× 10−16 8.571× 10−16

n Stress Exponent 1. 1. 1. 1. 1.

m Grain Size Exponent 3. 0. 3. 3. 3.

E Activation Energy [J mol−1] 335.0× 103 0.0 335.0× 103 335.0× 103 335.0× 103

V Activation Volume [m3/mol] 4.0× 10−6 0.0 4.0× 10−6 4.0× 10−6 4.0× 10−6

φ Angle of internal friction 25.0◦ 25.00◦ 25.00◦ 25.00◦ 25.00◦

C Cohesion [Pa] 10.0× 106 10.0× 106 10.0× 106 10.0× 106 10.0× 106

ρ Density [kg/m3] 3300 3000 3235 3000 3235

Cp Heat capacity [J kg−1 K−1] 1250 1250 1250 1250 1250

κ Thermal diffusivity [m2/s] 1.0× 10−6 1.0× 10−6 1.0× 10−6 1.0× 10−6 1.0× 10−6

α Thermal expansivity [K−1] 3.1× 10−5 3.1× 10−5 3.1× 10−5 3.1× 10−5 3.1× 10−5

Table 5.1: Values of the constants for each material in the subducting slab computation.
Note that OP refers the the overriding plate, and SP to the subducting plate.

As with the previous mantle convection model problem in Section 5.1, we use the

Boussinesq approximation to model the effect of the temperature on the material density,

and compressibility in the momentum equation. However, for the viscosity parameter in

this problem we use the viscoplastic material model that is implemented in ASPECT, which

is significantly more complex than the material models we used in the other problems

presented in this dissertation. As noted in Section 2.7, the ability to use the same

material models as with the other advection algorithms in ASPECT, without incurring

additional development cost and the risk of introducing model errors by duplicating existing

implementations is one of the primary reasons for the choosing this approach. Our use

of such a more complex material model than in our previous computations is therefore a

useful demonstration of the benefits of this approach.

A description of the precise material model implementation is given in detail in the

ASPECT manual (Bangerth et al., 2019) Here we will include a brief overview of the

relevant aspects of this material model to this particular application. The material model

we use in our computations contains both a physical viscosity model, which is based on

diffusion creep and a plasticity yield criterion to limit the viscosity. The diffusion creep

viscosity equation is

µ =
1

2
A−

1
nd

m
n ε̇

1−n
n

ii exp

(
E + pV

nRT

)
(5.3)
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and the Drucker-Prager yield criterion (for two-dimensions) is

σy = C cos(φ) + p sin(φ) . (5.4)

Here, if the stress is greater than the yield stress (ie σ ≥ σy) then, the viscosity is set to

µ = σy
2ε

. For the sake of ensuring stability of the model, the viscosity is then constrained

to satisfy 1× 1019 ≤ µ ≤ 1× 1024.

In the above equations d = 8.2× 10−3 m is the grain size, ε̇ii is the square root of the

scond invariant of the deviatoric strain rate tensor, p is pressure, R is the gas constant,

and T is temperature. The relevant material constants and the values for each of the

distinct materials are defined in Table 5.1.

We computed this problem on a 5.780× 106 m by 2.89× 106 m Cartesian mesh, with

AMR allowing cells sizes to range between approximately 1.80× 105 m and 1.41× 103 m

with 7 levels of adaptive mesh refinement beyond the initial four levels of refinement; i.e.,

the initial grid is of square cells of side approximately 1.80× 105 m. (Note that ASPECT

will refine the initial grid according to the grid refinement parameters prior to taking

the first time step.) The initial state of the distinct compositional elements is a layer

cake at the upper mesh boundary with a very localized variation as shown in Figure 5.14.

The variation shown in this figure consists of the subducting plate being extended into

a 4× 105 m radius quarter circle arranged such that the variation is nearly centered in

the mesh, with the overriding plate boundary beginning as shown in the figure. For the

overriding and subducting plate the crust depth is 7.5× 103 m and the harzburgite depth

is 3.52× 104 m, respectively.

5.3.1 Discussion of the Subducting Slab Computations

Figures 5.15 and 5.16 show the initial state of the subducting slab at t = 0 years and at

the later time of t = 107 years computed with the VOF and DG algorithms, respectively.

The noticeable contrast in the observed solutions, in particular the length of the subducted

region of the slab at t = 1× 107 yr, is caused by a noticeable difference in the velocity

profiles. Below we will make a more detailed examination of the differences between the

solutions produced by the two advection algorithms. Here and in all of the following
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(a) 7 levels of refinement at t = 0 years (b) 7 levels of refinement at t = 107 years

Figure 5.15: The state of the subducting slab, which we computed with the VOF interface
tracking method, at the initial time of t = 0 years and at the later time of t = 1× 107 years. The
colorscale is the temperature field with the material interfaces superimposed in black. All of the
material interfaces we computed with the VOF method shown here and below are the actual
interfaces as reconstructed by the VOF method as described in Section 2.3 above. Note that the
slight rounding of sharp corners, such as the tip of the crustal slab, is due to the VOF interface
tracking algorithm and, in general, tends to also occur with other interface tracking algorithms.
The arrow glyphs indicate the current velocity field.

(a) 7 levels of refinement at t = 0 years (b) 7 levels of refinement at t = 107 years

Figure 5.16: The state of the subducting slab, which we computed with the DG advection
method, at the initial time of t = 0 years and at the later time of t = 1× 107 years. Unless
noted otherwise all of the material interfaces we display from our computations with the
DG method shown here and below are contours of the composition C at C = 1

2
. The

colorscale is temperature. The arrow glyphs indicate the current velocity field.

figures the times quoted are in years. All mention of levels of refinement are with respect

to the initial 4 levels of refinement. Thus, 7 levels of refinement indicate a grid with

side h = L/211 where L = 5.780× 106 m denotes the length of the computational domain.
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Note that this very finest level of refinement (i.e., 7 levels) is only on the subducting slab

boundaries.

Our primary goal in using our new VOF interface tracking methodology to compute this

model problem is to demonstrate the suitability of the VOF method for modeling of this

type of mantle convection / geodynamics problem. The problem as defined here includes

some simplifications that are likely to make any conclusions one might draw from the

computational results inapplicable to the physical system upon which it is based. However,

it is sufficiently representative of more realistic versions of the problem to demonstrate

the usefulness of our approach to problems of this type. We note that this problem is

expected to have qualitatively distinct modes of behavior that are based on an uncertain

set of parameters, which is one of the primary goals of numerical studies of it (Billen and

Arredondo, 2018; Arredondo and Billen, 2016; Agrusta et al., 2017).

In particular, since here we have computed the same problem with the VOF interface

tracking methodology and the Discontinuous Galerkin method, which is not an interface

tracking method4, the inherent differences in the computational results produced by the

two methods leads to differences in the qualitative behavior of the slabs in the long time

limit. Thus, the comparison of computations made with an interface tracking method and

an interface capturing method or, with different advection methods, might indicate the

effect of one or more parameters of interest on the computation or perhaps even the degree

to which some parameter influences the model’s relevance to the real world problem.

Another important point we wish to make here concerns the possibility that a particular

computation may be under-resolved. For example, examination of the plot in figure 5.17

suggests that the initial condition is not resolved on the coarser mesh at a refinement level

of 6. The initial behavior of the more refined DG computation, at a refinement level of

7, suggests that the VOF method is better able to produce the correct behavior at this

resolution. In other words, note that in this figure that initially — for approximately one to

two million years — the RMS velocity as computed with the DG method at a refinement

4Many computational scientists, including the author, refer to advection methods such as the DG
method, which do not explicitly produce a sharp interface, as “interface capturing” methods rather than
interface tracking methods.
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Figure 5.17: Comparison of root mean square (RMS) velocities for various computations
organized by the method and the number of levels of refinement. We note that this includes
computations that were not run to completion (i.e., time t = 107 or t = 2×107years), since
we did not have sufficient computational resources to make a longer VOF computation at
a refinement level of 8 at the time. (This will be part of our future work.) This plot clearly
shows that greater refinement results in lower velocities. This explains the difference in
the depth of the subducting slabs in, for example, Figure 5.20 below.

level of 7 is almost identical to that of the VOF method computed at a refinement level of

6. Making a visual comparison of the corresponding velocity fields in Figure 5.18 below

suggests that this similarity is also true for the full velocity field.

Without AMR, the scale of this problem would make the computation prohibitively

expensive, as some of the features of interest are prohibitively small relative to the scale

of other necessary features. This is made even more clear when the need for the model

to extend sufficiently deep that only the effects of the upper boundary condition on the

solution is taken into account.

Another fact that must be emphasized is that anyone who uses any computational

model, but in particular one with a VOF interface tracking or DG interface capturing
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(a) State of VOF subducting slab with 6 levels of refinement at t = 1× 107 years.

(b) State of DG subducting slab with 7 levels of refinement at t = 1× 107 years.

Figure 5.18: A comparison of the states for the subducting slab model at t = 1× 107 years when
we used the VOF method with 6 levels of refinement versus the DG method with 7 levels of
refinement. We note that in this computation, at this time, a visual comparison suggests that the
computation we made with the VOF method with 6 levels of refinement is roughly equivalent to
the computation we made of the same problem with the DG method and one additional level of
refinement. However, we also note that the droplet-like features that appear near the end of the
crustal slab in (a) is a numerical artifact that is caused by the VOF method being under-resolved.
See Puckett (2014) for a proof of how many cells one needs to use with a VOF method to resolve
a feature such as the end of the crustal slab in order for it to be fully resolved and second-order
accurate. The colorscale is the magnitude of the velocity.
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(a) State of VOF subducting slab with 6 levels of refinement at t = 1× 107 years.

(b) State of VOF subducting slab with 7 levels of refinement at t = 1× 107 years

Figure 5.19: Comparison of the state of the subducting slab computed with the VOF method at
refinement level 6 and refinement level 7 at t = 1× 107. The colorscale is viscosity. We have used the
interface as reconstructed by the VOF method as described in Section 2.3 to show the boundaries in
both (a) and (b). For refinement level 6 the features in red that look like droplets on the subducting
crust in (a) are a numerical artifact, indicating the computation is under-resolved at this time. However,
at this same time it appears that most of the crustal slab in (b) is reasonably well-resolved. In (b) one
way to determine if the small piece of crust that is detaching from the tip of the crustal slab, as well
as the thinning and separation further up the slab, is well-resolved at this time is to make at least one,
and preferably several, increasingly refined computations of this particular problem and observe if the
computational results converge to the same image, or if it changes with greater resolution. The arrow
glyphs indicate the current velocity field.
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(a) VOF: 7 levels of refinement at t = 107 (b) DG: 7 levels of refinement at t = 107

Figure 5.20: Comparison of the states of the subducting slab at time t = 1× 107 years, which
we computed with (a) the VOF interface tracking method and (b) the DG advection method. As
mentioned in the captions to Figures 5.15 and 5.16 above we have used the interface as computed
by the VOF method to show the boundaries in (a) and contours to indicate all fluid boundaries
computed with the DG method in (b). The colorscale is viscosity. The arrow glyphs indicate the
current velocity field.

method is that a computation that is initially sufficiently well refined may require additional

refinement at later times. This is amply illustrated in the figures from our computations of

the subducting slab problem presented here, especially considering Figures 5.20 and 5.21.

(a) VOF: 6 levels of refinement at t = 2× 107 (b) DG: 6 levels of refinement at t = 2× 107

Figure 5.21: Comparison of the state of the subducting slab computed with (a) VOF and (b)
DG with six levels of refinement at time t = 2× 107 years The fluid boundaries. are determined
using the methods for DG and VOF as described in the caption to Figures 5.15 and 5.16 above.
The disconnected “bubble-like” contours for the subducting crust near the tip of the descending
slab in (a) are a numerical artifact, which indicates that the model is under-resolved in that
region (i.e., the tip of the subducting crustal slab) for only 6 levels of refinement. The colorscale
is viscosity. The arrow glyphs indicate the current velocity field.
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(a) DG w/6 levels of refinement at t = 1× 107

(b) Focus on the subducting crust slab. The colorscale is the subducting crust
fraction, with contours to make regions of interest more clear. The contours
for other compositions are not shown here to make the distinction as clear as
possible.

Figure 5.22: State of the subducting slab at t = 1× 107 years computed with the DG
method and 6 levels of refinement. The figures show contours at C = 0.1, 0.5 and 0.9 in
black. The arrow glyphs indicate the velocity field.
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We continue our analysis of the difference between the computations made with the

VOF interface tracking method and with the DG advection method by highlighting those

aspects of the problem that make the use of the VOF algorithm more desirable. In

particular, consider Figure 5.22, where it is apparent that the inherent smoothing of the

subducting crust composition interface by the DG advection method has resulted in a

region of lower viscosity, which may extend beyond the correct region of influence. We

note that this is especially apparent in Figure 5.22a, where we can see that a visibly lower

viscosity region extends halfway through the harzburgite layer of the subducting slab. We

also note that in Figure 5.22b it is apparent that the majority of the subducted crust

layer is at a composition fraction C ≤ 0.9, and the tip has a composition fraction C ≤ 0.5.

Among other concerns, given that the low viscosity of the subducting crust layer is a

major factor in the time evolution of the subducting slab, this suggests that the numerical

smoothing effect of the DG computation may be generating a qualitative error in the

computational result. This computation at time t = 2× 107 years is clearly under-resolved

as is apparent from the balls that have formed on the crustal slab. Looking at the result at

this time leads us to conjecture that the almost all of this computation is under-resolved.

(a) State of the subducting slab at t = 1× 107

years computed with the VOF method using
6 levels of adaptive refinement.

(b) State of the subducting slab at t = 1× 107

years computed with the VOF method using
7 levels of adaptive refinement.

Figure 5.23: State of the subducting slab using the VOF advection algorithm for comparison
with Figure 5.22. In both (a) and (b), only the subducting crustal slab is shown, and the retention
of the sharp interface that is a design goal of the VOF algorithm may be observed. In (a), we
note the existence of the “droplet” artifact characteristic of under-resolution, which we discussed
in the caption to Figure 5.19.
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In analyzing the results, it is necessary to note that in the coarsest computation

the chosen level of refinement produces a crust depth that is less than three maximally

refined cells in size, and therefore near the limit of the VOF method to resolve detailed

structural features. This requirement does not differ fundamentally from other advection

algorithms, as we can observe the same inability to resolve detailed structure with the

DG advection method in Figure 5.20. (See also the detailed comparison of four advection

methods in Puckett et al. (2018)). The need for greater refinement is reinforced by the

observation of the droplet artifact discussed in Section 5.2, which is especially noticeable

in Figure 5.20a, suggesting that the first priority for any further investigation into this

problem should be to run another set of models with at least one additional level of

refinement near the regions of interest. For both the DG and the VOF implementations,

we can expect this additional level of refinement to be most influential on the behavior of

the computation near the tip of the descending slab. Thus, a significant change in the

qualitative behavior may suggest an investigation into sensitivity to the conditions to

additional further refinement in that region in particular, without additional refinement

of other parts of the slab. A comparison of the subducting crust configuration under

additional refinement is show for both the VOF and DG methods in Figures 5.23 and 5.24.

We note that the VOF model produces a much lower velocity for both the surface trench

(a) State of the subducting slab at t = 1× 107

years computed with the DG method using 6
levels of adaptive refinement.

(b) State of the subducting slab at t = 1× 107

years computed with the DG method using 7
levels of adaptive refinement.

Figure 5.24: State of the subducting slab using the DG advection algorithm for comparison to
Figure 5.22.
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Component VOF DG

Total 9.709 96× 101 s 1.047 74× 102 s

Stokes solve 8.070 62× 101 s 9.482 76× 101 s

Advection update 5.435 06 s 4.476 12 s

Table 5.2: A comparison of the computation time required for the various component
computations of an average single time step at 7 levels of adaptive refinement. This
comparison of the time required for a single time step was chosen over the time required
for a full computation since the two different algorithms compute the CFL condition in
significantly different ways.

movement and the slab descent rate. The median velocities noted in the introduction

of Billen and Arredondo (2018) for the physical system are approximately 0.9 cm yr−1

to 1.3 cm yr−1. That this does not match the values observed in the problem we have

computed here, may indicate that additional features and / or physics need to be added

to the model.

Comparing the initial behavior seen in Figure 5.17 suggests that the values produced by

the VOF algorithm are most likely more accurate than those in the DG computation, more

precisely, by one level of refinement. In other words, computing with the VOF interface

tracking algorithm at a given level of refinement (say 6) may save one level of refinement

over computing with the DG advection algorithm (say 7). This can be seen in the figure

by noting that the DG RMS velocity with refinement level 7 and the VOF RMS velocity

with refinement level 6 almost entirely overlap for the first six hundred thousand years,

and the first major departure is at 1.6 million years. This may be attributed to the fact

that the VOF algorithm does not permit numerical smearing of the initial sharp interface,

while this is unavoidable for the DG algorithm, resulting in a broader region with a lower

viscosity.

In Table 5.2, we see that the VOF algorithm takes slightly less time to complete a

time step overall, though the main advection update takes slightly longer. However, we

also note that the profile of the RMS velocity for the VOF method in Figure 5.17 matches

that of the more refined DG method, suggesting a superior rate of convergence and thus
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requiring less computational resources for a converged computation.

We also note that our use of a single VOF method to model the interfaces between

three materials, rather than a more general n-fluid model (e.g., Hill and Shashkov (2013);

Jemison et al. (2015); Anbarlooei and Mazaheri (2011)) permits the (three) different

material types in our computations to overlap somewhat, especially near sharp bends in

the initial state, such as near the tip of the subducting slab, as well as in other regions in

Figure 5.21a. This overlap currently appears to be at an acceptable level relative to that

expected for other advection algorithms, but is also an area that is open to additional

improvement with future work, especially if further investigation suggests a sensitivity to

such conditions exists in the problems under consideration. See Chapter 7 for a discussion

and references regarding this issue.

5.4 Applicability of the Volume-of-Fluid Method

Since one of the goals of this dissertation is to explain how one can make use of a VOF

method in their work to those not already familiar with the algorithm, here we present a

brief overview of the types of problems it is applicable to.

The primary characteristic of the VOF algorithm is that it is a specialized algorithm,

and therefore requires that certain assumptions hold in order to provide the greatly

increased accuracy that is possible with an interface tracking algorithm. In particular, the

algorithm is designed for cases where we are distinguishing between types of fluid, with

the types both being mutually exclusive and do not mix; i.e. they are immiscible. Because

of this specialization, use of the VOF algorithm enforces the existence of sharp boundaries

between the fluids.

The primary benefit the volume of fluid method is that the interfaces between the

tracked regions will remain sharp and, assuming the flow incompressible flow, volume

will be conserved. Note that incompressible flow is not a necessary condition for one to

employ a volume of fluid method, since it is possible to design VOF methods to model

compressible flow, such as the equations of gas dynamics (Henderson et al., 1991; Miller

and Puckett, 1996) As a non-rigorous description of the differences between the approaches,
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we can describe the volume of fluid algorithm as having a numerical “surface tension”

where more general FEM methods have a numerical “diffusion”. It is necessary to note

that these descriptions are intended more as intuitive labels for the categories rather than

a mathematical or physical description of the behavior. In particular, the volume of fluid

algorithm will tend to round off sharp corners, where general FEM methods will tend

to spread out any sharp discontinuity at least to some extent (this also loses any sharp

corners). In Section 5.2, we discuss some of the manners in which the volume of fluid

algorithm may fail in cases where the interface is under-resolved, a concern which is not

limited to the volume of fluid method. Arguably, the distinctive nature of the behavior of

an under-resolved volume of fluid algorithm may be an advantage due to making it clear

when a region of the model is under-resolved.

The primary concern unique to underresolved VOF codes is the existence of “jetsam”,

or small disconnected fluid volumes that effectively only occupy 1 or 2 model cells. As

noted, these are a symptom of a severely underresolved region, as a more severe and less

well behaved counterpart to the droplet stream noted in section 5.2. However, due to

the nature of the VOF algorithm, they will display non-physical behavior almost entirely

dependent on the implementation of the reconstruction and advection algorithms. The

non-physical behavior they display may also render some assumptions invalid such as

the interface mesh velocity limit based on the CFL condition used in the AMR strategy

described in section 2.8, permitting cases that were intended to be handled elsewhere

to occur. It is necessary to note that the simulation states most likely to induce such

behavior are also likely to induce corresponding under-resolution symptoms with other

advection algorithms. Therefore, if additional resolution is not possible or unreasonably

costly, the decision is likely to be a choice of which approach is most resilient or degrades

most gracefully with respect to the primary region of interest for the model.5

5Under some circumstances, it may be desirable to make use of an algorithm specifically due to the fact
that it produces behaviors obviously caused by under-resolution due to this making it easier to diagnose
when the current parameters are forcing an under-resolved solution
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Chapter 6

CONCLUSIONS

We have implemented a Volume-of-Fluid (VOF) interface tracking method in the open

source finite element code ASPECT, which is designed to model convection and other

processes in the Earth’s mantle. Our VOF method works efficiently and effectively in

ASPECT’s parallel environment and with it’s adaptive mesh refinement (AMR) algorithm.

We show that the VOF method reproduces linear interfaces in a constant flow to machine

precision and is second-order accurate when we use it to compute a standard, smooth,

interface tracking benchmark problem. We also demonstrate that the method shows excel-

lent agreement with two benchmark problems from the computational mantle convection

literature. In particular, in the second of these benchmarks we use AMR to allow us to

compute at a much higher effective resolution at lower computational cost than would

otherwise be possible.

We then use the new interface tracking methodology to study a problem involving

thermochemical convection in density stratified flow. This model problem is relevant

to the study of structures at the core mantle boundary known as Large Low Shear

Velocity Provinces (LLSVPs). Recent studies utilizing seismic imaging have revealed

large regions with anomalous seismic properties in the lower mantle. There are two

dome-like regions beneath Africa and the Pacific with low shear-wave velocities that extend

some 1000 km above the core-mantle boundary and have horizontal dimensions of several

thousand kilometers (Cottaar and Romanowicz, 2012; French and Romanowicz, 2015).

Most interpretations propose that the heterogeneities are compositional in nature, differing
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from the surrounding mantle, an interpretation that would be consistent with chemical

geodynamic models. Based on geological and geochemical studies it has been argued that

LLSVPs have persisted for billions of years (Burke et al., 2008).

The model problem is designed to study the basic physics underlying the formation of

thermal plumes that bring some of this material to the Earth’s surface. In our computations

we use AMR to obtain an effective grid resolution of 768× 256 square cells overlaying the

fluid interface on an underlying grid of 192× 64 square cells. This increase in resolution

confirms that for a certain range of the nondimensional buoyancy parameter B at Rayleigh

number Ra = 105 our computations of the interface have converged well enough to interpret

with confidence the large scale dynamics of the two regions of differing densities.

Finally, we apply the new interface tracking methodology to a basic 2D slab subduction

problem. This model problem involves complex interactions between more than two

distinct materials, with significant nonlinearities. The results suggest that the use of a

VOF interface tracking algorithm may allow some additional insights into the underlying

physical processes, and possibly allow longer-term models.

In conclusion, the results of the work presented here demonstrate that our VOF

interface tracking method should perform well on a number of problems of interest to the

computational mantle convection community.
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Chapter 7

FUTURE WORK

The primary target for future improvements to the volume of fluid implementation in

ASPECT is to implement ability to compute 3D models on more general grids. There are

a number of modifications that we will employ to make this possible, some of which are

fundamentally required and others which may significantly improve the maintainability

of the code. The three elements which must be updated to handle 3D are the volume

calculation, the reconstruction step, and the advection step. The volume calculation is the

most straightforward, and does not require any novel elements, instead only requiring effort

to ensure that the selected approach is both efficient and accurate. The reconstruction

and advection algorithm can be extended to 3D, but as many of the likely 3D target

problems are partial spheres, alteration to handle non-Cartesian meshes is a simultaneous

requirement. This would require either confirming that a simple extension remains valid

and implementing the correct extension, or designing a new algorithm for this type of

mesh. In the case of the advection algorithm, the addition of another dimensional split is

relatively straightforward. However, we also plan to consider unsplit methods as well as

increasing the efficiency of the current implementation.

The first of the above modifications to be discussed in more depth is the consideration

of an unsplit advection update. Given our current design and some of our other goals, this

work will be focused on selecting or designing an approach that will both maintain the

required volume fraction bounds, and minimize the dependence on external real space

computations. One of the core design requirements for this work is that our approach be
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extensible to a 3D implementation. Current speculation on likely approaches suggest that

the final implementation will consist of an approximation based flux calculation combined

with some form of flux or slope limiter, for example one based on the Flux Corrected

Transport algorithm (Zalesak, 1979) or a van Leer style slope limiter (Colella, 1990).

Another modification is to redesign the reconstruction algorithm to implement a

standard least squares volume of fluid reconstruction (Puckett, 1991; Pilliod and Puckett,

1997, 2004), a coupled level set method (Sussman and Puckett, 2000a) or a moment of

fluid reconstruction (Jemison et al., 2015). It may be suitable to include a configuration

option for selection between the implemented versions of these due to some of them being

more suitable for some problems than others, especially as the latter two approaches

would require at least one matrix solve, and all would include a less constrained iterative

minimization than the current reconstruction algorithm. In addition to being desirable

for some applications of the volume of fluid interface tracking extension, the change in

reconstruction algorithm may reduce some difficulties in implementation of the other

improvements.

Finally, another important improvement is to allow variations in the refinement level

of the interface. This will require modifications of both the reconstruction and advection

steps, and should be included as part of the implementation of the above modifications

considered for inclusion in the 3D algorithm.
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Bangerth, W., Dannberg, J., Gassmöller, R., Heister, T., et al., 2019. ASPECT: Advanced

Solver for Problems in Earth’s ConvecTion User Manual. Computational Infrastructure

for Geodynamics, https://geodynamics.org/cig/software/aspect/aspect-manual.pdf.

Bangerth, W., Hartmann, R., Kanschat, G., 2007. deal.II – a general purpose object

oriented finite element library. ACM Trans. Math. Softw. 33 (4), 24/1–24/27.

111



Benson, D. J., January 1998. Eulerian finite element methods for the micromechanics

of heterogeneous materials: Dynamic prioritization of material interfaces. Computer

Methods in Applied Mechanics and Engineering 151 (3-4), 343–360.

Billen, M. I., Arredondo, K. M., 2018. Decoupling of plate-asthenosphere motion caused

by non-linear viscosity during slab folding in the transition zone. Physics of the Earth

and Planetary Interiors 281, 17 – 30.

Burke, K., Steinberger, B., Torsvik, T. H., Smethurst, M. A., 2008. Plume generation

zones at the margins of large low shear velocity provinces on the core–mantle boundary.

Earth and Planetary Science Letters 265 (1), 49–60.

Burstedde, C., Wilcox, L. C., Ghattas, O., 2011a. p4est: Scalable algorithms for parallel

adaptive mesh refinement on forests of octrees. SIAM Journal on Scientific Computing

33 (3), 1103–1133.

Burstedde, C., Wilcox, L. C., Ghattas, O., 2011b. p4est: Scalable algorithms for parallel

adaptive mesh refinement on forests of octrees. SIAM Journal on Scientific Computing

33 (3), 1103–1133.

Chandrasekhar, S., 1961. Hydrodynamic and Hydromagnetic Stability. Dover, New York.

Chorin, A. J., 1985. Curvature and solidification. J. Comput. Phys. 57, 472–490.

Chorin, A. J., Marsden, J. E., 1993. A Mathematical Introduction to Fluid Mechanics, 4th

Edition. No. 4 in Texts in Applied Mathematics. Springer-Verlag, New York, qA901.C53

1992.

Colella, P., 1990. Multidimensional upwind methods for hyperbolic conservation laws. J.

Comput. Phys. 87, 171–200.

Cottaar, S., Romanowicz, B., 2012. An unusually large ULVZ at the base of the mantle

near Hawaii. Earth and Planetary Science Letters 355, 213–222.

112



Courant, R., Friedrichs, K. O., Lewy, H., Mar. 1967. On the Partial Difference Equations

of Mathematical Physics. IBM J. Res. Dev. 11 (2), 215–234, (English translation of the

orignal work, “Uber die Partielien Differenzenglrichungen der Mathematischen Physik”,

Math. Ann. 100, 32-74 (1928)).

Dannberg, J., Eilon, Z., Faul, U., Gassmller, R., Moulik, P., Myhill, R., 2017. The impor-

tance of grain size to mantle dynamics and seismological observations. Geochemistry,

Geophysics, Geosystems 18 (8), 3034–3061.

Dannberg, J., Heister, T., 2016. Compressible magma/mantle dynamics: 3d, adaptive

simulations in ASPECT. Geophysical Journal International 207 (3), 1343–1366.

Davaille, A., 1999. Two-layer thermal convection in miscible viscous fluids. J. Fluid Mech.

379, 223253.

Donea, J., Huerta, A., 2005. Steady Transport Problems. John Wiley and Sons.

Elgeti, S., Sauerland, H., February 2015. Deforming fluid domains within the finite element

method: Five mesh-based tracking methods in comparison. Archives of Computational

Methods in Engineering 23 (2), 323–361.

Enright, D., Fedkiw, R., Ferziger, J., Mitchell, I., 2002. A hybrid particle level set method

for improved interface capturing. Journal of Computational Physics 183 (1), 83 – 116.

French, S. W., Romanowicz, B., 2015. Broad plumes rooted at the base of the Earth’s

mantle beneath major hotspots. Nature 525 (7567), 95–99.

Gassmoeller, R., 2016. Open source support for massively parallel, generic finite element

methods. Poster presented at the 2016 NSF SI2 PI Workshop.
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