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Abstract

This dissertation contains three main results about discrete isometry groups Γ of symmetric

spaces X of noncompact type. Two of these results are about the critical exponent, which is

a fundamental numerical invariant that one assigns to the action Γ y X, which quantifies the

exponential growth of Γ-orbits in X. One of these two results (Theorem 2.1.1) states that if X

is the complex-hyperbolic n-space and Γ is a torsion-free, convex-cocompact isometry group of X

whose critical exponent lies below a certain optimal bound, then the quotient Γ\X is a Stein

manifold. The other one (Theorem 2.2.8) states that, if X is any symmetric space of noncompact

type and Γ is a discrete group of isometries of X satisfying the Anosov condition (a higher rank

generalization of convex-cocompactness), then the (Finsler) critical exponent of Γ is equal to the

Hausdorff dimension of the flag limit set of Γ, Λ(Γ). Along the way, we also prove that Λ(Γ)

supports a Γ-invariant conformal density (called the Patterson-Sullivan density), and that the

density is ergodic and unique conformal density. These results generalize D. Sullivan’s classical

results on convex-cocompact Kleinian groups.

Our last result (Theorem 2.2.4, also see Theorem 5.3.1) gives a generalization of the classical

Klein combination theorem in the setting of discrete isometry groups satisfying the Anosov condi-

tion. The result states that if Γ1 and Γ2 are two such groups, then under suitable conditions, the

isometry group that they generate is again of the same type, i.e., a discrete isometry group having

the Anosov property, and isomorphic to the free product Γ1 ∗ Γ2.
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CHAPTER 1

Introduction

Symmetric spaces are the most beautiful examples of Riemannian manifolds with rich and

fascinating geometry. The simplest examples of such spaces, which are familiar to many of us, are

the euclidean plane, the sphere, and the hyperbolic plane. Each symmetric space has its unique

geometry; for example, the euclidean pane is flat, and the sphere and hyperbolic plane respectively

have constant positive and negative Gaussian curvature. There are many other (in fact, infinite

number of) examples of symmetric spaces, and we will come across some of these in this thesis.

Symmetric spaces were introduced by Élie Cartan in 1926, who also, subsequently, classified all

of them. We do not discuss his precise classification here, but we can get some flavor of this by

putting all the irreducible1 symmetric spaces into three broad categories: The first category is the

simplest; it consists of the euclidean spaces. Of course, the euclidean plane lives here. The second

category is called of compact type and consists of, well, the compact ones. The sphere belongs to

this category. The third category, called of noncompact type, contains the rest of them, and the

hyperbolic plane belongs here. The symmetric spaces which belong to the last category also have

a geometric characterization: Their curvature is nonpositive but not identically zero.

In this thesis, we only consider the symmetric spaces which belong to the third category,

i.e., we only discuss symmetric spaces of noncompact type. For convenience, we often drop the

words “of noncompact type.” More generally, one considers locally symmetric spaces2: These are

complete Riemannian manifolds whose local geometries are modeled on the geometry of a symmetric

space. These manifolds are also very special since many of them naturally arise, for instance, as

parameter spaces (also called moduli spaces) of many interesting objects in mathematics. Each

locally symmetric space M can be expressed as

M = Γ\X,

1A symmetric space (more generally, a simply-connected Riemannian manifold) X is called irreducible if X cannot be
written as a (Riemannian) product X1 ×X2 where both X1 and X2 have dimensions ≥ 1. Note that, it is enough to
classify the irreducible symmetric spaces since any other symmetric space arises as products of the irreducible ones.
2To distinguish, the former ones are called globally symmetric spaces.
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where X, the universal cover of M , is a globally symmetric space and Γ ∼= π1(M) is a discrete

group of isometries of X. The geometry of M strongly ties to the fundamental group, Γ. Quite

often, the geometry of M is completely determined by Γ; such phenomena are commonly termed

as “rigidity.” A beautiful (and also the earliest) example of such is the Mostow rigidity theorem

(1968): If M is a closed hyperbolic manifold of dimension ≥ 3 and N is another closed hyperbolic

manifold such that their fundamental groups are isomorphic, then M and N are the same, i.e.,

there exists a distance preserving bijection (an isometry) between M and N . Therefore, the study

of discrete isometry groups is very important (and fascinating in its own right), which is the main

objective of this thesis.

This thesis contains three results on discrete isometry groups. In Chapter 2, we give precise

formulations of these results (see Theorems 2.1.1, 2.2.4, and 2.2.8). The rest is divided as follows:

In Chapter 3, we prove Theorem 2.1.1. This chapter is also independent of the other chapters.

In Chapter 4, we discuss some preliminaries needed for the proofs of the other two theorems. We

prove Theorem 2.2.4 in Chapter 5, and Theorem 2.2.8 in Chapter 6. These final two chapters are

also mostly independent of each other and can be read in any order.
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CHAPTER 2

Main results

In this chapter, we discuss our main results.

2.1. Discrete isometry groups of complex-hyperbolic spaces

The n-dimensional complex-hyperbolic space, Hn
C, is a complex analog of the n-dimensional

real-hyperbolic space, Hn. In the unit ball model, this geometry is described by a complete Kähler

metric g, called the Bergman metric, on the unit ball Bn ⊂ Cn, which has constant negative

holomorphic sectional curvature. The real part of g defines a Riemannian metric on Hn
C which,

after normalization, has variable sectional curvature lying in [−4,−1]. See Section 3.1 for details.

Let Γ be a discrete group of holomorphic isometries acting on Hn
C, i.e. Γ is a discrete subgroup

of the Lie group Isom0(Hn
C) = PU(n, 1). Fix a point x ∈ Hn

C. The critical exponent δ(Γ) of Γ is

defined by

δ(Γ) := inf

s :
∑
γ∈Γ

e
−s·dHnC (x,γx)

<∞

 .

This number is also equal to

lim sup
n→∞

logN(R, x)

R
,

where N(R, x) counts the number of points in the orbit Γx lying in the closed ball of radius R

centered at x, i.e., N(R, x) = card{y ∈ Γx : dHnC (x, y) ≤ R}. In other words, the critical exponent

measures the rate of exponential growth of the Γ-orbit Γx ⊂ Hn
C. It is a fact that the number δ(Γ)

does not depend on x and, hence, is an invariant of the action Γ y Hn
C. It is also a fact that δ(Γ)

equals the Hausdorff dimension of the conical limit set of Γ, see [Cor90] and [CI99].

Our result stated below demonstrates an interplay between the theory of discrete subgroups of

Isom (Hn
C) and the holomorphic function theory of complex-hyperbolic manifolds (manifolds of the

form Γ\Hn
C). More precisely, we prove that if Γ has critical exponent below a certain threshold,

then the complex manifold Γ\Hn
C is rich in holomorphic functions.
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Theorem 2.1.1. Let Γ < Isom (Hn
C) be a convex-cocompact, torsion-free discrete subgroup such

that δ(Γ) < 2. Then MΓ = Γ\Hn
C is Stein.

This theorem appears in [DK20]. The proof of the theorem is presented in Chapter 3. The

meaning of the term convex-cocompact is that Γ acts cocompactly (i.e., with compact quotient) on

a Γ-invariant, nonempty, closed, convex subset of Hn
C or, equivalently, the core of MΓ is a nonempty

compact set.

The condition on the critical exponent in the above theorem is sharp since, for a complex

Fuchsian subgroup Γ < Isom (Hn
C), δ(Γ) = 2, but MΓ is non-Stein because the convex core of MΓ is

a compact complex curve, see Example 3.1.2. On the other hand, if Γ is a torsion-free real Fuchsian

subgroup or a small deformation of such (i.e., real quasi-Fuchsian subgroups, see Example 3.1.1),

then Γ satisfies the condition of the above theorem.

Theorem 2.1.1 has limited intersection with [BS76, Prop. 6.4]: It states that, if Γ < Isom (Hn
C)

is a discrete subgroup that stabilizes a totally-real totally-geodesic subspace of dimension n in Hn
C

and acts on it cocompactly (in particular, δ(Γ) = n − 1), then MΓ is a Stein manifold. More

generally, [Che13, Prop. 1.6] claims that same result holds if one replaces the words “acts on it

cocompactly” by “injectivity radius of MΓ is positive.”

Yue [Yue99] made several conjectures about convex-cocompact complex-hyperbolic Kleinian

groups Γ < Isom (Hn
C). One such conjecture states that if δ(Γ) > n − 1, then MΓ is not Stein.

Theorem 2.1.1 disproves this conjecture in dimension n = 2 since counter-examples are given by

real quasi-Fuchsian subgroups of Isom
(
H2

C
)
; in this case, δ(Γ) > 1, but MΓ is Stein. For n ≥ 3, the

conjecture is unknown.

In Chapter 3, we also discuss a number of interesting conjectures related to Theorem 2.1.1.

2.2. Anosov subgroups of semisimple Lie groups

Convex-cocompact Kleinian groups form a rich class of discrete groups with nice geometrical,

topological, and dynamical properties. Recall from the previous section that a discrete subgroup

Γ < Isom (Hn) = PO(n, 1) is called convex-cocompact if Γ acts cocompactly on a nonempty Γ-

invariant closed convex subset C ⊂ Hn. In rank-one simple Lie groups, convex-cocompact subgroups

generalize uniform lattices1.

1A discrete subgroup Γ of a Lie group G is called a lattice if Γ\G supports a nontrivial G-invariant measure of finite
volume. Moreover, Γ is called a uniform lattice if Γ\G is compact.
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Lattices in semisimple Lie groups G of noncompact type is a widely studied topic in mathe-

matics with rich structure theory. In contrast, infinite covolume discrete subgroups are still poorly

understood. A difficulty arose from the lack of the notion of a flexible class of discrete subgroups

of G that has nice geometrical and dynamical properties. In rank-one, such a class is offered by

convex-cocompact (or, more generally, geometrically finite) subgroups. But, in higher rank, a naive

generalization of “convex-cocompactness” turned out to be too restrictive: Let X be a symmetric

space of noncompact type, rank(X) ≥ 2, and G = Isom (X) be the isometry group of X. Assume

that X has no rank-one de Rham factor (e.g., X cannot be written as a Riemannian product

X1 × Hn). If a discrete subgroup Γ < G acts cocompactly on a Γ-invariant, nonempty, closed,

convex subset C ⊂ X, then either Γ acts cocompactly on X or Γ preserves a proper symmetric

subspace of X [KL06]. Equivalently, such Γ can only arise as a representation of a uniform lattice

into G. In particular, Γ cannot be isomorphic to, for instance, a free group Fn.

The class of Anosov subgroups of G gives a different higher rank generalization of convex-

cocompact Kleinian groups that is flexible enough to include a wide range of discrete subgroups of

G (e.g., free groups, surface groups, etc.). This notion was introduced by Labourie [Lab06] using

Anosov flows in his study of the Hitchin component of the character variety

Rep(π1(Σ), G) := Hom(π1(Σ), G)/G,

where G = PSL(n,R), n > 2, and Σ is a compact surface of negative Euler characteristic. He proved

that the Hitchin component consists entirely of discrete and faithful (Anosov) representations2

π1(Σ)→ G. Guichard and Weinhard [GW12] extended Labourie’s class to include representations

of word-hyperbolic groups. Later Kapovich, Leeb, and Porti [KLP14, KLP18a] gave several

geometrical and dynamical characterizations of Anosov subgroups. Many different characterizations

of Anosov subgroups are now known, e.g., see [GGKW17,KLP18b,KL18b,BPS19]. In Chapter

4, we review some of these characterizations.

For the time being, we give the following definition of Anosov subgroups of G = SL(n,R).

Every element g ∈ G has a singular value decomposition. The singular values of g,

σ1(g) ≥ · · · ≥ σn(g) > 0, (2.1)

2Components of a character variety consisting of discrete and faithful representations are called (higher) Teichmüller
spaces, see [Wie18].
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can be geometrically interpreted as the lengths of the semiaxes of the ellipsoid g(Bn), where

g : Rn → Rn is the linear map and Bn ⊂ Rn is the closed unit ball.

Definition 2.2.1 (Anosov subgroups). Let Γ be a finitely generated group and |·|S : Γ→ N∪{0}

be the word-length function with respect to a finite generating set S. A representation ρ : Γ→ G

is called Pk-Anosov (k = 1, . . . , n− 1) if there exists constants L ≥ 1, A ≥ 0, such that

log

(
σk(ρ(γ))

σk+1(ρ(γ))

)
≥ L−1|γ|S −A, ∀γ ∈ Γ. (2.2)

The image ρ(Γ) is called a Pk-Anosov subgroup of G.

Remark. (1) The above definition3 was introduced in [BPS19] where it was proved to

be equivalent to Labourie’s definition of Anosov representations. Note that (in contrast

with Labourie’s definition) Γ is not a priori assumed to be word-hyperbolic. In fact, the

word-hyperbolicity of Γ is a consequence of [KLP18b, Thm. 4].

(2) It follows from (2.2) that, for a Pk-Anosov representation ρ : Γ→ G, every element γ ∈ Γ

of sufficiently large word-length satisfies σk(ρ(γ)) > σk+1(ρ(γ)). As a consequence, ρ(γ) is

nontrivial. In particular, Anosov representations ρ have finite kernel and discrete image.

(3) When n = 2, i.e. G = SL(2,R), then G acts on the hyperbolic plane H2 via fractional

linear transformations on the upper half-plane model of H2. The action is transitive with

point stabilizers being isomorphic to K = SO(2,R), i.e. H2 can be identified with G/K.

The function

d1(g1K, g2K) := log

(
σ1(g−1

1 g2)

σ2(g−1
1 g2)

)
, g1, g2 ∈ G,

is the distance function of a G-invariant Riemannian metric (the hyperbolic metric) on

H2 = G/K. Let Γ < G be a P1-Anosov subgroup. Then, the inequality (2.2) means that

Γ is undistorted, i.e. the map Γ → H2, γ 7→ γK, is a quasiisometric embedding. This

is equivalent to Γ being convex-cocompact. In general, Anosov property in rank-one is

equivalent to convex-cocompactness.

(4) For n ≥ 3, k ∈ {1, . . . , n− 1}, the function

dk(g1K, g2K) := log

(
σk(g

−1
1 g2)

σk+1(g−1
1 g2)

)
, g1, g2 ∈ G = SL(n,R),

3This definition is a special case of URU subgroups (Definition 4.4.11).
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also defines a G-invariant (asymmetric) distance function on G/K. However, d is the

distance function of a Finsler (which is not a Riemannian) metric. These metrics play

central role in Chapter 6.

The theory (as well as the results below) of Anosov subgroups extends to other semisimple Lie

groups of noncompact type with mild restrictions. In the sequel, G denotes a connected semisimple

Lie group of noncompact type, X denotes the symmetric space of G, and P denotes a parabolic

subgroup of G which is conjugate to its opposite. For such P we have the class of P -Anosov

subgroups. See Chapter 4 for details.

A combination theorem. The combination theorems in geometric group theory provide tools

to construct new groups with “nice” geometric properties out of old ones. The classical combination

theorem of Klein [Kle83] states that under certain assumptions, the group 〈Γ1,Γ2〉 generated by two

Kleinian groups Γ1 and Γ2 is again Kleinian, and is naturally isomorphic to the free product Γ1∗Γ2.

In a series of articles [Mas65,Mas68,Mas71,Mas93], Maskit generalized the Klein combination

theorem to amalgamated free products and HNN extensions. See Maskit’s book [Mas88] for a

detailed account of these results.

These so called “Klein-Maskit combination theorems” have been generalized to the geometri-

cally finite groups by several mathematicians. For instance, in [BC08], Baker and Cooper proved

the following

Theorem 2.2.2 (Virtual amalgam theorem, [BC08]). If Γ1 and Γ2 are two geometrically finite

subgroups of Isom (Hn) which have compatible parabolic subgroups, and if H = Γ1∩Γ2 is separable in

Γ1 and Γ2, then there exist finite index subgroups Γ′1 and Γ′2 of Γ1 and Γ2, respectively, containing

H such that the group 〈Γ′1,Γ′2〉 generated by Γ′1 and Γ′2 is geometrically finite, and is naturally

isomorphic to the amalgam Γ′1 ∗H Γ′2.

When Γ1 and Γ2 intersect trivially, the “compatibility condition” in the above theorem simply

means that the limit sets of Γ1 and Γ2 in ∂∞Hn are disjoint. Since this case is the most relevant

to us, we state it separately.

Corollary 2.2.3. If Γ1 and Γ2 are two geometrically finite subgroups of Isom (Hn) with disjoint

limit sets in ∂∞Hn, then there exist finite index subgroups Γ′1 and Γ′2 of Γ1 and Γ2, respectively, such

7



that the group 〈Γ′1,Γ′2〉 generated by Γ′1 and Γ′2 is geometrically finite and is naturally isomorphic

Γ′1 ∗ Γ′2.

The following theorem presents an analogue of this result in the setting of Anosov subgroups.

Recall our convention that G is a semisimple Lie group of noncompact type and P is a parabolic

subgroup.

Theorem 2.2.4 (Combination theorem). Let Γ1, . . . ,Γn be pairwise antipodal, residually finite4

P -Anosov subgroups of G. Then, there exist finite index subgroups Γ′i of Γi, for i = 1, . . . , n,

such that the subgroup 〈Γ′1, . . . ,Γ′n〉 generated by Γ′1, . . . ,Γ
′
n in G is P -Anosov, and is naturally

isomorphic to the free product Γ′1 ∗ · · · ∗ Γ′n.

This result and its proof appears in [DKL19]. We present this proof in Chapter 5. The

undefined term “antipodal” in the statement will be made precise later in Definition 5.2.20: This

condition replaces the disjointness of the limit sets in Corollary 2.2.3. Moreover, the geometric

finiteness in Corollary 2.2.3 is replaced by the Anosov condition.

Kapovich, Leeb, and Porti [KLP14] used the local-to-global principle for Morse quasigeodesics

to construct (free) Morse-Schottky subgroups of semisimple Lie groups (cf. also [Ben97]):

Theorem 2.2.5 (Morse-Schottky subgroups, [KLP14, Theorem 7.40]). Suppose that g1, ..., gn

are hyperbolic isometries of a symmetric space X = G/K of noncompact type, whose repelling/

attracting points in the flag-manifold G/P are pairwise antipodal. Then for all sufficiently large N ,

the subgroup of G generated by gN1 , ..., g
N
n is P -Anosov and free of rank n.

While Theorem 2.2.4 contains this result as a special case when the subgroups Γ1, ...,Γn are

cyclic, our proof of the theorem involves extending their methods that work with arbitrary Anosov

subgroups.

We note that the traditional statements of the Klein-Maskit combination theorems are sharper

in the sense that under suitable assumption one does not need to pass to finite index subgroups.

Therefore, it is natural to expect that Theorem 2.2.4 should have a version that is more aligned

with the original form of the Klein-Maskit combination theorems. The following is a reasonable

combination conjecture in the setting of Anosov subgroups:

4It suffices to assume that each Γi has trivial intersection with the center of G.
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Conjecture 2.2.6 ( [DKL19, Conj. 5.3]). Let A1, ..., An ⊂ G/P be nonempty disjoint compact

subsets such that any two distinct elements of A :=
⋃n
i=1Ai are antipodal. Suppose that Γ1, ...,Γn

are P -Anosov subgroups of G such that for all i = 1, ..., n and all γ ∈ Γi−{1} we have γ(A−Ai) ⊂

int (Ai) . Then the subgroup Γ of G generated by Γ1, ...,Γn is P -Anosov.

Note that under the above assumptions, Γ is naturally isomorphic to the free product Γ1∗· · ·∗Γn,

see, e.g., [Tit72].

Patterson-Sullivan theory. Let Γ < Isom (Hn) be a Kleinian group. Recall the notion of

the critical exponent δ(Γ) from Section 2.1. This is a fundamental numerical invariant associated

with Γ that measures the asymptotic growth rate of Γ-orbits in Hn.

In an influential paper [Sul79], extending pioneering work by Patterson [Pat76] on Fuchsian

groups, Sullivan proved the following relation between the Hausdorff dimension of the limit set

Λ(Γ) of Γ and its critical exponent.

Theorem 2.2.7 (Sullivan [Sul79, Thm. 8]). Let Γ be a convex-cocompact subgroup of the

isometry group of Hn. Then the critical exponent δ(Γ) equals to the Hausdorff dimension of Λ(Γ).

Many generalizations of this result in different directions followed afterwards. For instance,

Sullivan generalized this theorem for geometrically finite Kleinian groups [Sul84]. An important

ingredient of Sullivan’s proof of this theorem is the existence of a probability measure on Λ(Γ)

that changes conformally under the Γ-action. The construction of such measure goes back to

Patterson’s original idea in [Pat76]. Measures of this type (resp. a family of “well-behaved”

measures) are commonly referred as Patterson–Sullivan measures (resp. densities). We refer to

Nicholls’ book [Nic89] for a self-contained exposition on these results.

Moreover, Corlette [Cor90] and Corlette-Iozzi [CI99] extended Theorem 2.2.7 for geometrically

finite groups of isometries of rank-one symmetric spaces, and Bishop-Jones [BJ97] extended these

results to arbitrary discrete isometry groups of rank-one symmetric spaces. Yue [Yue96] and

Ledrappier [Led95] studied the case of Hadamard spaces of negative curvature.

In higher rank, there has been a considerable amount of work done by various people, starting

with the early works of Bishop-Steger [BS93] and Burger [Bur93] on products of hyperbolic spaces.

Later, Albuquerque [Alb99], Quint [Qui02a,Qui02b], and Link [Lin04,Lin06] studied Patterson-

Sullivan measures associated with discrete isometry groups of general higher rank symmetric spaces.

However, most of these works were limited to the case of Zariski-dense discrete subgroups.
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In Chapter 6, we develop a Patterson-Sullivan theory for Anosov subgroups (not necessarily

Zariski-dense). Using the classical construction of Patterson, we define and study a notion of

Patterson-Sullivan measures in the setting of Anosov subgroups, and extend several results of

[Sul79] in this setting. This work appears in [DK19]. Below we summarize these results.

Following [KL18b, Sec. 5], we consider an appropriate polyhedral Finsler pseudometric dF on

X = G/K (see Section 6.1 for details). Let δF(Γ) denote the Finsler critical exponent of Γ, i.e.

δF(Γ) := inf

s :
∑
γ∈Γ

e−s·dF(x,γx) <∞

 , x ∈ X.

As before, this number is independent of x ∈ X.

Theorem 2.2.8. Let Γ be a nonelementary P -Anosov subgroup of G. Then the Patterson–

Sullivan density µ on the flag limit set5 Λ(Γ) ⊂ G/P is the unique (up to rescaling) Γ-invariant

conformal density. Moreover,

(i) The density µ is non-atomic and δF(Γ)-dimensional.

(ii) The support of µ is Λ(Γ) and Γ acts on Λ(Γ) ergodically with respect to µ.

(iii) The critical exponent δF(Γ) is positive and finite.

(iv) The Poincaré series of Γ diverges at δF(Γ). Equivalently, Γ has Finsler divergence type.

(v) The δF(Γ)-dimensional Hausdorff measure on Λ(Γ) with respect to a Gromov premetric is

a member of a Γ-invariant conformal density. In particular, the Hausdorff dimension of

Λ(Γ) is δF(Γ).

The notions of conformal density and its dimension, divergence type, and Gromov premetric are

defined in Chapter 6 (see “Organization of this chapter” in the introduction of Chapter 6). Note

that Theorem 2.2.8(v) generalizes Theorem 2.2.7. In Section 6.9, we also give some applications of

our theorem.

5See Definition 4.4.2.
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CHAPTER 3

Stein property of complex hyperbolic manifolds

This chapter is based on [DK20]. The goal of this chapter is to give a proof of

Theorem 2.1.1. Let Γ < Isom (Hn
C) be a convex-cocompact, torsion-free discrete subgroup such

that δ(Γ) < 2. Then MΓ = Γ\Bn is Stein.

The main ingredients in the proof of Theorem 2.1.1 are Proposition 3.2.7 and Theorem 3.3.3.

The condition “convex-cocompact” is only used in Proposition 3.2.7, whereas Theorem 3.3.3 holds

for any torsion-free discrete subgroup Γ < Isom (Hn
C) satisfying δ(Γ) < 2.

Conjecture 3.0.1. Theorem 2.1.1 holds if we omit the “convex-cocompact” assumption on Γ.

In section 3.4 we discuss other conjectural generalizations of Theorem 2.1.1 and supporting

results.

3.1. Preliminaries of complex-hyperbolic spaces

Here we recall some definitions and basic facts about the n-dimensional complex hyperbolic

space, we refer to [Gol99] for details. See also [Kap19].

Consider the n-dimensional complex vector space Cn+1 equipped with the pseudo-hermitian

bilinear form

〈z, w〉 = −z0w̄0 +
n∑
k=1

zkw̄k (3.1)

and define the quadratic form q(z) of signature (n, 1) by q(z) := 〈z, z〉. Then q defines the negative

light cone V− := {z : q(z) < 0} ⊂ Cn+1. The projection of V− in the projectivization of Cn+1, Pn,

is an open ball which we denote by Bn.

The tangent space T[z]Pn is naturally identified with z⊥, the orthogonal complement of Cz in

V , taken with respect to 〈·, ·〉. If z ∈ V−, then the restriction of q to z⊥ is positive-definite, hence,

〈·, ·〉 project to a hermitian metric h (also denoted 〈·, ·〉) on Bn. The complex hyperbolic n-space

Hn
C is Bn equipped with the hermitian metric h. The boundary ∂Bn of Bn in Pn gives a natural

compactification of Bn.

11



In this chapter, we usually denote the complex hyperbolic n-space by Bn. The real part of

the hermitian metric h defines a Riemannian metric g on Bn. The sectional curvature of g varies

between −4 and −1. We denote the distance function on Bn by d. The distance function satisfies

cosh2(d(0, z)) =
1

1− |z|2
. (3.2)

In the above formula, we are writing points in Bn in affine coordinates, i.e., a point [(1, z)] ∈ Bn

is written as z.

A real linear subspace W ⊂ Cn+1 is said to be totally real with respect to the form (3.1) if for

any two vectors z, w ∈ W , 〈z, w〉 ∈ R. Such a subspace is automatically totally real in the usual

sense: JW ∩W = {0}, where J is the almost complex structure on V . (Real) geodesics in Bn are

projections of totally real indefinite (with respect to q) 2-planes in Cn+1 (intersected with V−). For

instance, geodesics through the origin 0 ∈ Bn are Euclidean line segments in Bn. More generally,

totally-geodesic real subspaces in Bn are projections of totally real indefinite subspaces in Cn+1

(intersected with V−). They are isometric to the real hyperbolic space Hn
R of constant sectional

curvature −1.

Complex geodesics in Bn are projections of indefinite complex 2-planes. Complex geodesics are

isometric to the unit disk with the hermitian metric

dzdz̄

(1− |z|2)2
,

which has constant sectional curvature −4. More generally, k-dimensional complex hyperbolic

subspaces Hk
C in Bn are projections of indefinite complex (k+1)-dimensional subspaces (intersected

with V−).

All complete totally-geodesic submanifolds in Hn
C are either real or complex hyperbolic sub-

spaces.

The group U(n, 1) ∼= U(q) of (complex) automorphisms of the form q projects to the group

Aut(Bn) ∼= PU(n, 1) of complex (biholomorphic, isometric) automorphisms of Bn. The group

Aut(Bn) is linear, its matrix representation is given, for instance, by the adjoint representation,

which is faithful since Aut(Bn) has trivial center.

A discrete subgroup Γ of Aut(Bn) is called a complex-hyperbolic Kleinian group. The accumula-

tion set of an(y) orbit Γx in ∂Bn is called the limit set of Γ and denoted by Λ(Γ). The complement
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of Λ(Γ) in ∂Bn is called the domain of discontinuity of Γ and denoted by Ω(Γ). The group Γ acts

properly discontinuously on Bn ∪ Ω(Γ).

For a (torsion-free) complex-hyperbolic Kleinian group Γ, the quotient Γ\Bn is a Riemannian

orbifold (manifold) equipped with push-forward of the Riemannian metric of Bn. We reserve the

notation MΓ to denote this quotient. The convex core of MΓ is defined by

core(M) := Γ\C,

where C ⊂ Bn is the smallest Γ-invariant, closed, convex subset. Here the word “smallest” means

“intersection of all nonempty”; we allow C to be the empty set. The subgroup Γ is called convex-

cocompact if the convex core of MΓ is a nonempty compact subset. Equivalently (see [Bow95]),

MΓ = Γ\(Bn ∪ Ω(Γ)) is compact, provided that |Γ| =∞.

Below are two interesting examples of convex-cocompact complex-hyperbolic Kleinian groups

which will also serve as illustrations our results.

Example 3.1.1 (Real Fuchsian subgroups). Let H2
R ⊂ Bn be a totally real-hyperbolic plane.

This inclusion is induced by an embedding ρ : Isom(H2
R) = PSL(2,R) → Aut(Bn) whose image

preserves H2
R. Let Γ′ < Isom(H2

R) be a cocompact subgroup. Then Γ = ρ(Γ′) preserves H2
R and

acts on it cocompactly. Such subgroups Γ < Aut(Bn) will be called real Fuchsian subgroups. The

compact surface-orbifold Σ = Γ\H2
R is the convex core, core(MΓ). The critical exponent δ(Γ) is 1.

Let Γt, t ≥ 0, be a continuous family of deformations of Γ0 = Γ in Aut(Bn) such that Γt’s, for

t > 0, are convex-cocompact but not real Fuchsian. Such deformation exist as long as Γt is, say,

torsion-free, see e.g. [Wei64]. The groups Γt, t > 0, are called real quasi-Fuchsian subgroups. The

critical exponents of such subgroups are strictly greater than 1.

Example 3.1.2 (Complex Fuchsian subgroups). Let Γ′ be a cocompact subgroup of SU(1, 1),

the identity component isometry group of the real-hyperbolic plane (modulo Z2) and let SU(1, 1)→

SU(n, 1) be any embedding. Note that SU(n, 1) modulo center (isomorphic to Zn+1) is isomorphic

to PU(n, 1). By taking compositions, we get a representation ρ : Γ′ → PU(n, 1). Then Γ := ρ(Γ′)

leaves a complex geodesic invariant in Bn. Such subgroups Γ will be called complex Fuchsian

subgroups. In this case, core(MΓ) = Γ\H1
C is a compact complex curve in MΓ where H1

C is the

Γ-invariant complex geodesic. The critical exponent δ(Γ) is 2.
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3.2. Generalities on complex manifolds

By a complex manifold with boundary M , we mean a smooth manifold with (possibly empty)

boundary ∂M such that int(M) is equipped with a complex structure and that there exists a

smooth embedding f : M → X to an equidimensional complex manifold X, biholomorphic on

int(M). A holomorphic function on M is a smooth function which admits a holomorphic extension

to a neighborhood of M in X.

Let X be a complex manifold and Y ⊂ X is a codimension 0 smooth submanifold with boundary

in X. The submanifold Y is said to be strictly Levi-convex if every boundary point of Y admits a

neighborhood U in X such that the submanifold with boundary Y ∩ U can be written as

{φ ≤ 0},

for some smooth submersion φ : U → R satisfying Hess(φ) > 0, where Hess(φ) is the holomorphic

Hessian: (
∂2φ

∂z̄i∂zj

)
.

Definition 3.2.1. A strongly pseudoconvex manifold M is a complex manifold with bound-

ary which admits a strictly Levi-convex holomorphic embedding in an equidimensional complex

manifold.

Definition 3.2.2. An open complex manifold Z is called holomorphically convex if for every

discrete closed subset A ⊂ Z there exists a holomorphic function Z → C which is proper on A.

Alternatively,1 one can define holomorphically convex manifolds as follows: For a compact K

in a complex manifold M , the holomorphic convex hull K̂M of K in M is

K̂M = {z ∈M : |f(z)| ≤ sup
w∈K
|f(w)|, ∀f ∈ OM}.

See [Hör90, Sec. 5.1]. In the above, OM denotes the ring of holomorphic functions on M . Then

M is holomorphically convex iff for every compact K ⊂M , the hull K̂M is also compact.

Theorem 3.2.3 (Grauert [Gra58]). The interior of every compact strongly pseudoconvex man-

ifold M is holomorphically convex.

1and this is the standard definition
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Definition 3.2.4 (Stein manifolds). A complex manifold M is called Stein if it admits a proper

holomorphic embedding in Cn for some n.

Equivalently, M is Stein iff it is holomorphically convex and holomorphically separable: That

is, for every distinct points x, y ∈ M , there exists a holomorphic function f : M → C such that

f(x) 6= f(y). See [Hör90, Def. 5.1.3] for this definition and [Hör90, Thm. 5.1.3] for one direction2

of the equivalence.

We will use:

Theorem 3.2.5 (Rossi [Ros69], Corollary on page 20). If a compact complex manifold M is

strongly pseudoconvex and contains no compact complex subvarieties of positive dimension, then

int(M) is Stein.

We now discuss strong pseudoconvexity and Stein property in the context of complex-hyperbolic

manifolds. A classical example of a complex submanifold with Levi-convex boundary is a closed

round ball B
n

in Cn. Suppose that Γ < Aut(Bn) is a discrete torsion-free subgroup of the group

of holomorphic automorphisms of Bn with (nonempty) domain of discontinuity Ω = Ω(Γ) ⊂ ∂Bn.

The quotient

MΓ = Γ\(Bn ∪ Ω)

is a smooth manifold with boundary.

Lemma 3.2.6. MΓ is strongly pseudoconvex.

Proof. We let TΛ denote the union of all projective hyperplanes in PnC tangent to ∂Bn at

points of Λ, the limit set of Γ. Let Ω̂ denote the connected component of PnC − TΛ containing Bn.

It is clear that Bn∪Ω ⊂ Ω̂ is strictly Levi-convex. By the construction, Γ preserves Ω̂. It is proven

in [CNS13, Thm. 7.5.3] that the action of Γ on Ω̂ is properly discontinuous. Hence, X := Γ\Ω̂ is

a complex manifold containing MΓ as a strictly Levi-convex submanifold with boundary. �

Specializing to the case when MΓ is compact, i.e. Γ is convex-cocompact, we obtain:

Proposition 3.2.7. Suppose that Γ is torsion-free, convex-cocompact and n > 1. Then:

(i) ∂MΓ is connected.

2The other direction follows easily from the definitions.
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(ii) If int(MΓ) = MΓ contains no compact complex subvarieties of positive dimension, then

MΓ is Stein.

For example, as it was observed in [BS76], the quotient-manifold Γ\B2 of a torsion-free real-

Fuchsian subgroup Γ < Aut(B2) is Stein while the quotient-manifold of a complex-Fuchsian sub-

group Γ < Aut(B2) is non-Stein.

3.3. Proof of Theorem 2.1.1

In this section, we construct certain plurisubharmonic functions on MΓ, for each finitely gener-

ated, discrete subgroup Γ < Aut(Bn) satisfying δ(Γ) < 2. We use these functions to show that MΓ

has no compact subvarieties of positive dimension. At the end of this section, we prove Theorem

2.1.1.

Let X be a complex manifold. Recall that a continuous function f : X → R is called plurisub-

harmonic3 if for any homomorphic map φ : V (⊂ C) → X, the composition f ◦ φ is subharmonic.

Plurisubharmonic functions f satisfy the maximum principle; in particular, if f restricts to a non-

constant function on a connected complex subvariety Y ⊂ X, then Y is noncompact.

Now we turn to our construction of plurisubharmonic functions. Let Γ < Aut(Bn) be a discrete

subgroup. Consider the Poincaré series

∑
γ∈Γ

(1− |γ(z)|2), z ∈ Bn. (3.3)

Lemma 3.3.1. Suppose that δ(Γ) < 2. Then (3.3) uniformly converges on compact sets.

Proof. Since δ(Γ) < 2, the Poincaré series

∑
γ∈Γ

e−2d(0,γ(z))

uniformly converges on compact subsets in Bn. By (3.2), we get

e−2d(0,γ(z)) ≤ (1− |γ(z)|2) ≤ 4e−2d(0,γ(z)). (3.4)

Then, the result follows from the upper inequality. �

3There is a more general notion of plurisubharmonic functions; for our purpose, we only consider this restrictive
definition.
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Remark. Note that when δ(Γ) > 2, or when Γ is of divergent type (e.g., convex-cocompact)

and δ(Γ) = 2, then (3.3) does not converge. This follows from the lower inequality of (3.4).

Assume that δ(Γ) < 2. Define F : Bn → R,

F (z) =
∑
γ∈Γ

(|γ(z)|2 − 1).

Since F is Γ-invariant, i.e., F (γz) = F (z), for all γ ∈ Γ and all z ∈ Bn, F descends to a function

f : MΓ → R.

Lemma 3.3.2. The function f : MΓ → R is plurisubharmonic.

Proof. Enumerate Γ as Γ = {γ1, γ2, . . . }. Consider the sequence of partial sums of the series

F ,

Sk(z) =
∑
j≤k

(|γj(z)|2 − 1).

Since each summand in the above is plurisubharmonic4, Sk is plurisubharmonic for each k ≥ 1.

Moreover, the sequence of functions Sk is monotonically decreasing. Thus, the limit F = limk→∞ Sk

is also plurisubharmonic, and hence so is f . �

Note, however, that at this point we do not yet know that the function f is nonconstant.

Now we prove the main result of this section.

Theorem 3.3.3. Let Γ be a torsion-free discrete subgroup of Aut(Bn). If δ(Γ) < 2, then MΓ

contains no compact complex subvarieties of positive dimension.

Proof. Suppose that Y is a compact connected subvariety of positive dimension in MΓ. Since

π1(Y ) is finitely generated, so is its image Γ′ in Γ = π1(MΓ). Since δ(Γ′) ≤ δ(Γ), by passing to the

subgroup Γ′ we can (and will) assume that the group Γ is finitely generated.

We construct a sequence of functions Fk : Bn → R as follows. For k ∈ N, let Σk ⊂ Γ − {1}

denote the subset consisting of γ ∈ Γ satisfying d(0, γ(0)) ≤ k. Since Γ is a finitely generated linear

group, it is residually finite and, hence, there exists a finite index subgroup Γk < Γ disjoint from

4This follows from the fact that the function |z|2 is plurisubharmonic.
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Σk. For each k ∈ N, define Fk : Bn → R as the sum

Fk(z) =
∑
γ∈Γk

(|γ(z)|2 − 1).

Since ⋂
k∈N

Γk = {1},

the sequence of functions Fk converges to (|z|2−1) uniformly on compact subsets of Bn. As before,

each Fk is plurisubharmonic (cf. Lemmata 3.3.1, 3.3.2).

Let Ỹ be a connected component of the preimage of Y under the projection map Bn → MΓ.

Since Ỹ is a closed, noncompact subset of Bn, the function (|z|2 − 1) is nonconstant on Ỹ . As the

sequence (Fk) converges to (|z|2 − 1) uniformly on compacts, there exists k ∈ N such that Fk is

nonconstant on Ỹ . Let fk : Mk = MΓk → R denote the function obtained by projecting Fk to Mk,

and Yk be the image of Ỹ under the projection map Bn → Mk. Since Mk is a finite covering of

MΓ, the subvariety Yk ⊂Mk is compact. Moreover, fk is a nonconstant plurisubharmonic function

on Yk since Fk is such a function on Ỹ . This contradicts the maximum principle. �

Remark. Regarding Remark 3.3: The failure of convergence of the series (3.3) as pointed out

in Remark 3.3 is not so surprising. In fact, if Γ is a complex Fuchsian group, then δ(Γ) = 2 and

the convex core of MΓ is a compact Riemann surface, see Example 3.1.2. Thus, our construction

of F must fail in this case.

We conclude this section with a

Proof of Theorem 2.1.1. By Theorem 3.3.3, MΓ does not have compact complex subvari-

eties of positive dimensions. Then, by the second part of Proposition 3.2.7, MΓ is Stein. �

3.4. Further remarks

In relation to Theorem 2.1.1, it is also interesting to understand the case when δ(Γ) = 2, that

is: For which convex-cocompact, torsion-free subgroups Γ of Aut(Bn) satisfying δ(Γ) = 2, is the

manifold MΓ Stein? It has been pointed out before that a complex Fuchsian subgroup Γ < Aut(Bn)

satisfies δ(Γ) = 2, but the manifold MΓ is not Stein. In fact, the convex core of MΓ is a complex

curve, see Remark 3.3. We conjecture that complex Fuchsian subgroups are the only such non-Stein

examples.
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Conjecture 3.4.1. Let Γ < Aut(Bn) be a convex-cocompact, torsion-free subgroup such that

δ(Γ) = 2. Then, MΓ is non-Stein if and only if Γ is a complex Fuchsian subgroup.

We illustrate this conjecture in the following very special case: Let φ : π1(Σ)→ Aut(Bn) be a

faithful convex-cocompact representation where Σ is a compact Riemann surface of genus g ≥ 2.

Then φ induces a (unique) equivariant harmonic map

F : Σ̃→ Bn

which descends to a harmonic map f : Σ→MΓ. In the above, Σ̃ denotes the universal cover of Σ.

Proposition 3.4.2. Suppose that F is a holomorphic immersion. Then Γ = φ(π1(Σ)) satisfies

δ(Γ) ≥ 2. Moreover, if δ(Γ) = 2, then Γ preserves a complex line. In particular, Γ is a complex

Fuchsian subgroup of Aut(Bn).

Proof. Noting that MΓ contains a compact complex curve, namely f(Σ), the first part follows

directly from Theorem 2.1.1.

For the second part, we let Y denote the surface Σ̃ equipped with the Riemannian metric

obtained via pull-back of the Riemannian metric g on Bn. The entropy5 h(Y ) of Y is bounded

above by δ(Γ), i.e.

h(Y ) ≤ 2. (3.5)

This can be seen as follows: The distance function dY on Y satisfies

dY (y1, y2) ≥ d(F (y1), F (y2)).

Therefore, the exponential growth-rate δY of π1(Σ)-orbits in Y satisfies δY ≤ δ(Γ). On the other

hand, the quantity δY = h(Y ) since π1(Σ) acts cocompactly on Y .

Assume that Σ̃ is endowed with a conformal Riemannian metric of constant −4 sectional cur-

vature. Since Σ̃ is a symmetric space, we have

h2(Y )Area(Γ\Y ) ≥ h2(Σ̃)Area(Σ),

5The volume entropy of a simply connected Riemannian manifold (X, g) is defined as limr→∞ log Vol(B(r, x))/r,
where x ∈ X is a chosen base-point and B(r, x) denotes the ball of radius r centered at x. This limit exists and is
independent of x, see [Man79].
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see [BCG96, p. 624]. The inequality (3.5) together with the above implies that Area(Γ\Y ) ≥

Area(Σ).

On the other hand, since f : Γ\Y → MΓ is holomorphic, 4 · Area(Γ\Y ) equals to the Toledo

invariant c(φ) (see [Tol89]) of the representation φ. Since c(φ) ≤ 4π(g − 1), the inequality

Area(Γ\Y ) ≥ Area(Σ) = π(g − 1) shows that

Area(Γ\Y ) = π(g − 1)

or, equivalently, c(φ) = 4π(g− 1). By the main result of [Tol89], Γ preserves a complex-hyperbolic

line in Bn. �

Remark. The assumption that F is an immersion can be eliminated: Instead of working with

a Riemannian metric, one can work with a Riemannian metric with finitely many singularities.

Motivated by Theorem 3.3.3, we also make the following conjecture.

Conjecture 3.4.3. If Γ < Aut(Bn) is discrete, torsion-free, and δ(Γ) < 2k, then MΓ does not

contain compact complex subvarieties of dimension ≥ k.

We conclude this section with a verification of this conjecture under a stronger hypothesis.

Proposition 3.4.4. If Γ < Aut(Bn) is discrete, torsion-free, and δ(Γ) < 2k− 1, then MΓ does

not contain compact complex subvarieties of dimension ≥ k.

Proof. Note that if Γ is elementary (i.e., virtually abelian), then δ(Γ) = 0. In this case, the

result follows from Theorem 3.3.3. For the rest, we assume that Γ is nonelementary.

By [BCG08, Sec. 4], there is a natural map f : MΓ → MΓ homotopic to the identity map

IdMΓ
: MΓ →MΓ and satisfying

|Jacp(f)| ≤
(
δ(Γ) + 1

p

)p
, 2 ≤ p ≤ 2n,

where Jacp(f) denotes the p-Jacobian of f . When δ(Γ) < 2k − 1, we have |Jacp(f)| < 1, for

p ∈ [2k, 2n]. This means that f strictly contracts the volume form on each p-dimensional tangent

space at every point x ∈MΓ, for p ∈ [2k, 2n].

Let Y ⊂MΓ be a compact complex subvariety of dimension ≥ k (real dimension ≥ 2k). Then,

Y is also a volume minimizer in its homology class. Since f strictly contracts volume on Y , f(Y )
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has volume strictly lesser than that of Y . However, f being homotopic to IdMΓ
, f(Y ) belongs to

the homology class of Y . This is a contradiction to the fact that Y minimizes volume its homology

class. �

Remark. Note that Proposition 3.4.4 gives an alternative proof of Theorem 3.3.3 (hence The-

orem 2.1.1) under a stronger hypothesis, namely δ(Γ) ∈ (0, 1). However, this method fails to verify

Theorem 3.3.3 in the case when δ(Γ) ∈ [1, 2).
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CHAPTER 4

Anosov subgroups

In this chapter, we present the necessary background needed for the next two chapters. Special

emphasis will be put on the definition of Anosov subgroups and other characterizations of this class

of subgroups given by Kapovich, Leeb, and Porti [KLP18b,KL18b]. Along the way, we also set

up our notations and conventions.

4.1. Symmetric spaces

For a thorough treatment of most the material in this and the next two sections, we refer to

Eberlein’s book [Ebe96].

Semisimple Lie groups. Let G be a Lie group and g be its Lie algebra. Throughout this

chapter, G is always assumed to be a connected real Lie group. Each Y ∈ g defines an adjoint

endomorphism adY : g → g, (adY )(Z) = [Y,Z]. The Killing form of g is a symmetric bilinear

form B : g× g→ R defined by

B(Y,Z) = tr (adY ◦ adZ) .

Definition 4.1.1. A real Lie algebra g is called semisimple if the Killing form B of g is

nondegenerate, i.e., if B(Y, Z) = 0 for some Y ∈ g and all Z ∈ g, then Y = 0. A connected real

Lie group is called semisimple if its Lie algebra is semisimple. G or g is called simple if g has no

nontrivial proper ideals and dim(g) ≥ 2.

Each semisimple Lie algebra g orthogonally decomposes into a direct sum of simple ideals,

g = g1 ⊕ · · · ⊕ gr. (4.1)

This decomposition is unique up to the order of the summands.

The center of a semisimple Lie algebra z(g) is trivial. Consequently, the center Z(G) of a

semisimple Lie group G is a discrete subgroup. From now on, we always assume that Z(G) is finite.
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Definition 4.1.2 (Noncompact type). A semisimple Lie group G is called of compact type if

its Lie algebra g is of compact type, i.e., the Killing form of g is negative definite1. G is called of

noncompact type if none of gi’s in the direct sum decomposition (4.1) is of compact type.

Maximal compact subgroups. Let G be a semisimple Lie group of noncompact type. It is

known that G admits a maximal compact subgroup K. Note that2 Z(G) < K. On the coset space

X = G/K, one defines a G-invariant Riemannian metric g by averaging a left-invariant Riemannian

metric on G by K. As a Riemannian manifold, X has nonpositive sectional curvature, and G acts

on the left by isometries. Note that the stabilizer of a point gK ∈ X is gKg−1, a conjugate of K

and, hence, a maximal compact subgroup of G. In fact, by Cartan’s fixed-point theorem, maximal

compact subgroups of G represent a single conjugacy class.

Symmetric spaces. The Riemannian manifolds X arising from the above description has the

following geometric characterization.

Definition 4.1.3 (Symmetric spaces of noncompact type). A simply-connected, complete Rie-

mannian manifold X is called a symmetric space if every point x ∈ X defines an isometric geodesic

symmetry: An isometry sx : X → X that fixes x such that dsx|x = −IdTxX . A symmetric space

is called of noncompact type if X has nonpositive sectional curvature and X cannot be written as

a Riemannian product Ek × X1 (k ≥ 1) where Ek is the k-dimensional euclidean space with flat

metric.

We denote the isometry group of X by Isom (X); it is a Lie group. In fact, the identity

component G of Isom (X) is a semisimple Lie group of noncompact type with trivial center so that

X can be written as

X = G/K

where K = Gx is the stabilizer of a point x ∈ X that is also a maximal compact subgroup of G.

In the sequel, we fix the following notations and conventions: X denotes a symmetric space of

noncompact type, G denotes a semisimple Lie group that acts on X by isometries such that

(i) Elements of G do not swap factors in the de Rham decomposition of X,

X = X1 × . . . Xr. (4.2)

1This is equivalent to G being compact.
2Recall our assumption that G has finite center.
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(ii) G is commensurable with Isom (X), i.e., the homomorphism G → Isom (X) has finite

kernel and cokernel.

Under the second assumption, X is a homogeneous G-space. For simplicity, in the rest of this section

we take G to be the identity component of Isom (X). However, the discussion easily generalizes to

the above general setting.

Let x ∈ X be any point. We keep this choice fixed throughout this chapter. Since X is a

Hadamard manifold3, the Cartan-Hadamard theorem asserts that the exponential map

exp : TxX → X (4.3)

is a diffeomorphism. In other words, X is diffeomorphic to Rdim(X).

Cartan decomposition. The choice of x ∈ X determines a natural decomposition of the

Lie algebra g of G in the following way: The corresponding geodesic symmetry sx : X → X

determines an involution G → G, g 7→ sxgsx, whose differential i : g → g is an involutive Lie

algebra automorphism. This produces a decomposition of g, called the Cartan decomposition (with

respect to x),

g = k + p (4.4)

where k and p are respectively the ±1-eigenspaces of i. By definition, [k, k] ⊂ k, [k, p] ⊂ p, and

[p, p] ⊂ p. In fact, k is tangent to K = Gx and p maps isomorphically onto TxX via the differential

of the projection map π : G→ X = G/Gx. We identify p with TxX under dπ. The Killing form B

restricts to a positive (resp. negative) definite form on p (resp. k).

The Riemannian metric of X is actually ‘determined’ by the Killing form of g: Since [k, p] ⊂ p,

the adjoint action of K on g leaves p invariant. Hence, we may write p as an orthogonal (wrt. B)

direct sum of irreducible components,

p = p1 ⊕ · · · ⊕ pr.

This decomposition relates to the de Rham decomposition (4.2) of X via the exponential map (4.3).

Then,

gx = c1B|p1 + · · ·+ crB|pr ,

3A Hadamard manifold is by definition a complete, simply-connected, nonpositively curved Riemannian manifold.
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for some constants c1, . . . , cr > 0. Therefore, we can (and will) assume that the isomorphism

dπ : p→ TxX is isometric where p (resp. TxX) is equipped with the Killing form (resp. Riemannian

metric).

Maximal flats, Weyl groups, and Weyl chambers. The rank of G is the dimension of

a maximal abelian subalgebra a of p. The maximal abelian subalgebras of p constitute a single

K-orbit for the adjoint action of K on p. Let Ka < K be the stabilizer of a. Then the action

of Ka on a factors through a finite group W of automorphisms of a called the Weyl group. The

group W is generated by reflections along (a finite number of) hyperplanes in a. The complement

of these reflecting hyperplanes in a decomposes into connected components, the closures4 of these

components are called Weyl chambers. Each Weyl chamber is a fundamental domain for the action

W y a. K acts transitively on the set of Weyl chambers in p. We pick a model maximal abelian

subalgebra amod of p and a model Weyl chamber ā+
mod ⊂ amod.

The algebraic description in the previous paragraph fits into the following geometric description:

Using the exponential map (4.3), exp : p→ X, each maximal abelian subalgebra a ⊂ p isometrically

maps onto a maximal flat5 in X passing through x. The rank of X is the the dimension of a maximal

flat passing through x (this definition is independent of a choice of x ∈ X). The isotropy group K

acts transitively on the set of all maximal flats passing through x. We call Fmod := exp(amod) the

model flat and ∆ := exp(ā+
mod) the model chamber. We often think of Fmod as the flat euclidean

space Erank(X) with x being the origin and ∆ as a closed convex cone. The isometric action

KFmod
y Fmod of the stabilizer KFmod

of Fmod in K (modulo the kernel of the action) is identified

with the Weyl group action discussed above.

Since X is a homogeneous G-space, G acts transitively on the set of all (pointed) maximal flats

in X: For a given maximal flat F ′ ⊂ X and a point x′ ∈ F ′, choose g ∈ G such that g(x) = x′.

Then F ′′ = g(Fmod) passes through x′. Finally, we find a suitable element k ∈ Kx′ such that

k(F ′′) = F ′. In fact, if F ′ = Fmod, then one can find an element g ∈ G that preserves Fmod and

translates (in the euclidean sense) x to x′. Consequently, the the action of stabilizer group of Fmod

in G on Fmod factors through the group Rrank(X) oW of affine isometries.

4Note that the standard definition of Weyl chambers does not involve taking closures.
5A submanifold F ⊂ X is called a flat if F is the image of an totally geodesic, isometric embedding of a euclidean
space. A flat F is called maximal if it is not properly contained in another flat.
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∆-valued distances. Using the above description, one can define a vector-valued distance

function on X in the following way: Every pair of points (x′, x′′) of X lies in a maximal flat

F ′ ⊂ X. Find g ∈ G that maps F ′ to Fmod, x′ to x, and x′′ into ∆. The image g(x′′) in ∆ is

uniquely determined and is called the ∆-valued distance between x′ and x′′:

d∆(x′, x′′) := g(x′′) ∈ ∆ ⊂ Erank(X).

Note that, tautologically,

d(x′, x′′) = ‖d∆(x′, x′′)‖,

where d is the Riemannian distance function on X and ‖ · ‖ denotes the euclidean norm inherited

from the Riemannian metric of X. It is clear that d∆ is a G-invariant pairing, and, in fact, d∆ is a

complete G-congruence invariant for oriented pairs: For pairs of points (x′, x′′) and (y′, y′′) in X,

there exists g ∈ G such that g(x′) = y′ and g(x′′) = y′′ iff d∆(x′, x′′) = d∆(y′, y′′).

The ∆-valued distance function behaves much like an ordinary distance function. Apart from

the properties above, d∆ satisfies the following generalization of the triangle inequality for ordinary

distance functions:

Theorem 4.1.4 (Triangle inequality for ∆-valued distances, [KLM09]). For all triples y, y′, y′′ ∈

X,

‖d∆(y, y′)− d∆(y′, y′′)‖ ≤ d(y, y′′).

The ∆-valued distances naturally relate to the Cartan decomposition of G: Consider the K-

invariant map

pr : X → ∆, x′ 7→ d∆(x, x′).

This gives an identification K\G/K = K\X = ∆ = exp(ā+
mod) =⇒ G = K exp(ā+

mod)K. The

Cartan projection for the choice of x ∈ X is the induced map G→ ā+
mod.

4.2. Boundary at infinity

Visual boundary. Since X is a Hadamard manifold, there is a notion of the visual boundary

∂∞X of X: As a set,

∂∞X = {c : [0,∞)→ X : c is a unit-speed geodesic ray}/ ∼
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where the equivalence relation ∼ is defined by

c1 ∼ c2 ⇐⇒ lim sup
t→∞

d(c1(t), c2(t)) <∞.

In words, two geodesic rays represent the same boundary point iff they are asymptotic. Equivalently,

two geodesic rays represent the same boundary point iff they are within finite Hausdorff distance6

from each other.

The exponential map (4.3) identifies ∂∞X with the unit tangent sphere SxX ⊂ TxX by sending

v ∈ SxX to the equivalence class of the geodesic ray exp(tv), t ≥ 0,

SxX = ∂∞X. (4.5)

Under this identification, ∂∞X gets the topology of a sphere Sdim(X)−1.

An invariant version of the identification (4.5) is useful: For y ∈ Y , vy ∈ SyX, and vx ∈ SxX,

the vectors vx, vy represent same point at the visual boundary iff the geodesic rays starting at x

and y with initial velocity vectors vx and vy, respectively, have finite Hausdorff distance from each

other iff the geodesic flow ϕt on SX keeps vx, vy within bounded distance for all times t ≥ 0.

Here and below, SX denotes the unit tangent bundle of X. The action of G on SX defines a

(topological) action G y ∂∞X. For y ∈ X, the induced action of the maximal compact subgroup

Gy < G on ∂∞X can be understood as the natural isometric action Gy y SyX (since Gy preserves

SyX ⊂ SX). In particular, ∂∞X has a K(:= Gx)-invariant Riemannian metric inherited from

SxX. Using the identification TxX = p from the previous section, a fundamental domain for the

action K y p can be identified with the the set of unit vectors in ā+
mod. We denote this fundamental

domain by σmod.This defines a K-invariant map

θ : ∂∞X → σmod (4.6)

called the type map. In fact, σmod can also be regarded as a fundamental domain for Gy SX and,

hence, for Gy ∂∞X. In particular, the type map θ is also G-invariant.

Tits building. The isometric actions Gy y SyX ∼= ∂∞X, y ∈ X, from the previous paragraph

can be used to define a spherical building structure on ∂∞X, called the Tits building ∂TitsX of G:

6For sets A,B ⊂ X, the Hausdorff distance between A and B is dHaus (A,B) := inf{C ≥ 0 : A ⊂ NC(B) and B ⊂
NC(A)}.
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The apartments are a = ay ∩ SyX, for y ∈ Y and each maximal abelian subalgebra ay ⊂ py
7. The

apartment amod := a ∩ SxX is called the model apartment. The apartments are isometric copies

of the (rank(X) − 1)-dimensional sphere and they cover ∂∞X. For each apartment a ⊂ ∂∞X,

W (a) := Ga/{kernel of the action} ∼= W and the pair (a,W (a)) is a Coxeter complex. Under

these notations, σmod ⊂ amod is a fundamental domain for the action W (amod) y amod. Moreover,

the Coxeter complex structures of the apartments are compatible, i.e., the intersection of every

two apartments is simplicial and the simplicial structures on these intersections agree. Therefore,

all the apartments and their Coxeter complex structures can be put together to define a single

large simplicial complex; the Tits boundary ∂TitsX is this simplicial complex with its simplicial

topology8. A maximal simplex is given by σmod, and all other maximal cells are naturally identified

with σmod by the type map (4.6). These maximal cells are called (spherical) Weyl chambers. We

reserve the notation τmod to denote faces of σmod. A simplex τ in the building ∂TitsX is called of

type τmod if the type map sends τ onto τmod.

For a simplex τ in ∂TitsX, the star st (τ) of τ is the union of all chambers in ∂TitsX containing

τ . The open star ost (τ) of τ is the union of all the open simplices whose closures contains θ. For

a face τmod of σmod (viewed as a complex itself), define the open star ost (τmod) similarly. The

boundary ∂st(τmod) is the complement of ost (τmod) in σmod.

Parabolic subgroups and generalized flag manifolds. Point stabilizers of the action Gy

∂∞X are called parabolic subgroups of G. If an element g ∈ G fixes a point ξ in the interior of a

Weyl chamber σ, then g fixes σ point-wise (since the type of points must be preserved). Hence

Gξ also fixes σ point-wise. The parabolic subgroups P fixing interior points of Weyl chambers are

called minimal parabolic subgroups9. It is clear that the minimal parabolic subgroups of G form a

single conjugacy class, i.e. every minimal parabolic subgroup is conjugate to Pσmod
, the stabilizer

of σmod in G. The quotient space

∂FuX := G/Pσmod

equipped with the quotient topology is a G-homogeneous space which is called the (general) full

flag manifold or the Fursternberg boundary of X. This is the space of all simplices of type σmod in

the Tits building.

7Here py refers to the summand in the Cartan decomposition with respect to y, g = ky + py, cf. (4.4).
8This topology is strictly finer than the topology of ∂∞X.
9since they do not properly contain any other parabolic subgroups
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A similar discussion is true for general parabolic subgroups of G. If P stabilizes a boundary

point ξ ∈ σ, then P also point-wise fixes the minimal face τ of σ containing ξ. Clearly, P is

conjugate to Pτmod
where τmod ⊂ σmod denotes the type of τ . The quotient space

Flag (τmod) = G/Pτmod

equipped with the quotient topology is called the (partial) flag manifold. These manifolds are

compact, smooth, G-homogeneous manifolds. As in the previous paragraph, Flag (τmod) is the

space of all simplices of type τmod in the Tits building, ∂TitsX. Note that Flag (σmod) = ∂FuX.

Opposition involution. The Cartan involution i|p : p→ p induces an involutive action (called

opposition involution) on ∂∞X,

ι : ∂∞X → ∂∞X, ι2 = Id∂∞X ,

which preserves the building structure. The opposition involution also induces an involution on

σmod by

ξ 7→ θ(ι(ξ)), ξ ∈ σmod.

We also denote this involution by ι : σmod → σmod. For every subset Θ ⊂ σmod, ι(Θ) denotes the

image of Θ under ι : σmod → σmod.

Two parabolic subgroups P and P ′ are called opposite if P (resp. P ′) is conjugate to Pτmod
(resp.

Pιτmod
). In the sequel, we only consider faces τmod ⊂ σmod that are ι-invariant, i.e., ιτmod = τmod.

In other words, the parabolic subgroups Pτmod
that we consider are conjugate to their opposite.

Examples. We describe the Tits buildings in the following two explicit examples. We will

come back to further discussion of these examples in Chapter 6.

Example 4.2.1 (Product of rank-one symmetric spaces). Let X be a product of k rank-one

symmetric spaces,

X = X1 × · · · ×Xk.

The rank of X is k. Let G be a semisimple Lie group commensurable with the isometry group of

X. For example, we may take G = Isom (X1)× · · · × Isom (Xk).

The model maximal flat Fmod (see Figure 4.1 below) can be viewed as the product of some

chosen geodesic lines (coordinate axes), one for each de Rham factor of X. The Weyl group W
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π
2

l2

l1

w2

w1

∆

Figure 4.1. The model maximal flat Fmod ⊂ X, whereX = X1×X2,
product of two rank-one symmetric spaces. It is spanned by two
geodesic lines li ⊂ Xi, i = 1, 2. The Weyl group W is generated by
two elements, reflections wi along li, i = 1, 2. The positive quadrant
(shaded) is the model Weyl chamber ∆.

is generated by reflections along the coordinate hyperplanes and the longest element in it is the

reflection about the origin. The model Weyl chamber ∆ can be realized as the nonnegative orthant.

The opposition involution ι acts on it trivially.

The Tits boundary of a product of two symmetric spaces is the simplicial join of their individual

Tits buildings and, for rank-one symmetric spaces, the Tits boundary is discrete. These two facts

imply that the (p − 1)-simplices in the Tits building of X for 1 ≤ p ≤ k can be parametrized by

p-tuples (ξr1 , . . . , ξrp) ∈ ∂∞Xr1 × · · · × ∂∞Xrp , 1 ≤ r1 < · · · < rp ≤ k,

(ξr1 , . . . , ξrp)←→ τ = span{ξr1 , . . . , ξrk}.

We say that such a simplex τ has type τmod = (r1, . . . , rp). The incidence structure can be under-

stood as follows: Two simplices have a common q-face if and only if they have q equal coordinates.

The star st (τ) of τ = (ξr1 , . . . , ξrp) is the minimal subcomplex of the Tits building containing

all chambers (ζ1, . . . , ζp) satisfying ζri = ξri , for all i ∈ {1, . . . , p}.

Since the opposition involution ι fixes each chamber point-wise, every face τmod of σmod and

every type is ι-invariant. Every two chambers (resp. faces of the same type) in ∂TitsX are antipodal

to each other unless they have a common face (resp. subface).
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Example 4.2.2 (X = SL(k+1,R)/SO(k+1,R)). We take G = SL(k+1,R), K = SL(k+1,R);

the symmetric space X = G/K is identified with the set of all positive definite, symmetric matrices

in SL(k + 1,R). In this case rank(X) = k and X is irreducible. The standard choice of a model

flat Fmod is the subset of all diagonal matrices a = diag(a1, . . . , ak+1) ∈ SL(k + 1,R) with positive

diagonal entries. We identify the model flat with a via the logarithm map

log : a = diag(a1, . . . , ak+1) 7→ (log a1, . . . , log ak+1)

where a is viewed as the hyperplane in Rk+1 consisting of all points with zero sum of coordinates.

The Weyl group W = Symk+1 acts on a by permuting the coordinates. The standard choice for

the model Weyl chamber ∆ = a+ consists of all the points in a with decreasing coordinate entries.

The Cartan projection10 ρ : SL(k+ 1,R)→ a+ can be written as g 7→ log a where a is associated to

g via the singular value decomposition g = uav, u, v ∈ SO(k+ 1,R). The logarithm of i-th singular

value of g, σi(g) (see (2.1)), will be denoted by µi(g),

µi(g) := log σi(g).

The opposition involution ι sends (µ1, . . . , µk+1) ∈ a+ to (−µk+1, . . . ,−µ1).

π
3

l2

l1

l3

w2

w1

w3

∆

Figure 4.2. The model maximal flat in X = SL(3,R)/SO(3,R)
(rank(X) = 2). The Weyl group W is generated by three reflections,
w1, w2, w3. A chosen model Weyl chamber ∆ is shaded.

10Or the ∆-valued distance in the sense that d∆(x, gx) = ρ(g).
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The Tits building of X can be identified with the incidence geometry of flags in Rk+1. The

Fursternberg boundary consists of full flags

V1 ⊂ · · · ⊂ Vk+1 = Rk+1, dim(Vi) = i.

The partial flags are

V : Vr1 ⊂ · · · ⊂ Vrp ⊂ Vrp+1 = Rk+1, dim(Vri) = ri,

1 ≤ r1 < · · · < rp < rp+1 = k + 1, which are elements of Flag(τmod) where τmod = (r1, . . . , rp).

The opposition involution sends τmod to ιτmod = (k + 1 − rp, . . . , k + 1 − r1). It follows that τmod

is ι-invariant if and only if ri + rp+1−i = k + 1, for each i = 1, . . . , p. The partial flag manifold

Flag(τmod) consisting of all partial flags V of type τmod = (r1, . . . , rp) naturally embeds into the

product of Grassmanians Grr1(Rk+1)× · · · ×Grrp(Rk+1).

Suppose that τmod = (r1, . . . , rp) is ι-invariant. A pair V ± ∈ Flag(τmod) is antipodal (see

definition in page 33) if and only if V +
ri + V −rp+1−i = Rk+1 for each i = 1, . . . , p.

4.3. Parallel sets, cones, and diamonds

In this section, we describe certain convex subsets of X that generalize geodesics in the hyper-

bolic spaces in a meaningful way.

Regularity. Let I ⊂ R be a an interval containing zero. Recall that each (unit-speed para-

metrized) geodesic c : I → X satisfying c(0) = y and c′(0) = v ∈ SyX can be written as c(t) =

expy(tv) where expy : TyX → X is the exponential map. We often identify a geodesic c with its

image and write it as yz where y is the initial point and z is the final point. One or both of the

endpoints y, z may lie in ∂∞X: If y, z ∈ X, then we call yz a (geodesic) segment. If y ∈ X and

z ∈ ∂∞X, then we call yz a (geodesic) ray starting at y and asymptotic to z. If y, z ∈ ∂∞X, then

we call yz a (geodesic) line forward (resp. backward) asymptotic to z (resp. y). We use the word

“geodesic” to mean any of these. It is a fact that geodesics in a Hadamard manifolds are uniquely

determined (up to reparameterizations) by their end points.

Let c be a geodesic in X and v(t) = c′(t) ∈ Sc(t)X. Under the identifications Sc(t)X = ∂∞X

from the previous section, for all times t, v(t) represent the same boundary point11 ξ+ in ∂∞X.

11This follows since for any time t1, t2, the geodesic flow moves v(t1) and v(t2) along the same orbit keeping the
distance fixed.
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We say that c is forward asymptotic to ξ+. Similarly, we say that c is backward asymptotic to ξ− if

ξ− is represented by c′(−t), for any t. It is easy to see that c ⊂ ξ−ξ+ and

θ(ξ+) = ιθ(ξ−)

where θ is the type map defined in the previous section.

Let τmod ⊂ σmod be a face. We recall our convention that τmod is ι-invariant.

Definition 4.3.1 (Regularity). A geodesic c ⊂ X is called τmod-regular if θ(ξ+) ∈ ost (τmod)

where ξ+ ∈ ∂∞X is the point such that c is forward asymptotic to ξ+. Equivalently, c is τmod-

regular if ξ− ∈ ost (τmod) where ξ− ∈ ∂∞X is the point such that c is backward asymptotic to ξ−.

A pair of points (y, z) in X is called τmod-regular if the segment yz is τmod-regular.

Parallel sets. Two points τ± ∈ Flag (τmod) are called antipodal if there exists a τmod-regular

line c ⊂ X such that c is forward (resp. backward) asymptotic to τ+ (resp. τ−): I.e., there

exist ξ± ∈ st (τ±) such that c is forward asymptotic to ξ+ and backward asymptotic to ξ−. In

general, any two points τ± ∈ Flag (τmod) are not12 always antipodal. Given τ ∈ Flag (τmod), the set

C(τ) = {τ− ∈ Flag (τmod) : τ− is antipodal to τ} is an open Schubert stratum in the flag variety

Flag (τmod) = G/Pτmod
.

Definition 4.3.2 (Parallel sets). Given antipodal points τ± ∈ Flag(τmod), the parallel set

P (τ−, τ+) is the union of all lines c ⊂ X such that c is forward asymptotic to τ+ and backward

asymptotic to τ−.

Parallel sets are totally geodesic (in particular, convex) submanifolds of X. For antipodal points

σ± ∈ Flag (σmod), P (σ−, σ+) is a maximal flat in X.

Cones and diamonds. The following convex sets were introduced in [KLP17].

Definition 4.3.3 (Cones). Given y ∈ X and τ ∈ Flag(τmod), the cone V (y, st (τ)) is the union

of all rays starting at y and forward asymptotic to τ .

Definition 4.3.4 (Diamonds). Let (y, z) be a τmod-regular pair in X. The diamond ♦τmod
(y, z)

is the set V (y, st (τ+)) ∩ V (z, st (τ−)) where τ± ∈ Flag(τmod) are the (unique) points such that yz

is forward (resp. backward) asymptotic to τ+ (resp. τ−).

12For instance, if τ± share a common face, then they are not antipodal.
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Cones and (hence) diamonds are closed, convex subsets of X. In fact, each lives in a unique13

parallel set. The convexity property implies that cones are nested: V (z, st (τ)) ⊂ V (y, st (τ)) for

every z ∈ V (y, st (τ)).

y z

V (y,st (τ+))V (z,st (τ−))

st (τ+)st (τ−) ♦τmod
(y,z)

Figure 4.3. Two opposite cones intersecting on a diamond.

Quantified regularity. The following more regular version of the above definitions will be

frequently used: Let τmod ⊂ σmod be a face and let Θ ⊂ ost (τmod) be a nonempty ι-invariant,

compact, τmod-Weyl convex14 subset. A geodesic c ⊂ X is called Θ-regular if θ(ξ+) ∈ Θ (or,

equivalently, θ(ξ−) ∈ Θ) where ξ± ∈ ∂∞X are the points such that c is forward and backward

asymptotic to ξ±. A pair of points (y, z) in X is called Θ-regular if the segment yz is Θ-regular.

Given y ∈ X and τ ∈ Flag(τmod), the Θ-cone V (y, stΘ(τ)) is the union of all Θ-regular rays in

X starting at y and forward asymptotic to τ . Given a Θ-regular pair (y, z) in X, the Θ-diamond

♦Θ(y, z) is the set V (y, stΘ(τ+)) ∩ V (z, stΘ(τ−)) where τ± ∈ Flag(τmod) are the (unique) points

such that yz is forward and backward asymptotic to τ±. The Θ-cones/diamonds are closed, convex

subset of X.

As a final remark, we note that parallel sets, cones, and diamonds in a rank-one symmetric

space are precisely the lines, rays, and segments, respectively.

13same type τmod is understood
14A subset Θ of ost (τmod) is called τmod-Weyl convex if its symmetrization WτmodΘ is convex in amod. Here Wτmod

is the stabilizer of τmod in W for W y amod. This condition is needed for the desired convexity of Θ-cones/diamonds
defined next, see [KLP17, Prop. 2.10].
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4.4. Definition and different characterizations of Anosov subgroups

In this section, we describe the notion of Anosov subgroups in detail. First, we recall Labourie’s

original definition. Although we never use this formulation in our thesis, we include this definition

as a historical motivation.

Original definition. In [Lab06], Labourie introduced the notion of Anosov representations

in terms of certain contraction/expansion properties of a flow.

A flow on a manifold N is a continuous action of R on N by homeomorphisms, t 7→ ϕt : N → N ,

such that ϕ0 = IdN and ϕs+t = ϕsϕt for all s, t ∈ R. In other words, t 7→ ϕt is a continuous

homomorphism from R to the group of homeomorphisms of N . A C∞ flow ϕt on a smooth

Riemannian manifold N is called Anosov if the following conditions are satisfied: The flow ϕt does

not have a fixed point in N , and there is a ϕt-invariant splitting of TN ,

TN = Es ⊕ Eu ⊕ E0,

where E0 is is spanned by the vector field on N defined by the flow, and constants A,B > 0 such

that

(i) Es is uniformly contracting (stable subbundle): For any v ∈ Es, t ∈ R,

‖dϕt(v)‖ ≤ Ae−Bt‖v‖.

(ii) Eu is uniformly expanding (unstable subbundle): For any v ∈ Es, t ∈ R,

‖dϕt(v)‖ ≥ AeBt‖v‖.

By a celebrated theorem of Anosov, if N is a closed, negatively-curved manifold, then the

geodesic flow ϕt : SN → SN is a topologically transitive Anosov flow. In fact, among closed,

(locally) symmetric spaces M , the geodesic flow is Anosov iff rank(M) = 1 [Ebe73]. It is noted

that if N is compact, the Riemannian metric plays no special role in the Anosov condition, i.e., one

may replace the Riemannian metric with any continuous family of norms on TN and the above

contraction/expansion properties are still satisfied with respect to these norms. In particular, the

Anosov property of the geodesic flow is a property for the flow itself.

In higher rank, one needs to replace the unit tangent bundle with an appropriate bundle to

define the notion of Anosov flow. This was Labourie’s original viewpoint. Let Γ = π1(N) where

35



N is a closed, negatively-curved Riemannian manifold, and let ρ : Γ→ G be a representation. Let

M := SN and ϕt denotes the geodesic flow on M . The fundamental group Γ of N acts on the

universal cover Ñ by Deck transformations which lifts to an action Γ y M̂ := SÑ . Now, fix a

pair P± of opposite parabolic15 subgroups of G. With these data, we define an associated bundle

as follows:

Let F± := G/P±, and G y F+ × F− be the action by left multiplication. This action has a

unique open G-orbit X ⊂ F+×F− which can be identified with G/(P+∩P−) (the space of opposite

flags). The associated bundle we are considering is

Xρ := Γ\(M̂ ×X ) −→M,

where the action Γ y M̂ ×X is understood as the diagonal action such that Γ acts on M̂ by Deck

transformations and Γ acts on X via the representation ρ : Γ→ G. Moreover, the projection map

M̂ ×X −→ M̂

gives Xρ a structure of a flat bundle over M with fibers X .

Next, we discuss the Anosov condition: The geodesic flow ϕt on M lifts to a geodesic flow

ϕ̂t on M̂ which commutes with the action Γ y M̂ . From this, we obtain a flow ψ̂t on M̂ × X ,

ψ̂t(m,x) := (ϕ̂t(m), x). Using Γ-invariance, ψ̂t induces a flow ψt on Xρ and (Xρ, ψt) is a replacement

for the geodesic flow. Now, using the local product structure of X , TX splits as a pair of Γ-invariant

subbundles, TX = E+ ⊕ E−. Therefore, Xρ comes equipped with two distributions,

E± → Xρ,

which are preserved by the flow ψt.

Definition 4.4.1 (Anosov representations). The representation ρ : Γ→ G is called a (P+, P−)-

Anosov representation if the bundle Xρ →M admits a section σ : M → Xρ which is flat along the

flow lines of ϕt such that the (lifted) action of ϕt on σ∗E± is uniformly expanding/contracting.

A section σ : M → Xρ is completely determined by a ρ-equivariant map σ̂ : M̂ → X . The

flatness condition in the definition then simply means that σ̂(ϕtm) = σ̂(m), for all m ∈ M and

15For the moment, we do not impose the parabolic subgroups to be conjugate to its opposite.
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t ∈ R. This, in fact, gives us Γ-equivariant topological embedding

∂(2)
∞ Ñ ∼= R\N̂ −→ X ⊂ F+ × F−,

where ∂
(2)
∞ Ñ is ∂∞Ñ × ∂∞Ñ minus the diagonal. The contraction of the flow on the bundle σ∗E+

implies that the projection map ∂
(2)
∞ Ñ → F+ factors through the projection ∂

(2)
∞ Ñ → ∂∞Ñ onto

the first factor. Similar is also true for the expanding bundle σ∗E−. This determines a pair of

Γ-equivariant Hölder maps (boundary embedding)

ξ± : ∂∞N → F± = G/P±. (4.7)

Moreover, the uniform expansion/contraction in the above is measured with respect to a chosen

continuous family of norms on the fibers of the bundles σ∗E±. Again, since N is compact, this

choice plays no role.

In [GW12], Guichard and Weinhard extended Definition 4.4.1 for representation of any word-

hyperbolic group into G. In this setting, one needs to replace the geodesic flow (M,φt) in a suitable

way, and such a replacement is offered by the Gromov geodesic flow Γ̂ of Γ. See [GW12, Sec. 2] for

details. Apart from many other things discussed in this paper, they proved that Anosov condition

is an open condition: I.e., a small perturbation of an Anosov representation ρ : Γ → G is again

Anosov.

P -Anosov representations. In Definition 4.4.1, when both P+ and P− are conjugate to P < G,

then we call a (P+, P−)-Anosov representation simply by a P -Anosov representation. It turns

out that every (P+, P−)-Anosov representation is a P -Anosov representation for an appropriate16

parabolic subgroup P < G which is conjugate to its opposite. Compare with [GW12, Lem. 3.18].

Moreover, if ρ : Γ → G is a P -Anosov representation (where P is conjugate to its opposite), then

the boundary embeddings ξ± : ∂∞Γ → G/P are equal17, i.e., ξ+ = ξ−. Hence, we obtain a single

map

ξ : ∂∞Γ→ G/P.

16For instance, one can take P = Pτmod ∩Pιτmod where τmod ⊂ σmod is a face such that P+ is conjugate to Pτmod and
P− is conjugate to Pιτmod . See Section 4.2.
17In fact, a stronger result holds for Zariski-dense Anosov representations, see [KLP17, Thm. 5.14].
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Definition 4.4.2 (Limit set). For a P -Anosov subgroup Γ < G, the (flag) limit set Λ(Γ) is the

image of ξ,

Λ(Γ) := ξ(∂∞Γ) ⊂ G/P.

The notion of “flag limit set” makes sense for more general class of discrete subgroups of G.

See Definition 4.4.5 below.

From now on, we abandon the discussion of Anosov subgroups à la Labourie since this will play

no role in the next two chapters. Instead, we use the following characterizations due to Kapovich,

Leeb, and Porti [KLP17,KLP18a,KL18b]. See [KL18a] for a survey.

Morse subgroups. The Morse property in higher rank was introduced by Kapovich-Leeb-

Porti [KLP14]. Recall that a quasigeodesic in X is a quasiisometric embedding φ : I → X of an

interval I ⊂ R. We say that φ is τmod-regular quasigeodesic if for all sufficiently separated points

t1, t2 ∈ I, the segment φ(t1)φ(t2) is τmod-regular. We say that φ is a τmod-Morse quasigeodesic if it

is τmod-regular and for all sufficiently separated points t1, t2 ∈ I, the image φ([t1, t2]) is uniformly

close to ♦τmod
(φ(t1), φ(t2)).

Let Z be a geodesic Gromov-hyperbolic metric space18. A quasiisometric map φ : Z → X is

called a τmod-Morse embedding if the image of every geodesic in Z is a τmod-Morse quasigeodesic

with uniformly controlled coarse-geometric quantifiers: There exists a constant D > 0 and a ι-

invariant, compact, τmod-Weyl convex subset Θ ⊂ ost(τmod) such that if z1z2 is a geodesic segment

in Z of length ≥ D, then φ(z1)φ(z2) is a Θ-regular geodesic in X and the image φ(z1z2) is D-close

to ♦τmod
(φ(z1), φ(z2)). See Footnote 14 in page 34 for the definition of τmod-Weyl convexity.

Definition 4.4.3 (τmod-Morse subgroups). Let Γ < G be a discrete, finitely-generated subgroup

equipped with a word metric. Then, Γ is called τmod-Morse subgroup if Γ is word-hyperbolic and,

for an(y) x ∈ X, the orbit map Γ→ Γx is a τmod-Morse embedding.

RCA subgroups. We first define the notion of regular sequences in X. Let τmod be an ι-

invariant face of σmod. Let V (0, ∂st(τmod)) denote the union of all rays in ∆ emanating from 0

asymptotic to points ξ ∈ ∂st(τmod). A sequence (xn) on X diverging to infinity is τmod-regular if for

all x ∈ X, the sequence (d∆(x, xn))n∈N in ∆ diverges away from V (0, ∂st(τmod)). A sequence (gn)

in G is τmod-regular if for some (equivalently, every) x ∈ X, the sequence (gn(x)) is τmod-regular.

18See Definition 6.3.2.
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Definition 4.4.4 (τmod-regular subgroups). A discrete subgroup Γ < G is τmod-regular if for

some (equivalently, all) x ∈ X and all sequences of distinct elements (γn) in Γ, the sequence (γnx)

is τmod-regular.

For every τmod-regular subgroup Γ < G, one can define the notion of flag limit set in the

following way: For x ∈ X and A ⊂ X, define the shadow of A on Flag(τmod) from x as

S(x : A) = {τ ∈ Flag(τmod) | A ∩ V (x, st(τ)) 6= ∅}. (4.8)

Let (gn) be a τmod-regular sequence in G. A sequence (τn) in Flag(τmod) is called a shadow sequence

for (gn) if there exists x ∈ X such that, for every n ∈ N, τn = S(x : {gnx}). A τmod-regular

sequence (gn) is said to be τmod-flag-convergent to τ ∈ Flag(τmod) if a(ny) shadow sequence (τn) of

(gn) converges to τ .

Definition 4.4.5 (Limit set). Let Γ be a τmod-regular subgroup of G. The τmod-flag limit set

of Γ denoted by Λτmod
(Γ) is the subset of Flag(τmod) which consists of all limit points of τmod-flag-

convergent sequences on Γ.

The flag limit set Λτmod
is Γ-invariant, closed subset of Flag(τmod). Moreover, it provides a

compactification of the orbit Γx ⊂ X, i.e., ΓxtΛτmod
(Γ) is compact in the shadow topology. More

generally, one defines τmod-flag limit sets of a subset Z ⊂ X as the accumulation set in Flag(τmod)

of τmod-regular sequences in Z with respect to the topology of flag-convergence.

Definition 4.4.6 (τmod-RA subgroups). A τmod-regular subgroup Γ is τmod-RA19 if its limit

set Λτmod
(Γ) is antipodal: Every two distinct elements of Λτmod

(Γ) are antipodal to each other.

For τmod-RA subgroups Γ, the action Γ y Λτmod
(Γ) is a convergence action (see [KLP14, Prop.

5.38]). A τmod-RA subgroup Γ is called nonelementary if Λτmod
(Γ) consists of at least three (hence

infinitely many) points; otherwise Γ is called elementary. If Γ is nonelementary then the action

Γ y Λτmod
(Γ) is minimal: Every orbit of Γ is dense, and Λτmod

(Γ) is perfect.20

We note that when rank(G) is one, then the above condition of being τmod-RA is vacuously

satisfied by all discrete subgroups of G.

19RA stands for regular and antipodal
20This follows from a general result for convergence actions by Gehring-Martin [GM87] and Tukia [Tuk94]. See
also [KLP14, Subsec. 3.2] or [KLP17, Subsec. 3.3].
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Finally, we define the notion of conicality: For a τmod-regular subgroup Γ, a limit point τ ∈

Λτmod
(Γ) is a conical limit point if there exists x ∈ X, c > 0 and a sequence (γn) of pairwise distinct

elements of Γ such that

d(γnx, V (x, st(τ))) ≤ c.

The set of all conical limit points is denoted by Λcon
τmod

(Γ).

Definition 4.4.7 (τmod-RC subgroups). A τmod-regular subgroup Γ < G is called τmod-RC21 if

Λτmod
(Γ) = Λcon

τmod
(Γ), i.e., every limit point of Γ is a conical limit point.

When G has rank one, then the conicality condition is precisely satisfied by the convex-

cocompact subgroups of G.

Finally,

Definition 4.4.8 (τmod-RCA subgroups). A discrete subgroup Γ < G is called τmod-RCA if Γ

is τmod-RA and τmod-RC.

URU subgroups. A τmod-regular sequence (xn) is called uniformly τmod-regular if the follow-

ing holds: Consider the sequence (d∆(x, xn))n∈N in ∆. Then, the sequence (xn) is called uniformly

τmod-regular if (d∆(x, xn))n∈N diverges away from V (0, ∂st(τmod)) with a linear rate, i.e.,

lim inf
n→∞

dE (d∆(x, xn), V (0, ∂st(τmod)))

d(0, d∆(x, xn))
> 0.

In the above, dE denotes the euclidean distance on ∆. Accordingly, a sequence (gn) in G is uniformly

τmod-regular if for some (equivalently, every) x ∈ X, the sequence (gn(x)) is uniformly τmod-regular.

Definition 4.4.9 (Uniformly τmod-regular subgroups). A discrete subgroup Γ < G is uniformly

τmod-regular if for some (equivalently, all) x ∈ X and all sequences of distinct elements (γn) in Γ,

the sequence (γnx) is uniformly τmod-regular.

We note that again when rank(G) is one, then the above definition is vacuously satisfied by all

discrete subgroups of G.

Definition 4.4.10 (Undistorted). A finitely generated subgroup Γ < G (equipped with the

word metric) is said to be undistorted if one (equivalently, every) orbit map Γ → Γx ⊂ X is a

quasiisometric embedding.

21RC stands for regular and conical
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Again, when rank(G) is one, then the discrete subgroups which are undistorted are precisely

the convex-cocompact subgroups of G.

Finally,

Definition 4.4.11 (τmod-URU subgroups). A subgroup Γ < G is said to be τmod-URU if it is

both τmod-uniformly regular and undistorted.

Equivalent characterizations of Anosov subgroups. Let τmod be a ι-invariant face of

σmod and let P be a parabolic subgroup of G conjugate to Pτmod
.

Equivalence Theorem 4.4.12 (Kapovich-Leeb-Porti [KLP17, Thm. 1.1]). The following

classes of nonelementary discrete subgroups of G are equal:

(i) P -Anosov,

(ii) τmod-RCA,

(iii) τmod-Morse,

(iv) τmod-URU.

As a final remark, we note that, for an Anosov subgroup Γ, the two definitions of limit sets

(Definitions 4.4.2 & 4.4.5) agree with each other.

Examples. We discuss some examples of Anosov subgroups in the higher rank. Note that, few

rank-one examples were discussed in Chapter 3.

The following are two interesting classes of examples of Anosov subgroups; both of these arise

as representations of surface groups Γ into some Lie groups G:

(1) Hitchin representations: In his seminal paper [Hit92], Hitchin studied the character vari-

ety

Rep(Γ,PSL(n,R)) := Hom(Γ,PSL(n,R))/PSL(n,R), n > 2,

where Σg is a surface of genus g ≥ 2. Using Higgs bundle techniques, he proved that a

distinguished component (or two isomorphic ones, when n is even) of Rep(Γ,PSL(n,R))

is homeomorphic to the euclidean space of dimension (2g − 2)(n2 − 1). Labourie [Lab06]

introduced the term Hitchin component for this special component. He proved that each

element of this component is Pmin-Anosov, where Pmin is a minimal parabolic subgroup of

PSL(n,R).

(2) Maximal representations: These representations were introduced in [BIW10]. Let G be

a semisimple Lie group of Hermitian type, i.e., the symmetric space X = G/K admits a

41



G-invariant complex structure. In Chapter 3, we encountered such examples, namely, the

complex-hyperbolic n-space, the symmetric space of SU(n, 1). Some other examples are

given by symmetric spaces of G = SU(p, q), Sp(2n,R), and the products of such spaces,

etc.

Now, let ρ : Γ→ G be a representation, where Γ is again the fundamental group of a

compact surface Σ. When G = SU(n, 1), Toledo [Tol89] assigned a number c(ρ) to ρ which

is an invariant, meaning, that it does not change under continuous deformations of ρ. In

fact, we also briefly encountered this number in Chapter 3 (see Proposition 3.4.2). The

paper [BIW10] generalized the notion of Toledo invariant for representations ρ : Γ → G

into arbitrary Lie groups G of Hermitian type. They proved that |c(ρ)| ≤ |χ(Σ)| · rank(G).

A representation ρ : Γ → G is called maximal if it has the maximal value for the Toledo

invariant, i.e., |c(ρ)| = |χ(Σ)| · rank(G). The authors further gave a characterization of

maximal representations in terms of equivariant boundary maps.

In [BILW05], it was proven that, when G = Sp(2n,R), then maximal representations

ρ : Γ→ G are P -Anosov for a specific maximal parabolic subgroup P < G.

Another interesting class of examples of Anosov subgroups are given by Morse-Schottky sub-

groups, see Theorem 2.2.5. Furthermore, in Section 6.9, we discuss other examples of Anosov

subgroup of G = PSL(2,R)× PSL(2,R).

In fact, one obtains many examples of Anosov representations from the known ones: For exam-

ple, if G has rank-one and ϕ : G→ G′ is a monomorphism induced by a totally geodesic embedding

of symmetric spaces X → X ′, where X ′ is the symmetric space of G′, and Γ < G is an Anosov

subgroup of G, then ϕ(Γ) is a P ′-Anosov subgroup of G′, for a suitable parabolic subgroup P ′ < G′.

Our combination theorem (Theorem 2.2.4) provides another way to construct Anosov subgroups

using known ones.
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CHAPTER 5

A combination theorem for Anosov subgroups

This chapter is based on [DKL19]. We continue with the terminology introduced in Section

2.2.

The goal of this chapter is to prove

Theorem 2.2.4 (Combination theorem). Let Γ1, . . . ,Γn be pairwise antipodal, residually finite1

P -Anosov subgroups of G. Then there exist finite index subgroups Γ′i of Γi, for i = 1, . . . , n,

such that the subgroup 〈Γ′1, . . . ,Γ′n〉 generated by Γ′1, . . . ,Γ
′
n in G is P -Anosov, and is naturally

isomorphic to the free product Γ′1 ∗ · · · ∗ Γ′n.

Although we have stated this theorem in the language of Anosov representations, we do not use

it in our proof. Instead, we use the language of Morse subgroups to prove the following statement.

Theorem 5.0.1. Let Γ1, . . . ,Γn be pairwise antipodal, residually finite τmod-Morse subgroups

of G. Then, there exist finite index subgroups Γ′i < Γi, for i = 1, . . . , n, such that 〈Γ′1, . . . ,Γ′n〉 is

τmod-Morse, and is naturally isomorphic to Γ′1 ∗ · · · ∗ Γ′n

Organization of this chapter. In Section 5.1, we prove several estimates on ξ-angles which

will provide crucial ingredients for construction of Morse embeddings in the proof of Theorem

5.0.1. In Section 5.2, we discuss more about the Morse condition. In this section, we introduce the

replacement lemma (Theorem 5.2.11 and a generalized version Theorem 5.2.13) which is another

important ingredient in the proof of our main result. Finally, in Section 5.3, we prove Theorem

5.0.1.

5.1. Visual angle estimates

The key result in this section is Proposition 5.1.9 which will be used in the proof of Theorem

5.0.1 to construct Morse quasigeodesics (see Definition 5.2.3). In the first section, we first obtain

some weaker results which would lead to the estimates in Proposition 5.1.9 in the later section.

1It suffices to assume that each Γi has trivial intersection with the center of G. See also the remark following Theorem
5.0.1.
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In what follows, we always denote by τmod an ι-invariant face of the model chamber σmod.

The sets denoted by Θ,Θ′ etc. will always be ι-invariant, compact, τmod-Weyl convex subset of

ost (τmod). By ξmod we denote an ι-invariant point in the interior of τmod.

Small visual angles I. Define the space of antipodal simplices

X = (Flag (τmod)× Flag (τmod))opp ⊂
open

Flag (τmod)× Flag (τmod) ,

which consists of all pairs of antipodal simplices of Flag (τmod). This space has a transitive G-action

which makes it a homogeneous G-space. The point stabilizer H of this action is the intersection of

two opposite parabolic subgroups of G.

Throughout in this section x will be a fixed point of X. For a point ω = (τ+, τ−) ∈ X , let P (ω)

denote the parallel set P (τ+, τ−). We define a function dopp
x : X → R≥0 by

dopp
x (ω) = d (x, P (ω)) .

Proposition 5.1.1. The function dopp
x is continuous.

Proof. The proof is the same as of Lemma 2.21 of [KLP17]. Fix a point ω0 ∈ X . From the

fiber bundle theory, we have a fibration

H −→ G
evω0−−−−→ X ,

where H denotes the point stabilizer of the transitive G action, and evω0 denotes the evaluation

map evω0(g) = g · ω0. See [Ste99, Sections 7.4, 7.5]. For any ω ∈ X , there exists a neighborhood

U such that evω0 has a local section σ over U ,

σ : U → G, evω0 ◦ σ = IdU .

It suffices to show that dopp
x is continuous on such neighborhoods U .
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Define a function d′ : X×X → R≥0 by d′(x, ω) = dopp
x (ω). Note that the action of G on X×X

given by g(x, ω) = (gx, gω) leaves d′ invariant. Therefore, on U ,

dopp
x (ω) = d′(x, ω)

= d′(x, σ(ω)ω0) = d′(σ(ω)−1x, ω0)

= dopp
σ(ω)−1x

(ω0) = d(σ(ω)−1x, P (ω0)),

where the last function is continuous on U . Therefore, dopp
x is continuous on U . �

Definition 5.1.2 (Antipodal subsets). A pair of subsets Λ1, Λ2 of Flag (τmod) is called antipo-

dal, if any simplex τ1 ∈ Λ1 is antipodal2 to any simplex τ2 ∈ Λ2 and vice versa.

Let Λ1 and Λ2 be a pair of compact, antipodal subsets of Flag (τmod). Then, Λ1 × Λ2 is a

compact subset of X .

Proposition 5.1.1 implies:

Corollary 5.1.3. Let Λ1 and Λ2 be compact, antipodal subsets of Flag (τmod). If Λ1 and Λ2

are antipodal, then, for any point x ∈ X, there is a number D = D(Λ1,Λ2, x) such that

d(x, P (τ1, τ2)) ≤ D, ∀τ1 ∈ Λ1, ∀τ2 ∈ Λ2.

Proposition 5.1.4. Let Λ1,Λ2 ⊂ Flag (τmod) be compact, antipodal subsets. There exists a

function f = f(Λ1,Λ2, x) : [0,∞) → [0, π] satisfying f(R) → 0 as R → ∞ such that for any

τ1 ∈ Λ1, τ2 ∈ Λ2, and for any z1 ∈ xξτ1, z2 ∈ xξτ2 satisfying d(z1, x), d(z2, x) ≥ R, we have

α1 = ∠z1(x, z2) ≤ f(R), α2 = ∠z2(x, z1) ≤ f(R).

Notation. Throughout, we use the following notation for angles: For x ∈ X and y, z ∈

X ∪ ∂∞X,

∠x(y, z) := angle formed at x between the geodesics xy and xz ∈ [0, π].

Moreover, when η, ζ ∈ ∂∞X, then the Tits angle is defined by

∠Tits(η, ζ) := sup
x∈X
∠x(η, ζ). (5.1)

2See Section 4.3 for the definition of antipodal simplices.
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Proof of Proposition 5.1.4. Let x̄ ∈ P (τ1, τ2) be the point closest to x. Recall that we

denote the Cartan involution about a point y ∈ X by sy. Note that sx̄ preserves P (τ1, τ2). Since

τ1 and τ2 are antipodal, sx̄(τ1) = τ2. Hence ∠ξx̄(τ1, τ2) = π, i.e. sx̄(ξτ1) = ξτ2 . Let c : (−∞,∞) →

P (τ1, τ2), c(0) = x̄, be the biinfinite geodesic passing through x̄ and asymptotic to c(+∞) = ξτ1 and

c(−∞) = ξτ2 . For i = 1, 2, let ci : [0,∞) → X be the geodesic ray xξτi (see Figure 5.1(a)). Since

the functions d(c(t), c1(t)) and d(c(−t), c2(t)) are bounded convex functions, they are decreasing

with maximum at t = 0. Therefore,

d(c(t), c1(t)) ≤ D, d(c(−t), c2(t)) ≤ D, ∀t ∈ [0,∞), (5.2)

where D > 0 is a number as in Corollary 5.1.3.

x x

z2 z1 z2 z1x′

x̄

α1α2

≤2D

≥RR≤

ξτ2 ξτ1ξτ2 ξτ1

(a) (b)

c2(t) c1(t)

c(t)

Figure 5.1

For R ≥ 0, let c1(t1) = z1 ∈ xξτ1 and c2(t2) = z2 ∈ xξτ2 be any points satisfying t1 =

d(z1, x) ≥ R and t2 = d(z2, x) ≥ R. By (5.2), the Hausdorff distance between the segments z1z2

and c(t1)c(−t2) is bounded above by D. Combining with d(x, x̄) ≤ D we obtain

d(x, z1z2) ≤ 2D. (5.3)

Let x′ be the point on z1z2 nearest to x. When R ≥ 2D + 1, x′ is in the interior of z1z2.

Consider geodesic triangles 41 = 4(x, x′, z1) and 42 = 4(x, x′, z2); the angle of 41 and 42 at

the vertex x′ is π/2. Let α1 = ∠z1(x, x′) = ∠z1(x, z2) and α2 = ∠z2(x, x′) = ∠z2(x, z1) (see Figure

5.1(b)). Let 4̃1 and 4̃2 be the Euclidean comparison triangles of 41 and 42, respectively; we

denote the corresponding vertices of 4̃1 and 4̃2 by the same symbols. In the triangles 4̃1, 4̃2,
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since the angles at the vertex x′ are at least π/2, we have

α̃i ≤ sin−1

(
xx′

xzi

)
≤ sin−1

(
2D

R

)
, i = 1, 2,

where α̃i denotes the angle corresponding to αi. The second inequality in above comes from (5.3).

Since the triangles 41 and 42 are thinner than the triangles 4̃1 and 4̃2, respectively, we have

αi ≤ α̃i. Therefore, when R ≥ 2D + 1, f(R) can be given by the following formula:

f(R) = sin−1

(
2D

R

)
.

The domain of f can be extended to R < 2D+ 1 continuously. However, the continuity of f is

irrelevant; we can simply set f(R) = π for R < 2D + 1. �

For the next result, we first need to review the notion of ξ-angles. Let τmod be a ι-invariant

face of σmod. For every such face we pick one and for all a fixed point ξ = ξmod of ι in the interior

of τmod. Then, for every simplex τ in ∂TitsX of type τmod, we define a point ξτ ∈ τ by

{ξτ} = θ−1(ξmod) ∩ τ.

For a type (face) τmod of σmod and a point x ∈ X, we define the ξ-angle between two simplices

τ1 and τ2 of type τmod with respect to x by

∠ξx(τ1, τ2) := ∠x(ξτ1 , ξτ2).

Given τmod-regular segments xy1, xy2 in X, we define the ξ-angle

∠ξx(y1, y2) := ∠ξx(τ1, τ2),

where yi ∈ V (x, st (τi)), i = 1, 2.

Now we give a ξ-angle version of the proposition above which will be useful in the next section.

Proposition 5.1.5. Let Λ1,Λ2 ⊂ Flag (τmod) be compact antipodal subsets. Given Θ ⊂

ost (τmod) containing ξmod in its interior, there exists R0 = R0(x,Λ1,Λ2,Θ, ξ) such that for any

τ1 ∈ Λ1, τ2 ∈ Λ2, and for any z1 ∈ xξτ1, z2 ∈ xξτ2 satisfying d(z1, x), d(z2, x) ≥ R0, the segment

z1z2 is Θ-regular.

Moreover, there exists a function f0 = f0(x,Λ1,Λ2, ξ) : [0,∞) → [0, π] satisfying f0(R) → 0

as R → ∞ such that for any τ1 ∈ Λ1, τ2 ∈ Λ2, and for any z1 ∈ xξτ1, z2 ∈ xξτ2 satisfying
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d(z1, x), d(z2, x) ≥ R ≥ R0, we have

∠ξz1(x, z2),∠ξz2(x, z1) ≤ f0(R).

Proof. Let α = min {∠Tits(ξ, ζ) : ζ ∈ ∂Θ} > 0. Here ∠Tits denotes the Tits angle, see (5.1).

Using the triangle inequality for the ∆-valued distances (Theorem 4.1.4), we get

‖d∆(x, z1)− d∆(x1, z1)‖ ≤ d(x, x1),

for any point x1 ∈ X. Specializing to x1 = x′, the point on z1z2 closest to x, we obtain

∥∥d∆(x, z1)− d∆(x′, z1)
∥∥ ≤ 2D.

Then x′z1 is Θ-regular when xz1 has length ≥ 2D/ sinα. Therefore, the constant R0 can be given

by

R0 =
2D

sinα
. (5.4)

This proves first part of the proposition.

For the second part, let (Θn)n∈N be a nested sequence of ι-invariant, compact, τmod-Weyl convex

subsets of ost (τmod) such that ξ is an interior point of each Θn, and
⋂∞
n=1 Θn = {ξ}. Let αn be

the Tits-distance from ξ to the boundary of Θn,

αn = min {∠Tits(ξ, ζ) : ζ ∈ ∂Θn} > 0.

Clearly, (αn)n∈N is a strictly decreasing sequence converging to zero. This implies that R0(Θn)

is strictly increasing which diverges to infinity, where R0 is as in (5.4). If R0(Θn) ≤ d(x, z1) <

R0(Θn+1), then the first part of the proposition implies that z2z1 is Θn-regular, which then implies

∠ξz2(x, z1) ≤ ∠z2(x, z1) + ∠0(ξ, d∆(z2, z1))

≤ f(R) + αn,

where the function f is as in Proposition 5.1.4. Therefore, when R0(Θn) ≤ R < R0(Θn+1), we may

define

f0(R) = f(R) + αn.

As in the case of f in Proposition 5.1.4, continuity of f0 is irrelevant. �
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Small visual angles II. The Θ-cones (over a fixed simplex τ ∈ Flag (τmod)) vary continuously

with their tips. Here, the topology on the set of Θ-cones over a fixed simplex τ is given by their

Hausdorff distances. Precisely, we have,

Theorem 5.1.6 (Uniform continuity of Θ-cones, [KLP14]). The Hausdorff distance between

two Θ-cones over a fixed τ ∈ Flag (τmod) is bounded by the distance between their tips,

dHaus (V (x, stΘ (τ)), V (x̄, stΘ (τ))) ≤ d(x, x̄).

Moreover, for diamonds, one also has the following form of uniform continuity. This will be

useful here, especially in the discussion of replacements in Section 5.2.

Theorem 5.1.7 (Uniform continuity of diamonds). Given any Θ′ with int (Θ′) ⊃ Θ, and any

δ > 0, there exists c = c(Θ,Θ′, δ) such that for all Θ-regular segments xy and x′y′ with d(x, x′) ≤ δ,

d(y, y′) ≤ δ, we have

♦Θ (x, y) ⊂ Nc

(
♦Θ′

(
x′, y′

))
.

Proof. We will prove this theorem as a corollary of [KLP18b, Theorem 5.16]: For every

(Θ, B)-regular (L,A)-quasigeodesic q : [a−, a+]→ X and points x± ∈ X within distance ≤ B from

q(a±), the image of q is contained in theD(L,A,Θ, B)-neighborhood of the diamond♦τmod
(x−, x+).

Remark. Using the hard theorem [KLP18b, Theorem 5.16] in order to prove Theorem 5.1.7

is an overkill, but it is quicker than a direct argument. We refer the reader to Section 5.2 for the

definition of (Θ, B)-regular quasigeodesics.

By appealing to the triangle inequality for the ∆-valued distances (Theorem 4.1.4), one gets a

slightly more precise statement, namely, there exists D(L,A,Θ,Θ′, B) such that the image of q is

contained in the D(L,A,Θ,Θ′, B)-neighborhood of the diamond ♦Θ′ (x−, x+).

We observe that for every point z ∈ ♦Θ (x, y) the broken geodesic segment

xz ? zy
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is (L, 0)-quasigeodesic for some L = L(Θ), and is (Θ, 0)-regular. Hence, according to the above

sharpening of [KLP18b, Theorem 5.16], the point z belongs to the c = D(L, 0,Θ,Θ′, δ)-neighbor-

hood of the diamond ♦Θ′ (x
′, y′), provided that

d(x, x′) ≤ δ, d(y, y′) ≤ δ.

Thus,

♦Θ (x, y) ⊂ Nc

(
♦Θ′

(
x′, y′

))
. �

The following lemma will be useful.

Lemma 5.1.8. Let Θ,Θ′ ⊂ ost (τmod) be compact subsets such that Θ is contained in the in-

terior of Θ′, and let xy ⊂ X be a Θ-regular geodesic. Also, let x′, y′ ∈ X points which satisfy

d(x, x′), d(y, y′) ≤ D for some D > 0. If d(x, y) ≥ 2D/ sinα, where α = ∠Tits(Θ, ∂Θ′) < π/2, then

x′y′ is Θ′-regular.

Proof. Let xy ⊂ xξ where ξ is a Θ-regular ideal point. Let y′′ be a point on x′ξ which satisfies

d(x, y) = d(x′, y′′). Then, d(y, y′′) ≤ d(x, x′) ≤ D, where the first inequality comes from the fact

that d(x(t), x′(t)) is a non-increasing function, x(t), x′(t) being unit speed parameterizations of

xξ, x′ξ, respectively. Hence, d(y′, y′′) ≤ d(y, y′) + d(y, y′′) ≤ 2D.

The triangle inequality for the ∆-valued distances (Theorem 4.1.4) implies

‖d∆(x′, y′)− d∆(x′, y′′)‖ ≤ d(y′, y′′) ≤ 2D.

Since d∆(x′, y′′) is Θ-regular, d∆(x′, y′) is Θ′-regular whenever

∠
(
d∆(x′, y′), d∆(x′, y′′)

)
≤ α

which happens whenever d(x′, y′′) ≥ 2D/ sinα. �

Now we turn to the main estimate in this section.

Proposition 5.1.9 (Uniformly small visual angles). Let Λ1,Λ2 ⊂ Flag (τmod) be compact, an-

tipodal sets, and let Θ′ be a subset of ost (τmod) containing Θ in its interior. Let y1 ∈ V (x, stΘ (τ1))

and y2 ∈ V (x, stΘ (τ2)) be any points, where τ1 ∈ Λ1 and τ2 ∈ Λ2 are any simplices. Then,

(1) There exists a constant R1 = R1(x,Λ1,Λ2,Θ
′,Θ) such that y1y2 is Θ′-regular if d(x, yi) ≥

R1.
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(2) There exists a function f1 = f1(x,Λ1,Λ2,Θ
′,Θ, ξ) : [0,∞)→ [0, π] satisfying

lim
R→∞

f1(R) = 0

such that if d(x, yi) ≥ R ≥ R1, then

∠ξy1
(x, y2),∠ξy2

(x, y1) ≤ f1(R). (5.5)

Proof. For part 1, we take an approach similar to the one given in the proof of Proposition

5.1.5. Let x̄ be the nearest point projection of x into the parallel set P (τ1, τ2), and for each

i = 1, 2 let ȳi denote the nearest point projection of yi into V (x̄, stΘ (τi)) ⊂ P (τ1, τ2). Let α =

∠Tits(Θ, ∂Θ′) > 0, and α′ = ∠Tits(Θ, ∂st (τmod)) ≥ α. Finally, let D = D(Λ1,Λ2, x) be the constant

given by Corollary 5.1.3.

Since d(x, x̄) ≤ D, we combine this with Theorem 5.1.6 to get

d(yi, ȳi) ≤ D, i = 1, 2. (5.6)

Then, using the triangle inequality for ∆-valued distances (Theorem 4.1.4), we deduce

‖d∆(y1, y2)− d∆(ȳ1, ȳ2)‖ ≤ ‖d∆(y1, y2)− d∆(ȳ1, y2)‖+ ‖d∆(ȳ1, y2)− d∆(ȳ1, ȳ2)‖

≤ d(y1, ȳ1) + d(y2, ȳ2) ≤ 2D.

Since ȳ1ȳ2 is Θ-regular, y1y2 is Θ′-regular whenever y1y2 has length ≥ 2D/ sinα. See Lemma 5.1.8.

Moreover,

d(y1, y2) ≥ d(ȳ1, ȳ2)− 2D

≥ d(ȳi, x̄) sinα′ − 2D

≥ (d(yi, x)− 2D) sinα− 2D

= d(yi, x) sinα− 2D(1 + sinα),

(5.7)

where the second inequality comes from triangle comparisons (note that ∠x̄(ȳ1, ȳ2) ≥ α′ because

ȳ1, ȳ2 are in different Θ-cones with tip x̄), and the third inequality follows from (5.6), d(x, x̄) ≤ D,

π/2 > α′ ≥ α and the polygon inequality. Using (5.7), we obtain: d(y1, y2) ≥ 2D/ sinα whenever
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d(x, y1) or d(x, y2) is greater than 2D(1/ sin2 α+ 1/ sinα+ 1). We may set

R1 = 2D

(
1 +

1

sinα
+

1

sin2 α

)
.

This proves part 1.

To prove part 2 we need the following lemmas.

Recall that sx : X → X denotes the Cartan involution of X fixing x.

Lemma 5.1.10. Let τ, τ ′ ∈ Flag (τmod) be a pair of simplices, let x ∈ X be any point, and let

y ∈ V (x, stΘ (sxτ)) be a point satisfying d(x, y) ≥ l. For sufficiently small ε, ε ≤ ε0(ξmod), we have:

If ∠ξx(τ, τ ′) ≤ ε, then

∠ξy(τ, τ
′) ≤ ε′(Θ, l)

with ε′(Θ, l)→ 0 as l→∞.

Proof. Let ξ+ ∈ τ , ξ− ∈ sxτ , ξ′ ∈ τ ′ be ξmod-regular points. Then

∠ξx(τ, τ ′) ≤ ε =⇒ ∠x(ξ+, ξ
′) ≤ ε =⇒ ∠x(ξ−, ξ

′) ≥ π − ε.

Using [KLP14, Lemma 2.44(ii)], there exists a function ε′(Θ, l) satisfying liml→∞ ε
′(Θ, l) = 0 such

that

∠y(ξ−, ξ
′) ≥ π − ε′(Θ, l).

Then,

∠ξy(τ, τ
′) = ∠y(ξ+, ξ

′) = π − ∠y(ξ−, ξ′) ≤ ε′(Θ, l). �

In the following, Θ′′ will denote an auxiliary subset of ost (τmod) such that int (Θ′′) ⊃ Θ. Let

α′′ = ∠Tits(Θ, ∂Θ′′).

Lemma 5.1.11. Let τ ∈ Flag (τmod) be any simplex, and y ∈ V (x, stΘ (τ)) be any point. If

z ∈ xξτ is any point such that d(x, y) sinα′′ ≥ d(x, z), then

y ∈ V (z, stΘ′′ (τ)).

Proof. Let F be a maximal flat asymptotic to τ containing x and y, and let y′ be the nearest

point projection of y into xξτ . Since ξ ∈ τmod, the Tits distance from ξ to any point in Θ is bounded
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above by π/2− ε(Θ) where ε(Θ) > 0. Then, the distance from x to y′ is comparable to d(x, y), i.e.

d(x, y) cos(θ) = d(x, y′), θ = ∠x(y, y′) ≤ π/2− ε(Θ).

Notice that 0 < α′′ ≤ θ + α′′ ≤ π/2 − ε(Θ′′). For any point z′ ∈ xy′, y ∈ V (z′, stΘ′′ (τ)) whenever

d(y, y′) ≤ d(z′, y′) tan(θ + α′′).

Let z′ ∈ xy′ be a point which satisfies d(y, y′) = d(z′, y′) tan(θ + α′′). In that case,

d(x, z′) = d(x, y′)− d(z′, y′)

= d(x, y) cos θ − d(y, y′) cot(θ + α′′)

= d(x, y) cos θ − d(x, y) sin θ cot(θ + α′′)

= d(x, y)
sinα′′

sin(θ + α′′)

≥ d(x, y) sinα′′.

Moreover, if z ∈ xξτ is the point satisfying d(x, z) = d(x, y) sinα′′, then z′ ∈ V (z, stΘ′′ (τ)), and

from convexity of cones, y ∈ V (z, stΘ′′ (τ)). �

Lemma 5.1.12. There exists a function f ′1(x,Λ1,Λ2,Θ, ξ) : [0,∞)→ [0, π] satisfying f ′1(R)→ 0

as R → ∞ such that the following holds: For τ1 ∈ Λ1, let y1 ∈ V (x, stΘ (τ1)) be any point. If

d(x, y1) ≥ R, then

max
τ2∈Λ2

∠ξy1
(x, τ2) ≤ f ′1(R).

Proof. Let α′′ = ∠Tits(Θ, ∂Θ′′) as defined above, where Θ′′ is some auxiliary subset of

ost (τmod). Using Lemma 5.1.11, if z1 ∈ xξτ1 satisfies d(x, z1) = d(x, y1) sinα′′, then we have

y1 ∈ V (z1, stΘ′′ (τ1)). See Figure 5.2. Letting d(x, z2)→∞ in Proposition 5.1.5, we get

∠ξz1(sx(τ1), τ2) = ∠ξz1(x, τ2) ≤ f0(R sinα′′), ∀τ2 ∈ Λ2.

When R is sufficiently large, R ≥ R2(x,Λ1,Λ2, ξ), then f0(R sinα) ≤ ε0(ξmod), where ε0(ξmod)

is as in Lemma 5.1.10. Moreover, since d(y1, z1) ≥ R(1− sinα′′), Lemma 5.1.10 implies that

∠ξy1
(x, τ2) = ∠ξy1

(sx(τ1), τ2) ≤ ε′(Θ′′, R(1− sinα′′)), ∀τ2 ∈ Λ2.
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Figure 5.2

So, we may define

f ′1(R) =

 ε′(Θ′′, R(1− sinα′′)), if R ≥ R2

π, otherwise
. �

Now we are ready to prove the estimate (5.5). We first observe that the only property of the

point x ∈ X we have used to estimate the functions f in Proposition 5.1.4, R0 and f0 in Proposition

5.1.5 and subsequently f ′1 in Lemma 5.1.12 is that

d(x, P (τ1, τ2)) ≤ D, ∀τ1 ∈ Λ1, ∀τ2 ∈ Λ2.

All these estimates for x work for any other point x1 satisfying this inequality with the same number

D. Moreover, all these estimates work if we replace Λ1 or Λ2 by their proper subsets. In particular,

we may replace Λ2 by any of its singleton subsets {τ2}, or replace x by a point y2 ∈ V (x, stΘ (τ2)).

Here we use the fact that for a fixed τ2 and a point y2 in V (x, stΘ (τ2)),

d(y2, P (τ1, τ2)) ≤ d(x, P (τ1, τ2)) ≤ D, ∀τ1 ∈ Λ1.

Therefore, the same estimate f ′1(x,Λ1,Λ2, ξ) works when x and Λ2 (elsewhere) in Lemma 5.1.12

are replaced by y2 and {τ2}, respectively. Precisely, whenever y1y2 is a Θ′-regular,

∠ξy1
(y2, τ2) ≤ f ′1(d(y1, y2)), (5.8)

where f ′1 = f ′1(x,Λ1,Λ2,Θ
′, ξ). Θ′-regularity of y1y2 is also guaranteed whenever, for i = 1, 2,

d(x, yi) ≥ R1(x,Λ1,Λ2,Θ
′,Θ).
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Therefore, if R ≥ R1(x,Λ1,Λ2,Θ
′,Θ) and d(x, y1), d(x, y2) ≥ R, we can use Lemma 5.1.12,

(5.7) and (5.8) to get

∠ξy1
(x, y2) ≤ ∠ξy1

(x, τ2) + ∠ξy1
(y2, τ2)

≤ f ′1(R) + f ′1(R sinα− 2D(1 + sinα))

≤ 2f ′1(R sinα− 4D),

where α = ∠Tits(Θ, ∂Θ′).

This completes the proof of part 2. �

5.2. Morse condition

In this section, we discuss Morse quasigeodesics, Morse embeddings and Morse subgroups and

their various properties in more detail (cf. page 38). These notions were introduced in [KLP14],

and it was proved that the notions of Morse subgroups and Anosov subgroups are equivalent

(Equivalence Theorem 4.4.12).

The main technical result in this section is the replacement lemma (see Theorems 5.2.11 and

5.2.13). This will be an important ingredient in the proof of Theorem 5.0.1.

Stability of quasigeodesics. Recall that a quasigeodesic in a metric space (Y, dY ) is a quasi-

isometric embedding of an interval I ⊂ R into Y . Quantitively speaking, an (L,A)-quasigeodesic

in Y is a map, not necessarily continuous, γ : I → Y which satisfies

L−1|a− b| −A ≤ dY (γ(a), γ(b)) ≤ L|a− b|+A,

where dY is the metric of Y . When Y is assumed to be a geodesic δ-hyperbolic space, the Morse

lemma, proven for these spaces by Gromov [Gro87, Proposition 7.2.A], establishes stability of

quasigeodesics. Precisely, an (L,A)-quasigeodesic in a δ-hyperbolic space stays within a uniform

neighborhood of a geodesic; the radius H of this neighborhood solely depends on the given param-

eters, namely L,A and δ,

H = L2(A1A+A2δ),

where A1 and A2 are universal constants, see [Shc13,GS19]. The stability of quasigeodesics can

also be stated without referring to geodesics: An (L,A)-quasigeodesic path is stable if the image of

any (L′, A′)-quasigeodesic with the same endpoints is uniformly close to the original path. Thus,
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any uniform quasigeodesic in a δ-hyperbolic space is stable. Morse lemma is a vital ingredient to

prove the invariance of hyperbolicity under quasiisometries, see [DK18, Corollary 11.43].

One of the major differences between the coarse geometric nature of CAT(0) (or non-positively

curved) and δ-hyperbolic spaces is that the quasigeodesics in CAT(0) spaces can be unstable, and

thus the most naive generalization of the Morse lemma fails in the CAT(0) settings, already for

the Euclidean plane. Some versions of the Morse lemma are known for CAT(0) spaces; in [Sul14]

it has been shown that a quasigeodesic is stable if and only if it is strongly contracting. However,

this class of quasigeodesics is too restrictive in the context of symmetric spaces.

Nevertheless, according to the main theorem of [KLP18b], an analogue of the Morse lemma

holds for τmod-regular quasigeodesics, with diamonds (or, cones, or parallel sets) replacing geodesic

segments (rays, complete geodesics).

The letters B, D which appear bellow are non-negative numbers.

Definition 5.2.1 (Regular quasigeodesics). A pair of points in X is called Θ-regular if the

geodesic segment connecting them is Θ-regular. An (L,A)-quasigeodesic γ : I → X is called

(Θ, B)-regular if for all t1, t2 ∈ I, |t1 − t2| ≥ B implies that (γ(t1), γ(t2)) is Θ-regular.

In [KLP18b, Theorem 5.17], it is shown that (finite) regular quasigeodesics are special in the

sense that they live close to the diamonds. This gives a higher rank generalization of the Morse

lemma for hyperbolic spaces. We state this result in the next theorem.

Morse Lemma 5.2.2. [Kapovich-Leeb-Porti [KLP18b]] Let γ : [a, b]→ X be a (Θ, B)-regular

(L,A)-quasigeodesic. There exists a constant D = D(L,A,Θ,Θ′, B,X) > 0 such that the image of

γ is contained in the D-neighborhood of a diamond ♦Θ′(x1, x2) with tips satisfying d(γ(a), x1) ≤ D,

d(γ(b), x2) ≤ D.

Now we review the notion of Morse quasigeodesics.

Definition 5.2.3 (Morse quasigeodesics, [KLP14]). A (finite, semiinfinite, or biinfinite) (L,A)-

quasigeodesic γ : I → X is called a (L,A,Θ, D)-Morse quasigeodesic if for all t1, t2 ∈ I, the image

γ([t1, t2]) is D-close to a Θ-diamond ♦Θ(x1, x2) with tips satisfying d(xi, γ(ti)) ≤ D, for i = 1, 2.

Remark. (1) In light of this definition, the Morse lemma 5.2.2 is equivalent to saying that

the uniformly regular uniform quasigeodesics are uniformly Morse. Conversely, uniformly

Morse quasigeodesics are also uniformly regular.
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(2) Note that it is not in general true that for an (L,A,Θ, D)-Morse quasigeodesic γ, the

segment γ(t1)γ(t2) is τmod-regular. However, when t2 − t1 is uniformly large, γ(t1)γ(t2)

becomes uniformly τmod-regular, and in this case one can say that γ([t1, t2]) lies in a

uniform neighborhood of ♦Θ′ (γ(t1), γ(t2)) for any subset Θ′ ⊂ ost (τmod) containing Θ in

its interior (cf. Theorem 5.1.7).

Straight sequences. We review some important tools for constructing Morse quasigeodesics.

Let Θ, Θ′ be ι-invariant, compact, τmod-Weyl convex subsets of ost (τmod) such that

int
(
Θ′
)
⊃ Θ.

Definition 5.2.4 (Straight-spaced sequences, [KLP14]). Let ε ≥ 0 be a number. A (finite,

infinite, or biinfinite) sequence (xn) is called (Θ, ε)-straight if, for each n, the segments xnxn+1 are

Θ-regular and

∠ξxn(xn−1, xn+1) ≥ π − ε.

Moreover, (xn) is called l-spaced if d(xn, xn+1) ≥ l for all n.

Definition 5.2.5 (Morse sequence). A sequence (xn) is called (Θ, D)-Morse if the piecewise

geodesic path formed by connecting consecutive points by geodesic segments is a (Θ, D)-Morse

quasigeodesic.

Theorem 5.2.6 (Morse lemma for straight spaced sequences, [KLP14]). For Θ,Θ′, D, there

exists l, ε such that any (Θ, ε)-straight l-spaced sequence (xn) in X is D-close to a parallel set

P (τ+, τ−) of type τmod. Moreover, the nearest point projection x̄n of xn on P (τ+, τ−) satisfies

x̄n±m ∈ V (x̄n, stΘ′ (τ±)), ∀m ∈ N.

Furthermore, the sequence (xn) is a uniform Morse sequence with parameters depending only on

the given data Θ,Θ′, D.

Replacements. Here we define an alternative notion of stability of quasigeodesics, namely

that the Morse property is stable under replacements. See Theorem 5.2.11, and its generalized

version Theorem 5.2.13.

We first develop an important tool which will be needed in the proof of these results.
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Definition 5.2.7 (Longitudinal segments). Let y1, y2 be any points in P (τ−, τ+). The (ori-

ented) segment y1y2 is called Θ-longitudinal if y2 ∈ V (y1, stΘ (τ+)). Moreover, y1y2 is called

(τmod-)longitudinal if y2 ∈ V (y1, ost (τ+))

Convexity of Θ-cones implies:

Lemma 5.2.8 (Concatenation of longitudinal segments). Let x1, x2, x3 ∈ P (τ−, τ+) be points

such that x1x2 and x2x3 are Θ-longitudinal. Then x1x3 is also Θ-longitudinal.

Proposition 5.2.9 (Nearby diamonds). Let γ : [a, b] → X be an (L,A,Θ, D)-Morse qu-

saigeodesic, and let δ > 0 be any number. Let P (τ−, τ+) be a parallel set such that the image

of γ is contained in Nδ (P (τ−, τ+)). Denote the nearest point projection of γ(t) into P (τ−, τ+)

by γ̄(t). Suppose that γ̄(a)γ̄(b) is longitudinal. Then, there exist R′ = R′(L,A,Θ,Θ′, D, δ),

D′ = D′(L,A,Θ,Θ′, D, δ) such that the following holds: For any t1, t2 ∈ [a, b], if (t2 − t1) ≥ R′,

then γ̄(t1)γ̄(t2) is Θ′-longitudinal and γ([t1, t2]) ⊂ ND′ (♦Θ′ (γ̄(t1), γ̄(t2))).

Proof. Let Θ′′,Θ′′′ ⊂ τmod be auxiliary subsets such that int (Θ′) ⊃ Θ′′′, int (Θ′′′) ⊃ Θ′′,

and int (Θ′′) ⊃ Θ. Note that when (b − a) is sufficiently large, the triangle inequality for the ∆-

valued distances (Theorem 4.1.4) asserts that γ̄(a)γ̄(b) is Θ′′-regular, which in turn makes γ̄(a)γ̄(b)

Θ′′-longitudinal. Therefore, it follows that

γ̄([a, b]) ⊂ Nc+δ (♦Θ′′′ (γ̄(a), γ̄(b))) ⊂ Nc+δ (V (γ̄(a), stΘ′′′ (τ+))) ,

where c = c(Θ′′,Θ′′′, D + δ) is the constant as in Theorem 5.1.7.

Let t ∈ [a, b] be any point. From above, we get d(γ̄(t), V (γ̄(a), stΘ′′′ (τ+))) ≤ c + δ. Using

the triangle inequality for the ∆-valued distances (Theorem 4.1.4) again, we obtain that when

t− a ≥ R� L(c+ δ), then

γ̄(t) ∈ V (γ̄(a), stΘ′ (τ+)) ,

i.e. γ̄(a)γ̄(t) is Θ′-longitudinal. By reversing the direction of γ, we also get that when b − t ≥ R,

then γ̄(t)γ̄(b) is Θ′-longitudinal.

For arbitrary t1, t2 ∈ [a, b], we let t = (t2 − t1)/2. The same argument applied to the paths

γ([a, t]), γ([t, b]) implies that when t − t1 ≥ R, and t2 − t ≥ R, then γ̄(t1)γ̄(t) and γ̄(t)γ̄(t2) are

Θ′-longitudinal segments. Using Lemma 5.2.8, we get that γ̄(t1)γ̄(t2) is Θ′-longitudinal.

Therefore, γ̄(t1)γ̄(t2) is Θ′-longitudinal whenever t2 − t1 ≥ 2R.
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After enlarging Θ′, the second part follows from Theorem 5.1.7. �

We now turn to the discussion of replacements.

Definition 5.2.10 (Morse quasigeodesic replacements). Let γ : I → X be an (L,A,Θ, D)-

Morse quasigeodesic, and let [t1, t2] be a subinterval of I. Let γ′ : [t1, t2] → X be another

(L′, A′,Θ′, D′)-Morse quasigeodesic s.t. γ|{t1,t2} = γ′|{t1,t2} (see Figure 5.3). An (L′, A′,Θ′, D′)-

Morse quasigeodesic replacement of γ|[t1,t2] is the concatenation of γ|I−(t1,t2) with γ′|[t1,t2].

γ

γ′
γ(t1) γ(t2)

Figure 5.3. Replacement: The original path γ is depicted as a solid line, and
the path γ′ is depicted as a dashed line.

Theorem 5.2.11 (Replacement lemma). Uniform Morse quasigeodesic replacements are uni-

formly Morse.

Proof. Suppose that I = [a, b] is some interval. Let γ : I → X be an (L,A,Θ, D)-Morse

quasigeodesic, and let ρ : I → X be obtained by replacing γ|[t1,t2] by a (L′, A′,Θ′, D′)-Morse

quasigeodesic γ′ : [t1, t2]→ X. Let Θ′′ be subset of ost (τmod) which contains Θ and Θ′. Replacing

the parameters (L,A,Θ, D) and (L′, A′,Θ′, D′) by (L′′, A′′,Θ′′, D′′), where L′′ = max{L,L′}, A′′ =

max{A,A′}, D′′ = max{D,D′}, and some Θ′′ ⊃ Θ ∪ Θ′, we may assume that (L,A,Θ, D) =

(L′, A′,Θ′, D′) to begin with.

By definition, there exists a diamond ♦Θ (x1, x2) with d(x1, γ(a)) ≤ D, d(x2, γ(b)) ≤ D such

that γ([a, b]) ⊂ ND (♦Θ (x1, x2)). Without loss of generality, we may assume that x1 6= x2. The

diamond ♦Θ (x1, x2) spans a unique parallel set P (τ−, τ+) such that x2 ∈ V (x1, stΘ(τmod)) τ+. We

denote the nearest point projections of γ(t) and γ′(t) to P (τ−, τ+) by γ̄(t) and γ̄′(t), respectively.

By the triangle inequality for the ∆-valued distances (Theorem 4.1.4) we get that when (b− a)

is sufficiently large, (b − a) ≥ C(Θ,Θ′, D), then γ̄(a)γ̄(b) is Θ′-longitudinal3. Using Proposition

3the nearest point projection might not send γ(a) (resp. γ(b)) to x1 (resp. x2), but sends into a D-neighborhood of
x1 (resp. x2).
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5.2.9, when (t2 − t1) ≥ R′, then γ̄(t1)γ̄(t2) = γ̄′(t1)γ̄′(t2) is also Θ′-longitudinal. From Theorem

5.1.7 we get a constant D′ such that γ′([t1, t2]) ⊂ ND′ (P (τ−, τ+)).

We prove that any subpath ρ|[r1,r2] is uniformly close to a diamond. From above, if (r2−r1) ≥ R′,

for r1, r2 ∈ I, then γ̄(r2) ∈ V (γ̄(r1), stΘ′ (τ+)). This also holds for γ′ and r1, r2 ∈ [t1, t2] for a bigger

R′ because γ′([t1, t1]) is D′-close to P (τ−, τ+), and γ̄′(t1)γ̄′(t2) is longitudinal. Also, note that in this

case, possibly after enlarging Θ′, γ|[r1,r2] and γ′|[r1,r2] become uniformly close to ♦Θ′ (γ̄(r1), γ̄(r2))

and ♦Θ′ (γ̄
′(r1), γ̄′(r2)), respectively (Theorem 5.1.7).

Clearly, when both r1, r2 belong to one of the sets [a, t1], [t1, t2], [t2, b], then ρ([r1, r2]) is uni-

formly close to a diamond. Therefore, the following are the only nontrivial cases.

Case 1. r1 ∈ [a, t1] and r2 ∈ [t1, t2].

In this case, if (t1 − r1) ≥ R′ and (r2 − t1) ≥ R′, then from the discussion above we get

γ̄(t1) ∈ V (γ̄(r1), stΘ′ (τ+)), γ̄′(r2) ∈ V (γ̄(t1), stΘ′ (τ+)).

From convexity of cones, it follows that

γ̄′(r2) ∈ V (γ̄(r1), stΘ′ (τ+)).

Since ♦Θ′ (γ̄(r1), γ̄(t1)) and ♦Θ′ (γ̄
′(t1), γ̄′(r2)) are subsets of ♦Θ′ (γ̄(r1), γ̄′(r2)), ρ|[r1,r2] is uniformly

close to ♦Θ′ (γ̄(r1), γ̄′(r2)).

Now we prove the quasiisometric inequality for ρ(r1) and ρ(r2). Since the points γ̄(r1) and

γ̄′(r2) belong to two opposite cones with tip γ̄(t1) = γ̄′(t1),

∠γ̄(t1)

(
γ̄(r1), γ̄′(r2)

)
≥ α′,

where α′ = ∠Tits(Θ
′, ∂st (τmod)). Comparing the geodesic triangle 4 (γ̄(r1), γ̄(t1), γ̄′(r2)) with a

Euclidean one, we get

d
(
γ̄(r1), γ̄′(r2)

)
≥ sinα′

2

(
d (γ̄(r1), γ̄(t1)) + d

(
γ̄′(t1), γ̄′(r2)

))
.
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This, together with standard polygon inequality, implies

d(ρ(r1), ρ(r2)) = d
(
γ(r1), γ′(r2)

)
≥ sinα′

2

(
d (γ(r1), γ(t1)) + d

(
γ′(t1), γ′(r2)

))
− 2D′(1 + sinα′)

≥ sinα′

2L
|r1 − r2| −

(
4D′ +A

)
.

In the last inequality, we are using the quasigeodesic data for the paths γ and γ′.

Case 2. r1 ∈ [t1, t2] and r2 ∈ [t2, b].

This case is settled by reversing the direction of γ in the case 1.

Case 3. r1 ∈ [a, t1] and r2 ∈ [t2, b].

The quasiisometric inequality for ρ(r1) and ρ(r2) is clear, since

d (ρ(r1), ρ(r2)) = d (γ(r1), γ(r2)) ≥ |r1 − r2|
L

−A.

It remains only to show that the image ρ([r1, r2]) is uniformly close to a Θ′-diamond.

We know that γ([r1, r2]) is D-close to a diamond ♦Θ (x1, x2) satisfying d(xi, γ(ri)) ≤ D, and

that γ′([t1, t2]) is D-close to a diamond ♦Θ (y1, y2) satisfying d(yi, γ
′(ti)) ≤ D, for i = 1, 2. Since

γ(ti) = γ′(ti), it follows that the points y1 and y2 are 2D-close to ♦Θ (x1, x2). Let P (τ−, τ+) be the

unique parallel set spanned by ♦Θ (x1, x2) satisfying x2 ∈ V (x1, stΘ(τmod)) τ+. Then,

y1y2 ⊂ N2D (P (τ−, τ+)) .

Let ȳ1, ȳ2 denote the projections of y1, y2, respectively, in P (τ−, τ+). Note that the points y1, y2

are D-close to γ([r1, r2]). Using Proposition 5.2.9, it follows that when d(y1, y2), or equivalently

(t2−t1), is sufficiently large, then ȳ1ȳ2 is Θ′-longitudinal. In addition, note that the points ȳ1, ȳ2 are

4D-close to the cones V (x1, stΘ (θ+)), V (x2, stΘ (θ−)), respectively. Using the triangle inequality for

the ∆-valued distances (Theorem 4.1.4) it follows that when d(x1, ȳ1) and d(x2, ȳ2), or equivalently

(t1 − r1) and (r2 − t2), are large enough, then x1ȳ1 and ȳ2x2 are Θ′-longitudinal. Therefore,

ȳ1ȳ2 ⊂ ♦Θ′ (x1, x2) .

Using Theorem 5.1.7, there is a constant c which depends only on D,Θ′,Θ′′ such that

♦Θ′′ (y1, y2) ⊂ Nc (♦Θ′ (ȳ1, ȳ2)) ⊂ Nc (♦Θ′ (x1, x2)) .
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Therefore, ρ([r1, r2]) is (c+D)-close to ♦Θ′ (x1, x2). �

Remark. The replacement lemma is false if we relax the Morse condition. It is not generally

true that a uniform quasigeodesic replacement of an (ordinary) quasigeodesic in a CAT(k) space,

k ≥ 0, is a uniform quasigeodesic. See the example below. However, if k < 0, then the ordinary

quasigeodesics are Morse quasigeodesics, so the replacement lemma for ordinary quasigeodesics

holds.

Example 5.2.12. Let Y = R2, γ be the x-axis. For r ≥ 0, define a constant speed piecewise

path γ′r : [−r, r] → R2 with endpoints at (−r, 0) and (r, 0) as in Figure 5.4 (red path). An easy

calculation shows that γ′ is a (4, 0)-quasigeodesic. Let ρr denote the replacements, for r ≥ 0. Then

ρr(2r) = ρr(r − kr), for some number kr > 0 (observe the point (2r, 0)). However, if ρr is an

(l, a)-quasigeodesic, then d(ρr(2r), ρr(r − kr)) ≥ r/l − a, which is false for large r’s.

(−r,0) (r,0)(−2r,0) (2r,0)

(−2r,r) (2r,r)

x

y

γ′r

Figure 5.4

We can also replace a Morse quasigeodesic at multiple segments.

Theorem 5.2.13 (Generalized replacement lemma). Let γ : [a, b]→ X be an (L,A,Θ, D)-Morse

quasigeodesic, and let a = t0 ≤ t1 ≤ · · · ≤ tr0−1 ≤ tr0 = b. For r = 1, . . . , r0, let γr : [tr−1, tr]→ X

be an (L′, A′,Θ′, D′)-Morse quasigeodesic with γr|{tr−1,tr} = γ|{tr−1,tr}. Then the concatenation of

γr’s is an (L′′, A′′,Θ′′, D′′)-Morse quasigeodesic where (L′′, A′′,Θ′′, D′′) depends only on (L,A,Θ, D)

and (L′, A′,Θ′, D′).

The proof of this theorem closely follows the proof of the previous one and, we are omitting the

details.
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Residual finiteness. An important feature shared by many finitely generated subgroups of

G is the residual finiteness property which enables us to obtain finite index subgroups which avoid

a given finite set of elements.

Definition 5.2.14 (Residual finiteness). A group H is called residually finite (RF) if it satisfies

one of the following equivalent conditions: (1) Given a finite subset S ⊂ H \ {1H}, there exists a

finite index subgroup F < H such that F ∩ S = ∅. (2) Given an element h ∈ H \ {1H}, there exits

a finite group Φ and a homomorphism φ : H → Φ such that φ(h) 6= 1Φ. (3) The intersection of

finite index subgroups of H is trivial.

Residual finiteness of Morse subgroups is a corollary to the following celebrated theorem.

Let R be a commutative ring with unity, and let GL(N,R) denote the group (with multiplica-

tion) of non-singular N ×N matrices with entries in R. Then,

Theorem 5.2.15 (A. I. Mal’cev, [Mal40]). Finitely generated subgroups of GL(N,R) are RF.

As an application to this theorem, one obtains,

Corollary 5.2.16. Each finitely generated subgroup Γ < G which intersects the center of G

trivially is RF.

Proof. Under our assumptions, the adjoint representation Γ→ GL(g) is faithful. �

For a subgroup Γ < G, we define the norm of Γ with respect to x ∈ X as

‖Γ‖x = inf{d(x, γx) : 1Γ 6= γ ∈ Γ}.

Note that when ‖Γ‖x > 0, Γ is discrete. Residual finiteness implies the following useful lemma

which we use to obtain subgroups whose nontrivial elements send x arbitrarily far:

Lemma 5.2.17. Let Γ be a RF discrete subgroup of G. For any R ∈ R, there exist a finite index

subgroup Γ′ < Γ such that ‖Γ′‖x ≥ R.

Proof. Since Γ is discrete, the set Φ = {γ : d(x, γx) < R} is finite. The assertion follows from

the residual finiteness property. �

63



Morse subgroups. Now we briefly turn to the discussion of Morse subgroups before proving

our main theorem in the next section.

Recall the notion of Morse subgroups (Definition 4.4.3). By the Equivalence Theorem 4.4.12,

τmod-Morse subgroups are uniformly τmod-regular and, hence, the accumulation set in ∂∞X of

any orbit Γx contains only points whose types are elements of Θ, for some ι-invariant, compact,

τmod-Weyl convex subset Θ ⊂ ost (τmod). The smallest such Θ will be denoted by ΘΓ.

Proposition 5.2.18. Let Γ be a τmod-Morse subgroup, let Λ′ be any compact set in Flag (τmod)

whose interior contains Λ = Λτmod
(Γ), the flag limit set of Γ (see Definition 4.4.5), and let Θ′

be any ι-invariant, compact, τmod-Weyl convex subset of ost (τmod) containing Θ = ΘΓ(x) in its

interior. There exists a number S > 0 such that any γ ∈ Γ satisfying d(x, γx) > S also satisfies

γx ∈ V (x, stΘ′(τ)), for some τ ∈ Λ′.

Proof. We first prove that there exists S′ > 0 such that d(x, γx) > S′ implies that (x, γx) is

Θ′-regular. Suppose that S′ does not exist; then, there is an unbounded sequence (γi)i∈N in Γ such

that (x, γix) is not Θ′-regular for all i. Then, (γix)i∈N subconverges to an ideal point whose type

6∈ int (Θ′). This can not happen because the interior of Θ′ contains Θ.

Next we prove that S exists. Assuming that it does not exist, we get an unbounded sequence

(γ′i)i∈N in Γ such that γ′ix 6∈ V (x, stΘ′(τ)), for all i ∈ N and τ ∈ Λ′. After extraction we may

assume that (x, γ′ix) is Θ′-regular, for all i. But then, (γ′ix)i∈N does not accumulate in any simplex

in the interior of Λ′ i.e. Γ has a limit simplex outside Λ, but this gives a contradiction. �

Combining Lemma 5.2.17 and Proposition 5.2.18, we get the following:

Corollary 5.2.19. Let Γ < G be a RF τmod-Morse subgroup, let Λ′ be any compact set in

Flag (τmod) whose interior contains Λ = Λτmod
(Γ), and let Θ′ be any compact set containing Θ = ΘΓ

in its interior. There exists S1 > 0 such that for any S ≥ S1 there exists a finite index subgroup Γ′

of Γ satisfying ‖Γ′‖x > S which also satisfies the following: For any γ′ ∈ Γ′ exists τ ∈ Λ′ for which

γ′x ∈ V (x, stΘ′(τ)).

Definition 5.2.20 (Antipodal Morse subgroups). A pair of τmod-Morse subgroups Γ1,Γ2 < G

is called antipodal if their flag limit sets in Flag (τmod) are antipodal.

Proposition 5.2.21. Let Γ1, . . . ,Γn be pairwise antipodal, RF τmod-Morse subgroups of G. Let

Θ ⊂ ost (τmod) be a subset which contains the sets ΘΓi, for i = 1, . . . , n, in its interior. Then, there
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exists a collection {Λ′1, . . . ,Λ′n} of pairwise antipodal, compact subsets of Flag (τmod), and a number

S2 > 0 such that for any S ≥ S2 there exists a collection of finite index subgroups Γ′1, . . . ,Γ
′
n of

Γ1, . . . ,Γn, respectively, satisfying ‖Γ′1‖x ≥ S, . . . , ‖Γ′n‖x ≥ S which also satisfies the following: For

each i = 1, . . . , n, and for each γi ∈ Γ′i, there exists τi ∈ Λ′i such that

γix ∈ V (x, stΘ (τi)).

Proof. Once we show that there exists a collection {Λ′1, . . . ,Λ′n} such that, for each i, the

interior of Λ′i contains the flag limit set Λi of Γi, the first part of the proposition follows from the

Corollary 5.2.19. We may construct Λ′1, . . . ,Λ
′
n as follows:

Lemma 5.2.22. Let {Λ1, . . . ,Λn} be a set of pairwise antipodal, compact subsets of Flag (τmod).

Then, there exists a set {Λ′1, . . . ,Λ′n} of pairwise antipodal, compact subsets of Flag (τmod) such that

each Λi is contained in the interior of Λ′i.

Proof. The case n = 2 can be proved as follows. Let Λ1,Λ2 be a pair of antipodal, compact

subsets of Flag (τmod). Then,

Λ1 × Λ2 ⊂
compact

(Flag (τmod)× Flag (τmod))opp ⊂
open

Flag (τmod)× Flag (τmod) .

There is a open neighborhood of Λ1 ×Λ2 in (Flag (τmod)× Flag (τmod))opp of the form U1 ×U2. In

particular, the subsets U1 and U2 are antipodal. Then any pair of compact subsets Λ′1 and Λ′2 of

U1 and U2, respectively, containing Λ1 and Λ2 in their respective interiors, does the job.

We consider now the general case n ≥ 3 and let {Λ1, . . . ,Λn} be a collection of subsets as in

proposition. For Λ1, using the lemma, we find a compact neighborhood Λ′1 of Λ1 which is antipodal

to the compact
n⋃
k=2

Λk.

Then, {Λ′1,Λ2, . . . ,Λn} is new collection pairwise antipodal, compact subsets of Flag (τmod). The

same argument yields a compact neighborhood Λ′2 of Λ2 antipodal to Λ′1,Λ3, ...,Λk. We continue

inductively. �

This completes the proof of the proposition. �
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5.3. Proof of Theorem 5.0.1

In this section, we prove

Theorem 5.0.1. Let Γ1, . . . ,Γn be pairwise antipodal, RF τmod-Morse subgroups of G. Then,

there exist finite index subgroups Γ′i < Γi, for i = 1, . . . , n, such that 〈Γ′1, . . . ,Γ′n〉 is τmod-Morse,

and is naturally isomorphic to Γ′1 ∗ · · · ∗ Γ′n

Proof. We first fix our notations. We denote the τmod-flag limit sets of Γ1, . . . ,Γn by Λ1, . . . ,Λn,

respectively. Let Θ ⊂ ost (τmod), let {Λ′1, . . . ,Λ′n} be a collection of compact, pairwise antipodal

subsets in Flag (τmod), and let S2 > 0 be as in Proposition 5.2.21. As always, the point x will

be treated as a fixed base point in X. Finally, Θ ⊂ Θ′ ⊂ Θ′′ are ι-invariant, compact, τmod-Weyl

convex subsets of ost (τmod) such that

int
(
Θ′′
)
⊃ Θ′, int

(
Θ′
)
⊃ Θ.

By Proposition 5.2.21, for each S > S2 there exist finite index subgroups Γ′1, . . . ,Γ
′
n of Γ1, . . . ,Γn,

respectively, of norms ‖Γ′i‖x ≥ S, such that for each i = 1, . . . , n, and each γi ∈ Γ′i,

γix ∈ V (x, stΘ (τi)), (5.9)

for some τi ∈ Λ′i. Let Ai be a finite generating set of Γ′i, for each i = 1, . . . , n. This choice endows

each Γ′i with a word metric, and thus yields a Θ-Morse embedding oix : Cay (Γ′i, Ai) → X induced

by the orbit map Γ′i → Γ′ix. We take the standard generating set A = A1 ∪ · · · ∪An of the abstract

free product Γ′ = Γ′1∗· · ·∗Γ′n. We obtain a natural homomorphism ϕ : Γ′ → G. When S sufficiently

large we prove that ox : Cay (Γ′, A)→ X is a Θ′-Morse embedding, i.e. we prove that the geodesics

of Cay (Γ′, A) are mapped to uniform Morse quasigeodesics in X. This not only will prove that

ϕ is injective, but also will show that the subgroup 〈Γ′1, . . . ,Γ′n〉 of G generated by Γ′1, . . . ,Γ
′
n is

τmod-Morse.

Claim. There exists S0 > 0 such that if S ≥ S0, then the map ox : Cay (Γ′, A) → X sends

(finite) geodesics to uniform Morse quasigeodesics.

Proof. Given any γ ∈ Γ′, there is a natural embedding of Cay (Γ′i) into Cay (Γ′) given by the

right multiplication map γi 7→ γiγ. Any geodesic in Cay (Γ′) is a concatenation of paths which are

images of the geodesics under the maps above. By equivariance, it suffices to study the geodesics
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in Γ′ starting at 1Γ′ . Any geodesic ψ with starting point 1Γ′ in Cay (Γ′) can be written as

ψ : 1Γ′ , γk1 , γk2γk1 , . . . , (5.10)

where the path joining γkrγkr−1 . . . γk1 and γkr−1 . . . γk1 in Cay (Γ′) is the image of a geodesic

segment in Cay (Γ′i) connecting the identity to γkr under the map (·) 7→ (·)(γkr−1 . . . γk1), assuming

that γkr ∈ Γ′i. We group together γkr ’s in above to avoid two consecutive ones coming from same

Γi’s.

The (finite) sequence (5.10) is mapped to x, γk1x, γk2γk1x, . . . under the map ox; to avoid

cumbersome notations, we denote γkrγkr−1 . . . γk1 by gr, denote γkrγkr−1 . . . γk1x by pr and assume

that the index r of this sequence varies between 0 and r0. Using these notations, we have

gr = γkrgr−1, grx = pr. (5.11)

Let m1 = p0, mr0 = pr0 , and, for 2 ≤ r ≤ r0 − 1, let mr denote the midpoint of pr−1 and pr (see

Figure 5.5).

It follows from (5.9) that all the segments pr−1pr in X are Θ-regular and have length at least S.

Moreover, it follows from (5.11) that, for any 1 ≤ r ≤ r0−1, precomposing the right multiplication

action g−1
r y Γ with ox maps the hinge pr−1prpr+1 to (γ−1

kr
x)(x)(γkr+1x) which is of the form

(γix)(x)(γjx), for some γi ∈ Γ′i, γj ∈ Γ′j , i 6= j. From (5.9), we get that γix ∈ V (x, stΘ (τi)) and

γjx ∈ V (x, stΘ (τj)), for some τi ∈ Λ′i and τj ∈ Λ′j . To simplify our notation, the corresponding

images of mr and mr+1 are denoted by m′i and m′j , respectively.

p0

p1

p2

p3

p4

pr0−1

pr0

g−1
2

x

γix γjx

m′i m′j

Figure 5.5. Morse embedding of quasigeodesics. The points represent the
midpoint sequence (mi).
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Let D = max{D(Λ′i,Λ
′
j , x) : 1 ≤ i < j ≤ n}, where D(Λ′i,Λ

′
j , x) is the constant given by

Corollary 5.1.3. Moreover, let R1(x,Λ′i,Λ
′
j ,Θ

′,Θ) and f1(x,Λ′i,Λ
′
j ,Θ

′,Θ, ξ) be the quantities as in

Proposition 5.1.9. Define

R1 = max
i,j, i 6=j

{
R1(x,Λ′i,Λ

′
j ,Θ

′,Θ)
}
,

and

f1 = max
i,j, i 6=j

{
f1(x,Λ′i,Λ

′
j ,Θ

′,Θ, ξ)
}
.

Note that d(x,m′i), d(x,m′j) ≥ S/2. Using part 1 of Proposition 5.1.9, when S/2 ≥ R1, then m′im
′
j

is Θ′-regular. Using part 2 of the same proposition we get

∠ξ
m′i

(x,m′j),∠
ξ
mj (x,m

′
i) ≤ f1(S/2).

Moreover, using and (5.7), we obtain

d(m′i,m
′
j) ≥

S sinα

2
− 4D,

where α = ∠Tits(Θ, ∂Θ′). Therefore, when S ≥ 2R1, the sequence (mr) is (Θ′, 2f1(S/2))-straight

and ((S sinα)/2− 4D)-spaced.

For any δ′ > 0, Theorem 5.2.6 applied to Θ′, Θ′′ and δ′ concludes that there exists S0 � R1

such that when S ≥ S0, then the sequence (mr) is δ′-close to a parallel set P (τ−, τ+) such that the

nearest point projection map sends mrmr+1 to a Θ′′-longitudinal segment. This proves that the

piecewise geodesic path p0p1 . . . pr0 is a uniform Morse quasigeodesic for sufficiently small δ′.

Finally, we prove that ox ◦ ψ is uniformly Morse. By invoking the Morse property of Γ′i’s, we

get that each segment of ox ◦ ψ connecting a consecutive pair pr and pr+1 is a uniform Morse

quasigeodesic. Therefore, ox ◦ ψ is obtained by replacing the geodesic segments prpr+1 of the path

p0p1 . . . pr0 by uniform Morse quasigeodesics. From the generalized replacement lemma (Theorem

5.2.13), it follows that ox ◦ ψ is also a uniform Morse quasigeodesic. �

This completes the proof of the theorem. �

Remark. The RF condition in the above theorem can be relaxed by integrating the content of

Corollary 5.2.16 into the hypothesis. Precisely, instead of requiring Γi’s to be RF one may require

that Γi’s intersect the center of G trivially. When G ∼= Isom0 (X), this happens automatically,

because Isom0 (X) is centerless.
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Below is a more general form of Theorem 5.0.1 which does not involve passing to finite index

subgroups, but instead requires “sufficient antipodality and sparseness” of the subgroups Γi. Let

(Flag (τmod)× ...× Flag (τmod)︸ ︷︷ ︸
n times

)opp

denote the subset of (Flag (τmod))n consisting of n tuples of pairwise antipodal flags. For a subset

A ⊂ (Flag (τmod)× ...× Flag (τmod)︸ ︷︷ ︸
n times

)opp

and for x ∈ X define the subset OA,x ⊂ Xn consisting of n-tuples (x1, ..., xn) such that for some

(τ1, ..., τn) ∈ A, we have xi ∈ V (x, st (τi)), i = 1, ..., n.

Theorem 5.3.1. For each compact

A ⊂ (Flag (τmod)× ...× Flag (τmod)︸ ︷︷ ︸
n times

)opp,

and Θ ⊂ ost (τmod), there exists a constant S = S(A,Θ, x) such that the following holds. Let

Γ1, ...,Γn be P -Anosov subgroups of G such that:

a. ‖Γi‖x ≥ S, i = 1, ..., n.

b. For each γi ∈ Γi, i = 1, ..., n, the segment xγi(x) is Θ-regular.

c. For each n-tuple of nontrivial elements γi ∈ Γi − {1}, i = 1, ..., n, we have

(γ1(x), ..., γn(x)) ∈ OA,x.

Then the subgroup of G generated by Γ1, ...,Γn is P -Anosov, and is naturally isomorphic to the

free product Γ1 ∗ ... ∗ Γn.

Proof. The proof is very similar to the one of Theorem 5.0.1. The conclusion of Proposition

5.2.21 now becomes a hypothesis on the subgroups Γi, so no passage to finite index subgroups is

required. Hence, the rest of the proof of Theorem 5.0.1 goes through. �

Remark. We should note that this theorem is in the spirit of the “quantitative ping-pong

lemma” of Breuillard and Gelander, see [BG08, Lemma 2.3].
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CHAPTER 6

Patterson-Sullivan theory for Anosov subgroups

This chapter is based on [DK19]. We continue with the notations from Section 2.2.

In this chapter, we prove the following

Theorem 2.2.8. Let Γ be a nonelementary P -Anosov subgroup of G. Then the Patterson–

Sullivan density µ on the flag limit set Λ(Γ) ⊂ G/P is the unique (up to rescaling) Γ-invariant

conformal density. Moreover,

(i) The density µ is non-atomic and δF(Γ)-dimensional.

(ii) The support of µ is Λ(Γ) and Γ acts on Λ(Γ) ergodically with respect to µ.

(iii) The critical exponent δF(Γ) is positive and finite.

(iv) The Poincaré series of Γ diverges at δF(Γ). Equivalently, Γ has Finsler divergence type.

(v) The δF(Γ)-dimensional Hausdorff measure on Λ(Γ) with respect to a Gromov premetric is

a member of a Γ-invariant conformal density. In particular, the Hausdorff dimension of

Λ(Γ) is δF(Γ).

Proofs of different parts of this theorem can be found at different places in this chapter. Along

the way, we introduce definitions of various notions appearing in the statement, such as conformal

density and its dimension, divergence type, Gromov premetric, etc.

The uniqueness of conformal density in Theorem 2.2.8 is proven in Corollary 6.7.4. The main

ingredients in the proof are a generalization of Sullivan’s shadow lemma proven in Theorem 6.5.1,

and an ergodicity argument (see Theorem 6.7.1) due to Sullivan. The proof of part (i) of the

theorem is given in Corollaries 6.5.2 and 6.6.5. The second half of part (ii) follows from Theorem

6.7.3 while the first half follows from the facts that the support of µ is a closed Γ-invariant subset of

Λ(Γ) and the action Γ y Λ(Γ) is minimal. The part (iii) is proven in Propositions 6.1.3 and 6.2.1.

This also implies that the Riemannian critical exponent δR(Γ) positive, see the remarks following

Propositions 6.1.3 and 6.2.1. The part (iv) follows from Corollary 6.5.5. The Hausdorff density

in part (v) is studied in Section 6.8 (cf. Theorem 6.8.3). The background Gromov (pre)metric is
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introduced in Section 6.4 where we also prove that the action Γ y Λ(Γ) with respect to this metric

is conformal (see Corollary 6.4.6).

Organization of this chapter. In Section 6.1, we introduce the Finsler metric dF on X which

plays a central role in what follows. Also, the notions of critical exponent, convergence/divergence

type are defined in this section. In Section 6.2, we introduce the notion of conformal densities and

the Patterson-Sullivan density on the limit set of Γ. In Section 6.4, we define Gromov premetric

on the limit set which is used as a background metric to compute the Hausdorff dimension of the

limit set. We also show that this is an actual metric under a suitable assumption that is enough

for our purpose. In Section 6.5, we generalize Sullivan’s shadow lemma to our setting. This lemma

plays a vital role in the proof several parts of Theorem 2.2.8 such as in the proof of ergodicity of

the action Γ y Λ(Γ) with respect to any conformal density in Section 6.7. In Sections 6.6 and 6.7,

we prove that the Patterson-Sullivan density is the unique conformal density. In Section 6.8, we

introduce the Hausdorff density and prove that it is a conformal density. As a corollary, we obtain

Theorem 2.2.8(v). Finally, in Section 6.9, we give some applications of Theorem 2.2.8.

6.1. Critical exponent

On the symmetric space X = G/K, we consider two natural (pseudo-)metrics. Let dR(·, ·)

denote the distance function on X of the (fixed) G-invariant Riemannian metric on X. Furthermore,

for a fixed ι-invariant face τmod of σmod and a fixed ι-invariant type θ̄ in the interior of τmod, we let

dF denote the polyhedral Finsler (pseudo-)metric on X:

dF(x, y) = 〈d∆(x, y)|θ̄〉 (6.1)

(cf. [KL18b, Subsec. 5.1]). The inner product above is the euclidean inner product on Fmod coming

from the Riemannian metric on X. These two metrics are related by the inequality

dF(x, y) ≤ dR(x, y). (6.2)

Since the Finsler metric dF inherently depends on the choice of τmod and θ̄, from now on we fix

θ̄ and use the notation dF to denote the corresponding Finslder metric.

The metric space (X, dR) is a complete Riemannian manifold and, in particular, it is geodesic,

i.e., any two points inX can be connected by a geodesic segment. The (pseudo-)metric space (X, dF)
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is also a geodesic space. The geodesics in (X, dF) are called Finsler geodesics. All the Riemannian

geodesics are also Finsler, however, there are other Finsler geodesics when rank(X) ≥ 2. The

precise description of all Finsler geodesics is given in [KL18b, Subsec. 5.1.3]. We merely use this

description as a definition of Finsler geodesics.

Definition 6.1.1 (Finsler geodesics). Let I ⊂ R be an interval. A path ` : I → X is called a

Finsler geodesic if there exists a pair of antipodal flags τ± ∈ Flag(τmod) such that `(I) ⊂ P (τ+, τ−)

and

`(t2) ∈ V (`(t1), st(τ+)), ∀t1 ≤ t2.

Moreover, given an ι-invariant, compact, τmod-Weyl convex subset Θ ⊂ ost(τmod), a Finsler geodesic

` : I → X is called a Θ-Finsler geodesic if, in addition to the above, it satisfies the following stronger

condition:

`(t2) ∈ V (`(t1), stΘ(τ+)), ∀t1 ≤ t2.

Remark. Finsler geodesics give alternative description of diamonds, namely, ♦τmod
(x, y) (resp.

♦Θ(x, y)) is the union of all Finsler (resp. Θ-Finsler) geodesics connecting the endpoints x and y

(cf. Figure 6.1). See [KL18b, Subsec. 5.1.3].

x y

♦Θ(x,y)

♦τmod
(x, y)

Figure 6.1. Finsler (solid) and Θ-Finsler (dashed) geodesics.

Notation. In this chapter, we use the notation xy to denote the Riemannian geodesic segment

connecting a pair of points x, y ∈ X. To denote a Finsler geodesic segment connecting x and y, we

use the notation x̂y.
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Below we let ∗ be either R or F. Let Γ < G be a subgroup, and x, x0 ∈ X. Define the orbital

counting function N∗(r, x, x0) : [0,∞)→ [0,∞],

N∗(r) = N∗(r, x, x0) = card{γ ∈ Γ : d∗(x, γx0) < r}.

Using N∗(r), following [Alb99] and [Qui02b], we define the critical exponent δ∗ of Γ by

δ∗ = lim sup
r→∞

logN∗(r)

r
∈ [0,∞]. (6.3)

The critical exponents δF and δR will be called the Finsler critical exponent and Riemannian critical

exponent, respectively.

Remark. The discussion in [Alb99] and [Qui02b] is mostly limited to the case when θ̄ is

regular, i.e., belongs to the interior of σmod.

We note that the critical exponent is independent of the chosen points x and x0. This can be

proved as follows: Consider the Poincaré series

g∗s(x, x0) =
∑
γ∈Γ

exp(−sd∗(x, γx0)). (6.4)

It is a standard fact that g∗s(x, x0) converges if s > δ∗(x, x0) and diverges if s < δ∗(x, x0) where

δ∗(x, x0) denotes the right side of (6.3). Using the triangle inequality, we obtain

exp (−sd∗(x, x0)) g∗s(x0, x0) ≤ g∗s(x, x0) ≤ exp (sd∗(x, x0)) g∗s(x0, x0).

Hence, convergence or divergence of g∗s(x, x0) is independent of the choice of x and so is δ∗(x, x0).

For a similar reason, it is also independent of the choice of x0.

Definition 6.1.2. A discrete subgroup Γ of G is of (Finsler) convergence type if the Poincaré

series gF
s (x, x0) converges at the critical exponent δF. Otherwise, we say that Γ has (Finsler)

divergence type.

Since the action Γ y X is properly discontinuous, δR is bounded above by the volume entropy

of X which is finite.1 For the Finsler critical exponent, (6.2) implies the following lower bound,

δR ≤ δF. (6.5)

1Finiteness of the volume entropy of a symmetric space follows, for instance, from the fact that X has curvature
bounded below combined with the Bishop-Günter volume comparison theorem, see e.g. [BC01, Sec. 11.10, Cor. 4].
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Finiteness of δF is more subtle because, in general, dF is only a pseudo-metric and therefore, the

orbital counting function NF may take infinity as a value. However, if the angular radius of the

model Weyl chamber σmod with respect to θ̄ is < π/2, then dF is a metric equivalent to dR and,

consequently, δF is finite in this case. In particular, when G is simple, then diameter of σmod is

< π/2 and therefore, δF is finite.

The following finiteness result holds in the general pseudo-metric case.

Proposition 6.1.3. For a uniformly τmod-regular subgroup Γ < G, the Finsler critical exponent

δF is finite.

Proof. When Γ is uniformly τmod-regular, the Riemannian and Finsler (pseudo-)metrics re-

stricted to an orbit Γx are coarsely equivalent: There exist L ≥ 1, A ≥ 0 such that, for all

x1, x2 ∈ Γx,

L−1dR(x1, x2)−A ≤ dF(x1, x2) ≤ dR(x1, x2). (6.6)

The right side of this inequality comes from (6.2). From this we get δR ≤ δF ≤ LδR. Since δR is

finite, δF is also finite. �

Remark. (1) It is clear from the proof of Proposition 6.1.3 that when Γ is uniformly

τmod-regular, then δF is positive if and only if δR is positive.

(2) As Anosov subgroups are uniformly regular (see Equivalence Theorem 4.4.12), the above

proposition applies to the class of Anosov subgroups.

Before closing this section, we compute Finsler metrics in two examples.

Example 6.1.4 (Product of rank-one symmetric spaces). We continue with the discussion from

Example 4.2.1. The Finsler metric can be described as follows. Let τmod = (r1, . . . , rp) be a face of

the model chamber, let θ̄ = (1/
√
p, . . . , 1/

√
p) be its barycenter, and let dF be the corresponding

metric on X. Given x = (x1, . . . , xk), y = (y1, . . . , yk) ∈ X, the ∆-valued distance is

d∆(x, y) = (dX1(x1, y1), . . . , dXk(xk, yk))

where dXi denotes the Riemannian distance function on Xi. Then

dF(x, y) =
1
√
p

p∑
j=1

dXrj (xrj , yrj ). (6.7)
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Example 6.1.5 (X = SL(k+1,R)/SO(k+1,R)). We continue with the discussion from Example

4.2.2. The Riemannian metric on X is given by the restriction of the Killing form B of g =

sl(k + 1,R) to p,

B(P,Q) = 2(k + 1) tr(PQT ), P,Q ∈ g. (6.8)

Note that the inner product B on a (which we identify with Fmod) can be written as

〈(µ1, . . . , µk+1)|(µ′1, . . . , µ′k+1)〉 = 2(k + 1)
k+1∑
i=1

µiµ
′
i. (6.9)

Let τmod = (r1, . . . , rp) be an ι-invariant face of the model chamber σmod and let ∆τmod
be the

corresponding face of the model euclidean Weyl chamber ∆,

∆τmod
=
{
µµµ ∈ a+ : µµµ = (µ1, . . . , µ1︸ ︷︷ ︸

r1-times

, . . . , µi, . . . , µi︸ ︷︷ ︸
(ri−ri−1)-times

, . . . , µp+1 . . . , µp+1︸ ︷︷ ︸
(k+1−rp)-times

)
}
.

For notational convenience we denote µµµ in the above expression simply by the (p + 1)-vector

(µ1, . . . , µp+1) (by identifying the repeated entries). With this convention, the opposition involution

acts by

ι(µ1, . . . , µp+1) = (−µp+1, . . . ,−µ1).

We identify τmod with the unit sphere (w.r.t. the metric in (6.9)) in ∆τmod
centered at the origin,

i.e., τmod consists of all elements (µ1, . . . , µp+1) ∈ ∆τmod
satisfying 2(k + 1)

∑p+1
i=1 (ri − ri−1)µ2

i = 1.

An element θ̄ = (µ1, . . . , µp+1) ∈ τmod lies in the interior of τmod if and only if µ1 > · · · > µp+1.

Moreover, θ̄ is ι-invariant if and only if µi + µp+2−i = 0 for all i = 1, . . . , p+ 1.

The Finsler metric corresponding to θ̄ can be calculated explicitly in terms of the above formulas.

In the special case when τmod = (1, k) and θ̄ = (1/2
√
k + 1, 0,−1/2

√
k + 1), for all g ∈ SL(k+1,R),

dF(x, gx) =
√
k + 1 (µ1(g)− µk+1(g)) , (6.10)

where x ∈ X is the point whose stabilizer is SO(k + 1,R).

6.2. Conformal densities

Recall that the Busemann functions define the notion of “distance from infinity.” For τ ∈

Flag(τmod), let bτ : X → R denote the Busemann function based at the ideal point θ̄(τ) ∈ ∂∞X
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normalized at x0 (i.e., bτ (x0) is set to be zero). Using Busemann functions, one defines the horo-

spherical signed distance functions as

dhor
τ (x, y) = bτ (x)− bτ (y). (6.11)

(Note that these functions can take negative values. However, their absolute values |dhor
τ (x, y)|

satisfy the triangle inequality and, hence, are pseudo-metrics on X.) These functions are related

by Finsler distance functions by

dhor
τ (x, y) = lim

n→∞
(dF(x, zn)− dF(y, zn)) (6.12)

whenever (zn) is a sequence in X flag-converging to τ , cf. [KL18b, Prop. 5.43].

We define conformal densities on Flag(τmod) using these horospherical distance functions.

For a topological space S, we let M+(S) be the set of positive, totally finite, regular Borel

measures on S. Recall that a group H of self-homeomorphisms of S acts on M+(S) by pull-back:

For every B ∈ B(S), h ∈ H,

µ 7→ h∗µ, h∗µ(B) = µ(h−1(B)).

Notation. For a topological space S, we use the notation B(S) to denote the σ-algebra of

Borel sets of S.

Let Γ < G be a discrete subgroup and let A ⊂ X be a nonempty Γ-invariant subset. By a

Γ-invariant conformal A-density µ of dimension β ≥ 0 (or “conformal A-density” in short) on

Flag(τmod), we mean a continuous Γ-equivariant map

µ : A→M+(Flag(τmod)), a 7→ µa,

satisfying the following properties:

(i) For each a ∈ A, supp(µa) ⊂ Λτmod
(Γ).

(ii) (Invariance) µ is Γ-invariant, i.e., γ∗µa = µγa for each γ ∈ Γ and each a ∈ A.

(iii) (Conformality) For every pair a, b ∈ A, µa � µb, i.e., µa is absolutely continuous with

respect to µb, and the Radon Nikodym derivative dµa/dµa can be expressed as

dµa
dµb

(τ) = exp
(
−βdhor

τ (a, b)
)
, ∀τ ∈ Flag(τmod). (6.13)
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Remark. Though we define conformal densities for general discrete subgroups of G, for our

purpose, we restrict the discussion only to τmod-regular subgroups.

A conformal X-density µ is simply called a conformal density. Note that conformal X-densities

and conformal A-densities are in a one-to-one correspondence:

{conformal X-densities} ←→ {conformal A-densities}. (6.14)

From an X-density, define an A-density by restricting the family. On the other hand, given an

A-density µ, extend it to an X-density {µx}x∈X by

dµx(B) =

∫
B

exp
(
−βdhor

τ (x, a)
)
dµa(τ), B ∈ B(Flag(τmod))

where µa is a density in the family µ. Note that this extension is unique because µx and µa are

absolutely continuous with respect to each other. To check Γ-invariance, note that

γ∗µx(B) =

∫
γ−1B

dµx
dµa

(τ)dµa(τ) =

∫
B

exp
(
−βdhor

γ−1τ (x, a)
)
dµa(γ

−1τ)

=

∫
B

exp
(
−βdhor

τ (γx, γa)
)
dµγa(τ) =

∫
B

dµγx
dµγa

(τ)dµγa(τ) = µγx(B),

for every B ∈ B(Flag(τmod)). The other two defining properties are also satisfied.

Next we construct a conformal density using the Patterson–Sullivan construction. This defini-

tion is standard and already appeared in the work of Albuquerque and Quint, although only in the

setting of Zariski dense subgroups Γ < G and regular vectors θ̄; we present it here for the sake of

completeness. We let Γ < G be a τmod-regular subgroup and let Z denote the Γ-orbit of a point

x0 ∈ X. The union

Z̄ = Z ∪ Λτmod
(Γ) ⊂ X̄τmod ,

equipped with the topology of flag-convergence, is a compactification of Z.

For s > δF we define a family of positive measures µs = {µx,s}x∈X on Z̄ by

µx,s =
1

gF
s (x0, x0)

∑
γ∈Γ

exp (−sdF(x, γx0))D(γx0), (6.15)

where D(γx0) denotes the Dirac point mass of weight one at γx0. Note that µx,s is a probability

measure when x ∈ Z. Also, note that Λτmod
(Γ) is a null set for these measures. For γ ∈ Γ a
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straightforward computation shows that

γ∗µx,s = µγx,s. (6.16)

Moreover, it is easy to see that the measures in the family µs are absolutely continuous with respect

to each other. Using (6.15) we compute the Radon-Nikodym derivatives dµx,s/dµx0,s,

ψs(z) =
dµx,s
dµx0,s

(z), (6.17)

where for s ≥ 0,

ψs(z) := exp (−s (dF(z, x)− dF(z, x0))) .

The formula for ψs above only makes sense when z ∈ Z. Since Λτmod
(Γ) is a null set, we extend ψs

continuously to Λτmod
(Γ) by setting

ψs(τ) = exp
(
−sdhor

τ (x, x0)
)
.

The continuity of this function can be verified using properties of Finsler distances (e.g., see

[KL18b, Sec. 5.1.2] and (6.12)).

Next we prove that ψs → ψδF uniformly as s→ δF. For S ≥ s, s′ > δF and z ∈ Z,

|ψs′(z)− ψs(z)|

= | exp
(
−s′ (dF(z, x)− dF(z, x0))

)
− exp (−s (dF(z, x)− dF(z, x0))) |

= exp (−s (dF(z, x)− dF(z, x0))) | exp
(
(s− s′) (dF(z, x)− dF(z, x0))

)
− 1|

≤ exp (SdR(x, x0)) | exp
(
(s− s′) (dF(z, x)− dF(z, x0))

)
− 1|.

Switching s and s′ in the above, we also get

|ψs′(z)− ψs(z)| ≤ exp (SdR(x, x0)) | exp
(
(s′ − s) (dF(z, x)− dF(z, x0))

)
− 1|.

Combining the above two inequalities, we get

|ψs′(z)− ψs(z)| ≤ exp (SdR(x, x0))
(
exp

(
|s′ − s| · |dF(z, x)− dF(z, x0)|

)
− 1
)

≤ exp (SdR(x, x0))
(
exp

(
|s′ − s|dR(x, x0)

)
− 1
)
.
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Since Z is dense in Z̄, the above yields

‖ψs − ψs′‖∞ ≤ exp (SdR(x, x0))
(
exp

(
|s′ − s|dR(x, x0)

)
− 1
)

Therefore, ψs → ψδF uniformly as s→ δF.

Now we construct a conformal density as a limit of the family of densities {µs}s>δF . We first

assume that Γ has divergence type.2 Then, as s decreases to δF, the family µs = {µx,s}x∈X weakly

accumulates to a density µ supported on some subset of Λτmod
(Γ).

By (6.16) we have the Γ-invariance of µ, namely, for γ ∈ Γ,

γ∗µx = µγx. (6.18)

Any such limit density is called a Patterson–Sullivan density.

Since µx is obtained as a weak limit of the measures µx,s and the derivatives ψs = dµx,s/dµx0,s

converge uniformly to ψδF , it follows that the Radon-Nikodym derivative dµx/dµx0 exists and equals

to the limit

lim
s→δF

dµx,s
dµx0,s

= ψδF ,

or more explicitly,
dµx
dµx0

(τ) = exp
(
−δFd

hor
τ (x, x0)

)
. (6.19)

Note that in general weak limits are not unique. In Corollary 6.7.4 we will prove that for Anosov

subgroups Γ we get a unique density in this limiting process.

When Γ has convergence type, we change weights of the Dirac masses by a small amount (as

in [Nic89, Sec. 3.1]) in the definition (6.15) to force the Poincaré series to diverge. Define

µx,s =
1

ḡF
s (x0, x0)

∑
γ∈Γ

exp (−sdF(x, γx0))h (dF(x, γx0))D(γx0)

where h : R+ → R+ is a subexponential function such that the following modified Poincaré series

ḡF
s (x, x0) =

∑
γ∈Γ

exp (−sdF(x, γx0))h (dF(γx, x0))

diverges at the critical exponent s = δF. In this case also, limit density µ has the properties (6.18)

and (6.19).

2This will be the case for Anosov subgroups. See Corollary 6.5.5.
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The existence of a conformal density implies that the Finsler critical exponent of Γ is positive.

Proposition 6.2.1. Suppose that Γ is a nonelementary τmod-regular antipodal subgroup. Then,

the critical exponent δF is positive.

Proof. Suppose to the contrary that δF = 0. Let µ be a Patterson–Sullivan density constructed

above. It follows from the Γ-invariance and conformality that for all γ ∈ Γ,

µx(γA) = µγ−1x(A) = µx(A), ∀A ∈ B(Λτmod
(Γ)). (6.20)

Note that this implies that µ is atom-free. For if τ ∈ Λτmod
(Γ) were an atom, then, by the minimality

of the action Γ y Λτmod
(Γ) and (6.20), Λτmod

(Γ) would have infinite µx-mass,

Let (γn) be a sequence on Γ such that γ±1
n → τ± ∈ Λτmod

(Γ). Let (Un), Un ⊂ Flag(τmod), be a

contraction sequence3 for (γn). By the definition,

(i) (Un) exhausts Flag(τmod) in the sense that every compact set antipodal to τ− is contained

in Un for all sufficiently large n.

(ii) The sequence γnUn Hausdorff-converges to τ+.

Let A ⊂ Λτmod
(Γ) − {τ+} be a compact set of positive mass (this exists because τ+ has zero

mass). Therefore, by property (1), there exists n0 ∈ N such that µx(Un) ≥ µx(A) > 0, for all

n ≥ n0, and together with property (2) above, we get

µx(τ+) ≥ lim
n→∞

µx(γnUn) ≥ µx(A) > 0

Hence τ+ is an atom which gives a contradiction. �

Remark. As a corollary to the above proposition, the Riemannian critical exponent δR of a

nonelementary uniformly τmod-regular antipodal subgroup is also positive. See the remark after

Proposition 6.1.3.

6.3. Hyperbolicity of the Morse image

In this section we prove that the image of a Morse map is Gromov-hyperbolic with respect to

the Finsler pseudo-metric dF. As a corollary, we prove that each orbit of an Anosov subgroup is

also Gromov-hyperbolic with respect to the Finsler metric.

We first recall two notions of hyperbolicity.

3See [KLP14, Def. 5.9, Prop. 5.14] or [KLP17, Defn. 4.1, Prop. 4.13].
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Definition 6.3.1 (Rips hyperbolic). Let (Z, d) be a geodesic metric space. Then, (Z, d) is

called δ(≥ 0)-hyperbolic in the sense of Rips (or Rips hyperbolic) if every geodesic triangle 4 is

δ-thin, i.e., each side of 4 lies in the δ-neighborhood of the union of the other two sides.

Definition 6.3.2 (Gromov hyperbolic). Let (Z, d) be a metric space. For any three points

z, z1, z2 ∈ Z, the Gromov product is defined as

〈z1|z2〉z =
1

2
[d(z, z1) + d(z, z2)− d(z1, z2)].

Then (Z, d) is called δ(≥ 0)-hyperbolic in the sense of Gromov (or Gromov hyperbolic) if the Gromov

product satisfies the following ultrametric inequality: For all z, z1, z2, z3 ∈ Z,

〈z1|z2〉z ≥ min{〈z1|z3〉z, 〈z2|z3〉z} − δ.

It should be noted that Gromov’s definition applies to all metric spaces whereas Rips’ definition

works only for geodesic metric spaces. Moreover, Gromov hyperbolicity is not quasiisometric invari-

ant whereas Rips hyperbolicity is (as a consequence of Morse lemma, cf. [DK18, Cor. 11.43])). For

geodesic metric spaces, these two notions of hyperbolicity are equivalent (e.g., see [DK18, Lemma

11.27]).

Let (Z ′, d′) be Rips hyperbolic and f : (Z ′, d′)→ (X, dR) be a τmod-Morse map. We denote the

image f(Z ′) by Z. Recall that the Finsler metric is coarsely equivalent to the Riemannian metric on

Z.4 Therefore, since f is a quasiisometric embedding with respect to dR, it is also a quasiisometric

embedding with respect to dF. Moreover, the image of a geodesic (of length bounded below by a

constant) in Z ′ stays within a uniformly bounded Riemannian distance, say λ0 ≥ 0, from a τmod-

regular Finsler geodesic connecting the images of the endpoints. This is a consequence of the Morse

property [KLP18b, Thm. 1.1], see also [KL18b, Prop. 12.2]. A consequence of this is that Z is

λ0-quasiconvex in X with respect to the Finsler metric (or Finsler quasiconvex).

For λ ≥ λ0, let Y = Yλ be the Riemannian λ-neighborhood of Z in X. From the discussion

above, it is clear that any two points z1, z2 ∈ Z (with dR(z1, z2) sufficiently large) can be connected

by a Finsler geodesic ẑ1z2 in Y .

4This is also true for any finite Riemannian tubular neighborhood of Z.
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Proposition 6.3.3. Let c and c′ be two Finsler geodesics in Y connecting two points z1, z2.

Then they are uniformly Hausdorff close. Here the Hausdorff distance is induced by either of

Riemannian or Finsler metric.

Proof. Since Riemannian and Finsler metrics are comparable on Y , it is enough to prove the

proposition for the Riemannian metric.

Let c̄ and c̄′ be the respective nearest point projections of c and c′ to Z. Applying the coarse

inverse of f , c̄ and c̄′ map to uniform quasigeodesics c̃ and c̃′, respectively, in Z ′. Since Z ′ is Rips

hyperbolic, c̃ and c̃′ are uniformly close. Applying f to c̃ and c̃′, we see that c̄ and c̄′ are uniformly

close. Hence c and c′ are also uniformly close. �

Next we observe that geodesic triangles in (Y, dF) with vertices on Z are uniformly thin.

Proposition 6.3.4. There exists δ ≥ 0 such that all Finsler geodesic triangles 4 = 4(z1, z2, z3)

in Y is δ-thin both in Riemannian and Finsler sense.

Proof. Since Z ′ is Rips hyperbolic, geodesic triangles in Z ′ are δ′-thin, for some δ′ ≥ 0. We

map4 to a uniformly quasigeodesic triangle4′ ⊂ Z ′ via the coarse inverse map Y → Z ′ of the map

f . Since Z ′ is Rips-hyperbolic, the Morse quasigeodesic triangle 4′ is uniformly thin. Therefore,

4 is also uniformly thin as well. �

Imitating the proof of [DK18, Lem. 11.27], we prove that (Z, dF) is Gromov-hyperbolic

Theorem 6.3.5 (Hyperbolicity of Morse maps). Let Z ⊂ X be the image of a τmod-Morse map

f : (Z ′, d′)→ (X, dR). Then (Z, dF) is Gromov-hyperbolic.

Proof. Let δ be as in Proposition 6.3.4. Then the following holds.

Lemma 6.3.6. Let z, z1, z2 ∈ Z, and let ẑ1z2 be any Finsler geodesic in Y connecting z1 and z2.

Then,

〈z1|z2〉z ≤ dF(z, ẑ1z2) ≤ 〈z1|z2〉z + 2δ.

Proof. The proof is exactly same as [DK18, Lem. 11.22]. Note that the proof uses δ-thinness

of a triangle with vertices z, z1, z2. �

Let z, z1, z2, z3 be any four points in Z, and let 4 be a Finsler geodesic triangle in Y with the

vertices z1, z2, z3. Let m be a point on the side ẑ1z2 nearest to z. By Proposition 6.3.4, since 4 is
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δ-thin, dF(m, ẑ2z3 ∪ ẑ1z3) ≤ δ. Without loss of generality, assume that there is a point n on ẑ2z3

which is δ-close to m. Then, using the above lemma, we get

〈z2|z3〉z ≤ dF(z, ẑ2z3) ≤ dF(z, ẑ1z2) + δ,

and

dF(z, ẑ1z2) ≤ 〈z1|z2〉z + 2δ.

The theorem follows from this. �

Quasiisometry of hyperbolic metric spaces extends to a homeomorphism of their Gromov bound-

aries. At the same time, it is proven in [KLP18b] that each τmod-Morse map

f : Z ′ → Z = f(Z ′) ⊂ X

extends continuously (with respect to the topology of flag-convergence) to a homeomorphism

∂∞f : ∂∞Z
′ → Λ ⊂ Flag(τmod).

Thus, we obtain

Corollary 6.3.7. The Gromov boundary ∂∞Z of (Z, dF) is naturally identified with the flag-

limit set Λ ⊂ Flag(τmod) of Z: A sequence (zn) in Z converges to a point in ∂∞Z if and only if

(zn) flag-converges to some τ ∈ Λ.

For a τmod-Anosov subgroup Γ we know that the orbit map Γ→ Γx0 is a τmod-Morse embedding.

Then, using Theorem 6.3.5 we obtain:

Corollary 6.3.8 (Hyperbolicity of Anosov orbits). For x0 ∈ X, let Z = Γx0 where Γ is a

τmod-Anosov subgroup. Then (Z, dF) is Gromov hyperbolic. The Gromov boundary of (Z, dF) is

naturally identified with the τmod-limit set Λτmod
(Γ).

6.4. Gromov distance at infinity

The definition of horospherical signed distances given in (6.11) is free of choice of any particular

normalization for the Busemann functions. Note that

−dF(x1, x2) ≤ dhor
τ (x1, x2) ≤ dF(x1, x2).
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Furthermore, dhor
τ satisfies the cocycle condition: For each triple x1, x2, x3 ∈ X,

dhor
τ (x1, x2) + dhor

τ (x2, x3) = dhor
τ (x1, x3). (6.21)

For a pair of antipodal simplices τ± ∈ Flag(τmod), the Gromov product with respect to a base

point x ∈ X is defined as

〈τ+|τ−〉x =
1

2

(
dhor
τ+ (x, z) + dhor

τ− (x, z)
)
, (6.22)

where z is some point on the parallel set P (τ+, τ−) spanned by τ±.

The following lemma proves that the Gromov products do not depend on the chosen z ∈

P (τ+, τ−).

Lemma 6.4.1. For z1, z2 ∈ P (τ+, τ−), one has bτ+(z1) + bτ−(z1) = bτ+(z2) + bτ−(z2).

Proof. Let z be the midpoint of z1z2 and let sz : X → X be the point reflection about

z. Assuming that Busemann functions are normalized at z, sz transforms bτ+(z1) + bτ−(z1) into

bτ−(z2) + bτ+(z2). Hence the quantities are equal. �

Using the Gromov product, we define a premetric5 on Flag(τmod).

Definition 6.4.2 (Gromov premetric). Given fixed x ∈ X, ε > 0, define the Gromov premetric

dx,εG on Flag(τmod) as

dx,εG (τ1, τ2) =

 exp (−ε〈τ1|τ2〉x) , if τ1, τ2 are antipodal,

0, otherwise.

Note that a pair of points τ± ∈ Flag(τmod) is antipodal if and only if dx,εG (τ+, τ−) 6= 0.

Lemma 6.4.3. dx,εG is a continuous function.

Proof. The claim follows from [Bey, Lem. 3.8]. �

Lemma 6.4.4. Let γ ∈ G and Λ ⊂ Flag(τmod) be a γ-invariant antipodal subset. Then the map

γ : Λ→ Λ is conformal with respect to the premetric dx,εG .

5A premetric on X is a symmetric, continuous function d : X ×X → [0,∞) such that d(x, x) = 0 for all x ∈ X.
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Proof. Given distinct points τ± ∈ Λ,

dx,εG (γτ+, γτ−) = exp (−ε〈γτ+|γτ−〉x)

= exp
(
− ε

2

(
dhor
γτ+(x, z) + dhor

γτ−(x, z)
))

= exp
(
− ε

2

(
dhor
τ+ (γ−1x, γ−1z) + dhor

τ− (γ−1x, γ−1z)
))

= exp
(
− ε

2

(
dhor
τ+ (γ−1x, x) + dhor

τ− (γ−1x, x)
))

dx,εG (τ+, τ−),

where the last equality follows from the cocycle condition (6.21). Moreover, the continuity of

Busemann functions bτ as a function of τ implies that

lim
τ−→τ+

dhor
τ− (γ−1x, x) = dhor

τ+ (γ−1x, x).

Therefore,

lim
τ−→τ+

dx,εG (γτ+, γτ−)

dx,εG (τ+, τ−)
= E(γ, τ+) := exp

(
−εdhor

τ+ (γ−1x, x)
)
. (6.23)

The lemma follows from this. �

The premetric dx,εG is not a metric in general since:

(i) Pairs of distinct non-antipodal points have zero distance.

(ii) The triangle inequality may fail.

However, as we shall see below, dx,εG defines a metric when restricted to “nice” antipodal subsets

Λ ⊂ Flag(τmod) for sufficiently small ε > 0.

Theorem 6.4.5. Let Z ⊂ X be the image of a τmod-Morse map f : (Z ′, d′) → (X, d), and

Λ ⊂ Flag(τmod) be the flag limit set of Z. There exists ε0 > 0 such that, for all 0 < ε ≤ ε0 and all

x ∈ Z, the premetric dx,εG restricts to a metric on Λ. Moreover, the topology induced by dx,εG on Λ

coincides with the subspace topology of Λ ⊂ Flag(τmod).

Proof. For the first part of the theorem we only need to check that dx,εG satisfies the triangle

inequality for sufficiently small ε > 0. The idea of the proof is due to Gromov [Gro87]: We show

that the Gromov product defined in (6.22) restricted to Λ satisfies an ultrametric inequality (see

(6.27)).

Let Y ⊂ X be a Riemannian λ-neighborhood of Z. We assume that λ here is so large such

that x ∈ Y and the image of any complete geodesic l in Z ′ lies within distance λ from the parallel
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set spanned by the images of the ideal endpoints of l under f̄ : ∂∞Z
′ → Flag(τmod). Note that λ

satisfying the last condition exists as a consequence of the Morse property.

Observe that (Y, dF) is a Gromov δ-hyperbolic metric space for some δ ≥ 0. This follows from

the Gromov hyperbolicity of (Z, dF) (cf. Theorem 6.3.5) and the fact that Z and Y are (Hausdorff)

λ-close to each other.

We recall from Väisälä [Väi05, Sec. 5] that there are multiple ways to define Gromov products

on Λ viewed as the Gromov boundary of (Z, dF) and, hence, of (Y, dF). For a distinct pair τ± ∈ Λ,

define using the Gromov product 〈·|·〉x on (Y, dF) the following two products:

〈τ+|τ−〉inf
x = inf

{
lim inf
i,j→∞

〈y+
i |y
−
j 〉x : (y±n ) ⊂ Y, y±n → τ±

}
and

〈τ+|τ−〉sup
x = sup

{
lim sup
i,j→∞

〈y+
i |y
−
j 〉x : (y±n ) ⊂ Y, y±n → τ±

}
.

Then the difference of the above two quantities is uniformly bounded (see [Väi05, 5.7]), namely,

for all distinct pairs τ± ∈ Λ,

0 ≤ 〈τ+|τ−〉sup
x − 〈τ+|τ−〉inf

x ≤ 2δ. (6.24)

Finally, 〈·|·〉inf
x satisfies the ultrametric inequality (see [Väi05, 5.12]), i.e., for distinct triples

τ1, τ2, τ3 ∈ Λ,

〈τ1|τ2〉inf
x ≥ min

{
〈τ1|τ3〉inf

x , 〈τ2|τ3〉inf
x

}
− δ. (6.25)

By (6.24), 〈·|·〉sup
x also satisfies the ultrametric inequality but with a different constant, 5δ.

Next we compare Väisälä’s Gromov products with ours (see (6.22)). Let τ± ∈ Λ be a pair of

antipodal points and let P = P (τ+, τ−). Note that our assumption on largeness of λ implies that

there exist uniformly τmod-regular sequences (y+
n ) and (y−n ) on Y ∩P such that y±n → τ± as n→∞.

Let p ∈ P (τ+, τ−). Then, the additivity of Finsler distances on τmod-cones (cf. [KL18b, Lem.

5.10]) yields, for large n, 〈y+
n |y−n 〉p = 0. By definition,

〈y+
n |y−n 〉x = 〈y+

n , y
−
n 〉z +

1

2

[(
dF(y+

n , x)− dF(y+
n , p)

)
+
(
dF(y−n , x)− dF(y−n , p)

)]
,

and for large n,

〈y+
n |y−n 〉x =

1

2

[(
dF(y+

n , x)− dF(y+
n , p)

)
+
(
dF(y−n , x)− dF(y−n , p)

)]
.
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The limit, as n→∞, of the right side of this equation equals 〈τ+|τ−〉x (cf. (6.12)). Therefore,

〈τ+|τ−〉inf
x ≤ 〈τ+, τ−〉x ≤ 〈τ+|τ−〉sup

x . (6.26)

Hence, by (6.24) and (6.25), 〈·|·〉x satisfies the ultrametric inequality with constant 5δ, i.e., for

distinct points τ1, τ2, τ3 ∈ Λ,

〈τ1|τ2〉x ≥ min {〈τ1|τ3〉x, 〈τ2|τ3〉x} − 5δ. (6.27)

This completes the proof of the first part of the theorem.

For the second part, note that the inequality (6.26) implies that dx,εG induces the standard

topology on Λ as the Gromov boundary of (Y, dF) (see [Väi05, 5.29]). Since, as we noted earlier,

this topology is the same as the subspace topology of the flag-manifold Flag(τmod), the second

claim of the theorem follows as well. �

Corollary 6.4.6 (Conformal metric on Anosov limit set). Let Γ be a τmod-Anosov subgroup,

x ∈ X. Then there exists ε0 > 0 such that for all 0 < ε ≤ ε0 and all z ∈ Γx, dz,εG is a metric on

Λτmod
(Γ). Moreover, the action Γ y Λτmod

(Γ) is conformal with respect to dz,εG .

Proof. Since Anosov subgroups satisfy the Morse property, corollary follows from Theorem

6.4.5 combined with Lemma 6.4.4. �

Example 6.4.7 (Product of rank-one symmetric spaces). We continue with Example 6.1.4.

Let τ = (ξr1 , . . . , ξrp) be a simplex in the Tits building of type τmod = (r1, . . . , rp) and θ̄ =

(1/
√
p, . . . , 1/

√
p) ∈ τmod. We compute the horospherical distance, Gromov distance associated

with τmod and type θ̄.

Let x = (x1, . . . , xk), y = (y1, . . . , yk) ∈ X. Then

dhor
τ (x, y) = lim

t→∞
(dX(`(t), x)− t)

where `(t) is a geodesic ray emanating from y and asymptotic to θ̄(τ). A direct computation yields

dhor
τ (x, y) =

1
√
p

p∑
j=1

(
bξrj (xrj )− bξrj (yrj )

)
=

1
√
p

p∑
j=1

dhor
ξrj

(
xrj , yrj

)
.

87



Hence the Gromov product can be written as

〈τ+|τ−〉x =
1
√
p

p∑
j=1

〈ξ+
rj |ξ
−
rj 〉xrj , ∀τ± = (ξ±r1 , . . . , ξ

±
rp) ∈ Flag(τmod)

and, finally the Gromov predistance is

d
x,1/
√
p

G (τ+, τ−) =

p∏
j=1

d
xrj ,1/p

G

(
ξ+
rj , ξ

−
rj

)
. (6.28)

Example 6.4.8 (X = SL(k + 1,R)/SO(k + 1,R)). In this case the computations of Busemann

functions (see [Hat95]) and Gromov products (see [Bey]) are explicitly known, and therefore, the

Gromov distance can also be computed explicitly. We only give a formula for the Gromov distance

in the special case when τmod = (1, k) that corresponds to the partial flags {line ⊂ hyperplane} of

Rk+1.

We continue with the notations from Example 6.1.5. The unique ι-invariant type is

θ̄ = (1/2
√
k + 1, 0,−1/2

√
k + 1).

After equipping Rk+1 with the inner product induced by the choice of x ∈ X, the Gromov product

(with respect to x = Ik+1, the identity matrix) can be written as

〈(l1, h1) | (l2, h2)〉x = −
√
k + 1

2
log (sin∠(l1, h2) · sin∠(l2, h1))

where ∠(l, h) denotes the angle between the line l and the hyperplane h. Thus, the Gromov

predistance can be written as

d
x,1/
√
k+1

G ((l1, h1), (l2, h2)) = sin∠(l1, h2)
1
2 · sin∠(l2, h1)

1
2 . (6.29)

6.5. Shadow lemma

In this section we prove a generalization Sullivan’s shadow lemma in higher rank. The proof

we present here is inspired by that of Albuquerque’s [Alb99, Thm. 3.3] who treated the case of

full flag manifold and Quint [Qui02b] who treated general flag-manifolds but only in the case of

regular vectors θ̄.
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Recall the notion of shadow from (4.8). We mainly consider shadows of closed balls in X from a

fixed base point x ∈ X (see Figure 6.2). The topology generated by these shadows is the topology

of flag convergence.

x

x0

Flag(τmod)

S(x:B(x0,r))

r

Figure 6.2. Shadow of a ball.

The main result in this section is the following.

Theorem 6.5.1 (Shadow lemma). Let Γ be a nonelementary τmod-RA subgroup, x ∈ X, and

µ be a Γ-invariant conformal density of dimension β. There exists r0 > 0 such that for all r ≥ r0

and all γ ∈ Γ satisfying dR(x, γx0) > r,

C−1 exp (−βdF(x, γx0)) ≤ µx(S(x : B(γx0, r))) ≤ C exp (−βdF(x, γx0)) ,

for some constant C ≥ 1.

Before presenting the proof, we note two consequences of this theorem.

Corollary 6.5.2. Let Γ be a nonelementary uniformly τmod-RA subgroup. Then any conformal

density µ does not have conical limit points as atoms.

Proof. Any conical limit point τ ∈ Λτmod
(Γ) lies in infinitely many shadows S(x,B(γx0, r))

for sufficiently large r > 0 (depending on τ). If τ is an atom, then (by Theorem 6.5.1) the Poincaré

series

gF
β (x, x0) =

∑
γ∈Γ

exp (−βdF(x, γx0)) (6.30)
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diverges for every β ≥ 0. Hence δF must be infinite. But this contradicts Proposition 6.1.3. �

The second application of shadow lemma will be given for the following class of subgroups.

Definition 6.5.3 (Uniform conicality). A τmod-RA subgroup is called uniformly conical if for

a given pair of points x, x0 ∈ X, there is a constant r > 0 such that for each conical limit point τ ∈

Λτmod
(Γ), there exists a sequence (γk) on Γ flag-converging to τ satisfying dR(γkx0, V (x, st(τ))) < r,

∀k ∈ N.

We observe that Anosov subgroups satisfy the uniform conicality condition:

Proposition 6.5.4. Anosov subgroups are uniformly conical.

Proof. This follows from the fact that the orbit map Γ → Γx0 ⊂ X is a Morse embedding.

Let τ ∈ Λτmod
(Γ) be any point and ξ ∈ ∂∞Γ be the preimage of τ under the boundary map. Let

(γk), γ1 = 1Γ be a geodesic sequence in Γ asymptotic to ξ. Then the sequence (γkx0) is a Morse

quasigeodesic in X that is uniformly close to V (x, st(τ)) (by definition of a Morse embedding). �

Corollary 6.5.5. Let Γ be a nonelementary uniformly conical τmod-RA subgroup and µ be a

conformal density of dimension β. If the conical limit set Λcon
τmod

(Γ) is non-null, then the Poincaré

series gF
β (x, x0) (see (6.30)) diverges.

Proof. Writing the elements of Γ in a sequence (γn), define

SN =
∑
n≥N

exp(−βdF(γnx0, x)).

Convergence of the series (6.30) asserts that limN→∞ SN = 0. Since Γ is uniformly conical, there

exists r > 0 such that for all N ∈ N,

Λcon
τmod

(Γ) ⊂
⋃
n≥N

S(x : B(γnx0, r)).

Applying Theorem 6.5.1, we get

µx(Λτmod
(Γ)) ≤

∑
n≥N

µx (S(x : B(γnx0, r))) ≤ const · SN

and, the bound above approaches to zero as N →∞. Hence we must have µx(Λcon
τmod

(Γ)) = 0. �

The proof of shadow lemma occupies the rest of the section.
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Proof of Theorem 6.5.1. In this proof, we equip Flag(τmod) with a Gx-invariant Riemann-

ian metric. We use the notation L(τ) to denote the set of all τ ′ ∈ Flag(τmod) which are not antipodal

to τ . The complement of L(τ) in Flag(τmod) is denoted by C(τ). Note that L(τ) is closed and

hence, compact. Moreover, if τn → τ0, then the sequence of sets (L(τn)) Hausdorff-converges to

L(τ0).

Lemma 6.5.6. For every ε > 0, there exists δ > 0 such that, for every τ0 ∈ Flag(τmod) and

every τ ∈ B(τ0, δ),

Nε/2(L(τ)) ⊂ Nε(L(τ0)).

Proof. We equip the set

Y = {L(τ) : τ ∈ Flag(τmod)}

with the Hausdorff distance dHaus (, ). Then, as we noted above, the function f : Flag(τmod)→ Y ,

τ 7→ L(τ), is continuous and, hence, uniformly continuous. Therefore, for every ε > 0, there

exists δ > 0 such that d(τ, τ0) < δ implies dHaus (L(τ), L(τ0)) < ε/2, which then implies L(τ) ⊂

Nε/2(L(τ0)). The lemma follows from this. �

Let m = µx(Λτmod
(Γ)) denote the total mass of µx, and l = sup{µx(τ) : τ ∈ Λτmod

(Γ)}. Since

µx is a regular measure and Λτmod
(Γ) is compact, l is realized, i.e., if µx has an atomic part, then

it has a largest atom. Moreover, since Γ is nonelementary, supp(µx) is not singleton. In fact, if τ

is an atom, then the every point in the orbit Γτ (which has infinite number of points) is an atom.

In particular, l < m.

Lemma 6.5.7. Given l < q < m, there exists an ε0 > 0 such that for all τ ∈ Λτmod
(Γ) and all

B ∈ B(Flag(τmod)) contained in Nε0(L(τ)), µx(B) ≤ q.

Proof. If this were false, then we would get a sequence (Bn) of Borel sets, a sequence (εn)

positive numbers converging to zero, and a sequence (τn) on Λτmod
(Γ) converging to a point τ0 such

that for every n ∈ N,

Bn ⊂ Nεn(L(τn)), µx(Bn) > q.

To get a contradiction, we will show that µx(τ0) ≥ q. Let U be an open neighborhood of L(τ0).

As L(τ0) is compact, there exists ε > 0 such that Nε(L(τ0)) ⊂ U . Let δ > 0 be a number that

corresponds to this ε as in Lemma 6.5.6. Choose n so large such that τn ∈ B(τ0, δ) and εn ≤ ε/2.

91



By Lemma 6.5.6, we get Nεn(L(τn)) ⊂ Nε(L(τ0)) and, consequently, Bn ⊂ U . This shows that

every open set U containing L(τ0) has mass µx(U) > q. Therefore, µx(L(τ0)) = µx(τ0) ≥ q. �

Lemma 6.5.8. Given ε > 0 there exists r1 > 0 such that for all r ≥ r1, the complement of

S(x : B(x0, r)) in Flag(τmod) is contained in Nε(L(τ)), for some τ ∈ S(x0 : {x}).

Proof. For r > 0 and τ0 ∈ Flag(τmod), τ ′ ∈ C(τ0), consider

U(τ0, x0, r) = {τ ′ ∈ Flag(τmod) : P (τ0, τ
′) ∩B(x0, r) 6= ∅}.

This is an analogue of shadows (4.8) as viewed from the infinity (see Figure 6.3). It is easy to verify

that ⋃
r≥0

U(τ0, x0, r) = C(τ0).

Moreover, for g ∈ G, these shadows from infinity transform as gU(τ0, x0, r) = U(gτ0, gx0, r).

τ0

x0

Flag(τmod)

U(τ0,x0,r)

r

Figure 6.3. Shadow of a ball from infinity.

If k ∈ K = Gx0 , the stabilizer of x0, then kU(τ0, x0, r) = U(kτ0, x0, r). Since K is compact,

there exists M ≥ 1 such that the action k y Flag(τmod) is M -Lipschitz for all k ∈ K. Let

r1 > 0 be such that U(τ0, x0, r1/2)c ⊂ Nε/M (L(τ0)). Here and below, for A ⊂ Flag(τmod), Ac =

Flag(τmod)−A. Then, for any τ ∈ Flag(τmod),

U(τ, x0, r/2)c ⊂ Nε(L(τ)), ∀r ≥ r1. (6.31)
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For x ∈ X, let τ ∈ Flag(τmod) be a simplex such that x ∈ V (x0, st(τ)). Then there exists a

parameterized geodesic ray xt starting from x0, passing through x and asymptotic to some ξ ∈ st(τ).

Claim. For all r > 0, S(x : B(x0, 2r)) ⊃ U(τ, x0, r).

Proof of claim. Pick τ ′ ∈ U(τ, x0, r) and let x̄0 ∈ P (τ, τ ′) denote the nearest point projec-

tion of x0. In addition to the ray xt, we define another parameterized geodesic ray x̄t, starting

at x̄0 and asymptotic to ξ. Due to the convexity of the Riemannian distance function on X, the

distance dR(xt, x̄t) monotonically decreases with t. Moreover, the cones V (x̄t, st(τ
′)) are nested as

t decreases. Then,

dR(x0, V (xt, st(τ
′))) ≤ dR(x0, V (x̄t, st(τ

′))) + dR(xt, x̄t)

≤ dR(x0, V (x̄0, st(τ
′))) + r ≤ dR(x0, x̄0) + r ≤ 2r.

Therefore, τ ′ ∈ S(x : B(x0, 2r)). �

Using (6.31) it follows from the above claim that whenever r ≥ r1, the complement of the

shadow S(x : B(x0, r)) is contained in Nε(L(τ)) for some τ satisfying x ∈ V (x0, st(τ)). �

Lemma 6.5.9. For all r > 0 and all τ ∈ S(x : B(x0, r)),

|dF(x, x0)− dhor
τ (x, x0)| ≤ 2r.

Proof. We recall that the Finsler distance can alternatively be defined as

dF(y, z) = max
τ∈Flag(τmod)

dhor
τ (y, z),

where the maximum above occurs at any point in S(y : {z}) (see [KL18b, Sec. 5.1.2]). Fix some

τ0 ∈ S(x, {x0}). Then for any τ1 ∈ S(x : B(x0, r)),

|dF(x, x0)− dhor
τ1 (x, x0)| = |bτ0(x0)− bτ1(x0)|

= |bτ0(x0)− bτ0(k−1x0)|

≤ dR(x0, k
−1x0) = dR(kx0, x0),

where k ∈ K, stabilizer of x, is some isometry satisfying τ1 = kτ0. In the above we chose the

normalizations of the Busemann functions at x.
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Let y ∈ V (x, st(τ)) ∩ B(x0, r). Then y ∈ V (x, σ) for some chamber σ in st(τ). We identify

V (x, σ) with the model Weyl chamber ∆. Let k1 ∈ K such that k1x ∈ V (x, σ). Then k1x0 =

d∆(x, x0) via the identification above. Moreover, since the map

X → ∆, z 7→ d∆(x, z)

is 1-Lipschitz (by the triangle inequality for ∆-valued distances, Theorem 4.1.4) and d∆(x, y) = y,

we obtain,

dR(y, k1x0) ≤ d(y, x0) < r

and, in particular, d(x0, k1x0) < 2r. �

Using the above lemmata, we now complete the proof of Theorem 6.5.1. We first fix some

auxiliary quantities. Let q ∈ (l,m) and ε0 be corresponding constant as given in Lemma 6.5.7.

Let δ be a constant given by Lemma 6.5.6 which corresponds to ε = ε0. By Λ we denote the

δ-neighborhood of Λτmod
and let

V =
⋃
τ∈Λ

V (x, st(τ)) ⊂ X.

Since Γ is discrete, the elements of Γ which send x0 outside V form a finite set Φ. Let

r0 = max{r1, dR(x, γx0) : γ ∈ Φ}

where r1 is a constant that corresponds to ε0/2 as in Lemma 6.5.8.

For every γ ∈ Γ satisfying dR(x, γx0) > r ≥ r0, we assign an element τγ ∈ S(x : {γx0})∩Λ (the

intersection is nonempty by above). Using Lemma 6.5.6, for every such τγ there exists τ0 ∈ Λτmod

so that

Nε0/2(L(τγ)) ⊂ Nε0(L(τ0)).

By Lemmata 6.5.7 and 6.5.8, µx(S(γ−1x : B(x0, r))) ≥ m − q and by properties of conformal

measures,

µx(S(x : B(γx0, r))) = µγ−1x(S(γ−1x : B(x0, r)))

=

∫
S(γ−1x:B(x0,r))

exp
(
−βdhor

τ (γ−1x, x)
)
dµx

� exp (−βdF(x, γx0))
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where in the last step we have additionally used Lemma 6.5.9. This completes the proof. �

6.6. Dimension of a conformal density

In this section, we establish a lower bound for the dimension of a conformal density. For Anosov

subgroups, we prove that the dimension equals the Finsler critical exponent (see Corollary 6.6.5).

Theorem 6.6.1. Suppose that Γ is a nonelementary τmod-RA subgroup. Let µ be a Γ-invariant

conformal density of dimension β. Then β has the following lower bound:

β ≥ δF − δc
F. (6.32)

The proof of this theorem is given at the end of this section. The number δc
F above quantifies

the maximal exponential growth rate of the orbit Γx0 in a conical direction. The precise definition

is given below.

Definition 6.6.2 (Critical exponent in conical directions). Suppose that Γ is a τmod-regular

subgroup. For τ ∈ Λτmod
(Γ), define

N c
F(r, c, x, x0, τ) = card{γ ∈ Γ : dF(x, γx0) < r, dR(γx0, V (x, st(τ))) < c}

and

δc
F(Γ) = sup

τ∈Λτmod
(Γ)

(
lim
c→∞

(
lim sup
r→∞

logN c
F(r, c, x, x0, τ)

r

))
.

Note that it is sufficient to take the supremum in the definition of δc
F(Γ) over the conical limit

set Λcon
τmod

(Γ). For rank-one symmetric spaces, and, more generally, for σmod-regular subgroups, this

number is zero. Below we see that for τmod-Anosov subgroups also, δc
F(Γ) = 0. It should be noted

that, however, for general discrete subgroups, δc
F could be ∞.

Proposition 6.6.3. Suppose that Γ is a nonelementary τmod-Anosov subgroup. Then the func-

tion N(r) = N c
F(r, c, x, x0, τ) grows linearly with r. In particular, δc

F(Γ) = 0.

Proof. Without loss of generality, we can assume that x = x0.6

Lemma 6.6.4. Fix c > 0. For any τ ∈ Λτmod
(Γ), the set

{γx0 : γ ∈ Γ, dR(γx0, V (x, st(τ))) < c}
6Note that the number δc

F(Γ) does not depend on x and x0 as we have seen in the case of δF in Sec. 6.1.
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is within a uniformly bounded distance from a uniform τmod-Morse quasiray α emanating from x0

and asymptotic to τ .

Proof. Let τ ∈ Λτmod
(Γ) be arbitrary. Denote the preimage of τ in ∂∞Γ under the boundary

homeomorphism ∂∞Γ → Λτmod
(Γ) by ζ. Since Γ is discrete, we can arrange the elements of

{γ ∈ Γ : dR(γx0, V (x, st(τ))) < c} in a sequence (γn). The sequence xn = γnx0 converges conically

to τ . Let α : Z≥0 → X be the image (under the orbit map Γ→ Γx) of a parametrized geodesic ray

Z≥0 → Γ starting at 1Γ and asymptotic to ζ. Then α is a uniform τmod-Morse quasiray starting

at x0 and asymptotic to τ . Hence α is uniformly close to V (x0, st(τ)). Since both sequence (xn)

and (α(n)) are uniformly close to V (x0, st(τ)), it is enough to understand the simpler case when

α(n), xn ∈ V (x0, st(τ)), for all n ∈ N.

We claim that the sequence (xn) is uniformly close to α. Otherwise, after extraction, (xn) would

diverge away from α. Since α is a Morse quasiray, α eventually enters each cone V (xn, st(τ)), but

further and further away from the tip xn as n grows. Since the separation between two successive

points on α (being a quasigeodesic) is uniformly bounded, we could find arbitrarily large m’s such

that α(m) is uniformly close to the boundary of a cone V (xn, st(τ)) and is arbitrarily far away from

its tip xn. But this would contradict the τmod-regularity of the group Γ. �

We continue with the notations from the proof of the lemma. Since any τmod-Anosov subgroup

Γ < G is uniformly τmod-regular (cf. Equivalence Theorem 4.4.12), we may work with the Rie-

mannian metric in place of the Finsler metric. Moreover, we may assume that the sequence (xn)

is sufficiently spaced. Let x̄n denote the nearest-point projection of xn to the image of α. The

above lemma implies that d(xn, x̄n) is uniformly bounded. Since xn’s are sufficiently spaced, x̄n’s

are also sufficiently spaced which guarantees that dR(x̄n, x0) ≥ const · n, for all large n, which in

turn implies that dR(xn, x0) ≥ const · n. The proposition follows from this. �

As a corollary of the above results, we obtain that any Γ-invariant conformal density must have

dimension δF when Γ is τmod-Anosov. The Patterson–Sullivan densities constructed in Section 6.2

also had this dimension.

Corollary 6.6.5. Suppose that Γ is a nonelementary τmod-Anosov subgroup. Let µ be a Γ-

invariant conformal density of dimension β. Then β = δF.
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Proof. By Corollary 6.5.5 we know that the Poincaré series gF
β (x, x0) diverges and, conse-

quently, β ≤ δF. The reverse inequality is obtained in combination of Theorem 6.6.1 and Proposi-

tion 6.6.3. �

To close this section, we prove Theorem 6.6.1.

Proof of Theorem 6.6.1. We fix some r ≥ r0 where r0 is given by Theorem 6.5.1. Assume

that the stabilizer of x0 in Γ is trivial in which case the function N(R) = NF(R, x, x0) counts the

number of orbit points (in Γx0) within the Finsler r-ball centered at x. The general case follows

immediately.

We place a Riemannian ball of radius r at each point in the orbit. In this proof, we reserve the

word ball to specify these balls. Let

c = min
1Γ 6=γ∈Γ

{dR(x0, γx0)} .

There exists a number N ∈ N that depends only on r, c, and X such that any ball intersect at

most N other balls (including itself). Note that the shadows in Flag(τmod) (from x) of two distinct

balls are disjoint unless they intersect some common τmod-cone with tip at x. Also note that, at

large distances from x, the balls do not intersect the boundaries of the τmod-cones because of the

τmod-regularity of the orbit.

Let nR denote the maximal number of balls in BF(x,R) that intersect a particular τmod-cone

V (x, st(τ)). It follows from the definition of δc
F(Γ) that

lim sup
R→∞

log nR
R

≤ δc
F(Γ). (6.33)

On the other hand, for each τ ∈ Λτmod
(Γ), the maximal number of balls in BF(x,R) whose shadows

intersect τ is nR. Therefore,

NF(R, x, x0)

N · nR
s(R) ≤ m = total mass of µx, (6.34)

where s(R) is any lower bound for the measures of the shadows of balls in BF(x,R). We note that

the shadow lemma (Theorem 6.5.1) produces such a positive lower bound7, namely, we may take

7We may need to disregard a finite number of balls from the picture.
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s(R) = const · e−βR. Then (6.34) yields

NF(R, x, x0) ≤ mN · nR
const

eβR.

Together with (6.33), the above results in (6.32). �

6.7. Uniqueness of conformal density

Recall that an action of a group H on a measure space (S, σ) is said to be ergodic if each

H-invariant measurable set B ⊂ S is either null or co-null. In [Sul79], Sullivan proved that for

a discrete group Γ of Möbius transformations of the Poincare ball B3, a Γ-invariant conformal

density µ of non-zero dimension is unique (here and henceforth, by “unique” we mean unique up-to

a constant factor) in the class of all conformal densities of same dimension if and only if the action

Γ on the limit set Λ(Γ) is ergodic with respect to any µx ∈ µ. See also [Nic89, Thm. 4.2.1].

Generalizing this statement in our setting, we obtain the following result. The proof is essentially

same of Sullivan’s theorem, hence we omit the details.

Theorem 6.7.1. Suppose that Γ is a nonelementary τmod-RA subgroup. A Γ-invariant confor-

mal density µ of dimension β > 0 is unique in the class of all Γ-invariant conformal densities of

dimension β if and only if the action Γ y Λτmod
(Γ) is ergodic with respect to any µx ∈ µ.

It is then natural to ask

Question 6.7.2. For which τmod-regular subgroups Γ, the action Γ y Λτmod
(Γ) is ergodic with

respect to a conformal measure?

In this section we prove that the Anosov property is a sufficient condition:

Theorem 6.7.3 (Anosov implies ergodic). Suppose that Γ is a nonelementary τmod-Anosov

subgroup and µ be a Γ-invariant conformal density. Then the action Γ y Λτmod
(Γ) is ergodic with

respect to any µx ∈ µ.

As a corollary, we obtain that when Γ is τmod-Anosov, then, up to a constant factor, there is

exactly one Γ-invariant conformal density, namely, the Patterson–Sullivan density.

Corollary 6.7.4 (Existence and uniqueness of conformal density). Suppose that Γ is a nonele-

mentary τmod-Anosov subgroup. Then, up to a constant factor, there exists a unique Γ-invariant

conformal density µ, namely, the Patterson–Sullivan density.
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Proof. First of all, by Proposition 6.2.1, any such density must have a positive dimension.

Secondly, by Corollary 6.6.5 this dimension equals to the critical exponent δF. Then the uniqueness

follows from the combination of Theorems 6.7.1 and 6.7.3. �

Now we return to the proof of Theorem 6.7.3.

Proof of Theorem 6.7.3. Let µ be a Γ-invariant conformal density. Note that the dimension

β of µ must be positive (by Proposition 6.2.1 and Corollary 6.6.5).

Let B be a Γ-invariant Borel subset of Λτmod
(Γ). We need to prove that if B is not a null set,

then it is co-null. From now on, we assume that B is not a null set, i.e., µx(B) > 0.

We need the following lemmata.

Lemma 6.7.5. There exists r1 > 0 such that for every r ≥ r1 and every γ ∈ Γ, the shadow

S(x,B(γx0, r)) intersects Λτmod
(Γ).

Proof. The proof simply follows from the Morse property of the Anosov subgroup Γ. �

We assume that the r1 in the lemma also satisfies the “uniform conicality” property for Γ (cf.

Proposition 6.5.4).

Lemma 6.7.6. Let r ≥ max{r0, r1} where r0 is as in Theorem 6.5.1. For µx-a.e. τ ∈ B and

every sequence (γn) on Γ, γn → τ , satisfying τ ∈ Sn := S(x : B(γnx0, r)), we have

lim
n→∞

µx(Sn ∩B)

µx(Sn)
= 1. (6.35)

Assuming this lemma for a moment, we complete the proof of the theorem. The proof of this

lemma is given at the end of this section. Note that, Lemma 6.7.5 is used to ensure that the ratios

in the above lemma are not degenerate.

Let τ ∈ B be a density point, i.e., τ satisfies (6.35). Such point exist by Lemma 6.7.6 because

B has positive mass. Note that, Γ-invariance of B and µ implies that

µx(S(γ−1
n x : B(x0, r)) ∩B)

µx(S(γ−1
n x : B(x0, r)))

=
µγnx(Sn ∩B)

µγnx(Sn)
= 1− µγnx(Sn −B)

µγnx(Sn)

= 1−
∫
Sn−B exp

(
−βdhor

τ (γnx, x)
)
dµx∫

Sn
exp (−βdhor

τ (γnx, x)) dµx

≥ 1− const · µx(Sn −B)

µx(Sn)
,

99



where the inequality follows by Lemma 6.5.9. Together with (6.35), we get

lim
n→∞

µx(S(γ−1
n x : B(x0, r)) ∩B)

µx(S(γ−1
n x : B(x0, r)))

= 1. (6.36)

Note that by Corollary 6.5.2, µ is atom-free. Therefore, for every ε > 0 there exists r > r1 such

that

µx(S(γ−1
n x : B(x0, r))) ≥ m− ε,

for all large n, where m denotes the total mass of µx. The above follows from the combination of

Lemmata 6.5.7 and 6.5.8. Therefore, by (6.36),

µx(B) ≥ lim
n→∞

µx(S(γ−1
n x : B(x0, r)) ∩B) ≥ m− ε,

which holds for every ε > 0. Hence µx(B) = m. This completes the proof of the theorem. �

Now we prove Lemma 6.7.6. The lemma would have followed from a generalization of the

Lebesgue density theorem (cf. [Fed69, Subsec. 2.9.11, 2.9.12]) if we knew that µx is, e.g., a

doubling measure. Since this property is unclear, we adopt a more direct approach. The idea of

the proof follows [Rob03, Subsec. 1E] (see also [Lin06, Sec. 3]).

Proof of Lemma 6.7.6. The proof requires a version of the Lebesgue differentiation theorem.

Sublemma 6.7.7. For every bounded measurable function Φ : Flag(τmod)→ R≥0,

Φ(τ) = lim
n→∞

1

µx(S(x : B(γnx0, r)))

∫
S(x:B(γnx0,r))

Φdµx.

for µx-a.e. τ ∈ Λτmod
and all γn ∈ Γ satisfying τ ∈ S(x : B(γnx0, r)).

Proof. For every bounded measurable function Ψ : Flag(τmod) → R≥0, define a function Ψ∗

on Flag(τmod) which is zero outside Λτmod
(Γ) and on Λτmod

(Γ) it is defined by

Ψ∗(τ) = lim sup
N→∞

1

µx(S(x : B(γx0, r)))

∫
S(x:B(γx0,r))

Ψdµx, (6.37)

Here and in the following the limit superior is taken over all γ ∈ Γ that satisfy dR(x, γx0) ≥ N and

τ ∈ S(x : B(γx0, r)).

Let Φk be a sequence of continuous functions converging to Φ µx-almost surely such that∫
Flag(τmod)

|Φk − Φ|dµx <
1

k
, ∀k ∈ N.
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Then for every τ ∈ Flag(τmod) and γ ∈ Γ, we have

lim sup
N→∞

∣∣∣∣ 1

µx(S(x : B(γx0, r)))

∫
S(x:B(γx0,r))

Φdµx − Φ(τ)

∣∣∣∣
≤ |Φ− Φk|∗(τ) + |Φk(τ)− Φ(τ)|

+ lim sup
N→∞

∣∣∣∣∣ 1

µx(S(x : B(γx0, r)))

∫
S(x:B(γx0,r))

Φkdµx − Φk(τ)

∣∣∣∣∣ . (6.38)

Since Φn are continuous, the last quantity in the right side of the above vanishes. Moreover, the

limit of |Φk(τ) − Φ(τ)| as k → ∞ vanishes at µx-a.e. τ ∈ Flag(τmod). Therefore, we only need

to control the first term of the right side of (6.38): We show that, for all bounded nonnegative

measurable functions Ψ on Flag(τmod) and all ε > 0,

µx ({Ψ∗ > ε}) ≤ const

ε

∫
Flag(τmod)

Ψdµx (6.39)

where the constant does not depend on ε or Ψ. The sublemma follows from this as follows: Setting

Ψ = |Φ−Φk| and taking limit as k →∞ in (6.39), we see that |Φ−Φk|∗ µx-a.s. converges to zero.

Hence left-hand side of (6.38) also converges to zero for µx-a.e. τ ∈ Λτmod
.

Now we verify (6.39). Let ε > 0 be arbitrary. For d ≥ 0, let Γd be the set of all elements γ ∈ Γ

such that dF(x, γx0) ≥ d and∫
S(x:B(γx0,r))

Ψdµx ≥
ε

2
µx(S(x : B(γx0, r))). (6.40)

Claim 1. The union of all shadows S(x : B(γx0, r)) over γ ∈ Γd covers {Ψ∗ > ε}.

Proof of claim. The proof is straightforward. �

We recursively construct a sequence of subsets, (Γd,N ), of Γd in the following way: Let Γd,1 =

{γ ∈ Γd : 0 ≤ dF(x, γx0) < 1}, and, for N ≥ 2, define

Γd,N =

γ ∈ Γd

∣∣∣∣∣∣ N − 1 ≤ dF(x, γx0) < N and S(x : B(γx0, r))∩

S(x : B(φx0, r)) = ∅,∀φ ∈ Γd,1 ∪ · · · ∪ Γd,N−1

 .

Set Γ∗d =
⋃
N≥1 Γd,N .
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Claim 2. There exists a constant R ≥ r such that, for every d ≥ 0,

{Ψ∗ > ε} ⊂
⋃
φ∈Γ∗d

S(x : B(φx0, R)).

Proof of claim. It is enough to prove the claim for very large d. In fact, we assume that d

is so large such that x(γx0) is uniformly τmod-regular for all γ ∈ Γd.

Let τ ∈ {Ψ∗ > ε} be arbitrary. Then there exists γ ∈ Γd such that τ ∈ S(x : B(γx0, r)).

Assume that γ 6∈ Γ∗d. By construction of Γ∗d, there exists φ ∈ Γ∗d such that S(x : B(γx0, r)) ∩ S(x :

B(φx0, r)) 6= ∅ and dF(x, φx0) < dF(x, γx0).

By Lemma 6.6.4, both γx0 and φx0 stay uniformly close to a τmod-uniform Morse quasigeodesic

α with one endpoint at x. Since dF(x, φx0) < dF(x, γx0), we may assume that the other endpoint

of α is uniformly close to γx0. It follows that φx0 is uniformly close to the diamond ♦Θ(x, γx0),

since α is, for some ι-invariant, compact, τmod-Weyl convex subset Θ ⊂ ost(τmod). Pick y ∈

B(γx0, r) ∩ V (x, st(τ)). Then, by uniform continuity of diamonds (cf. Theorem 5.1.7), for some

Θ′ ⊂ ost(τmod) bigger than Θ, ♦Θ(x, γx0) is contained in a uniform neighborhood of ♦Θ′(x, y).

Therefore, φx0 is uniformly close to ♦Θ′(x, y) and, in particular, to V (x, st(τ)). We may choose R

to be this upper bound. �

In particular, we get

µx ({Ψ∗ > ε}) ≤
∑
φ∈Γ∗R

µx (S(x : B(φx0, R))) . (6.41)

Claim 3. If S(x : B(γx0, r)) ∩ S(x : B(φx0, r)) 6= ∅, for γ, φ ∈ Γ∗d, then dF(γx0, φx0) is

uniformly bounded.

Proof of claim. This follows from the Gromov hyperbolicity of (Γx0, dF) (see Corollary

6.3.8) and the fact that both γx0 and φx0 lie in an annulus {x′ ∈ X : N − 1 ≤ dF(x′, x) < N}

in the following way: Let τ ∈ S(x : B(γx0, r)) ∩ S(x : B(φx0, r)). Let z ∈ V (x, st(τ)) be a point

uniformly close to Γx0. By δ-hyperbolicity,

〈γx0|φx0〉x + δ ≥ min {〈γx0|z〉x, 〈φx0|z〉x} . (6.42)
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Expanding the left side, we get

〈γx0|φx0〉x + δ =
1

2
(dF(γx0, x) + dF(φx0, x)− dF(γx0, φx0)) + δ

≤
(
dF(φx0, x)− 1

2
dF(γx0, φx0)

)
+ δ +

1

2
,

(6.43)

and expanding the right side, we get

min {〈γx0|z〉x, 〈φx0|z〉x} = min


1
2 (dF(γx0, x) + dF(x, z)− dF(γx0, z)) ,

1
2 (dF(φx0, z) + dF(x, z)− dF(φx0, z))

 .

Taking z → τ in the right side of the last one and using (6.12), we get

min

{
1

2

(
dF(γx0, x) + dhor

τ (x, γx0)
)
,
1

2

(
dF(φx0, x) + dhor

τ (x, φx0)
)}

.

which, by Lemma 6.5.9, is at least

min {dF(γx0, x), dF(φx0, x)} − r ≥ dF(γx0, x)− r − 1.

Combining this with (6.42) and (6.43), we get

dF(γx0, φx0) ≤ 2r + 2δ + 3. �

In particular, for each τ ∈ µx ({Ψ∗ > ε}), |{φ ∈ Γ∗d : τ ∈ S(x : B(φx0, r))}| is uniformly bounded,

say, by D > 0. Therefore,

∑
φ∈Γ∗R

µx (S(x : B(φx0, r))) ≤ Dµx

 ⋃
φ∈Γ∗R

S(x : B(φx0, r))

 . (6.44)

We would like to use the shadow lemma (Theorem 6.5.1). To this end, we have

µx ({Ψ∗ > ε}) ≤
∑
φ∈Γ∗R

µx (S(x : B(φx0, R))) ≤ C ′
∑
φ∈Γ∗R

exp (−βdF(x, φx0)) (6.45)

where the first inequality is given by (6.41) and the last inequality is given by the shadow lemma

with r0 ≤ r = R. Note that the necessary condition dF(x, φx0) ≥ R which we needed to apply the

shadow lemma in the above follows from the definition of Γ∗R. Moreover, applying shadow lemma
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again with r0 ≤ r = r, we get another constant C > 0 such that

C−1
∑
φ∈Γ∗R

exp (−βdF(x, φx0)) ≤
∑
φ∈Γ∗R

µx (S(x : B(φx0, r))) . (6.46)

Combined with (6.44), the inequalities in (6.45) and (6.46) give

µx ({Ψ∗ > ε}) ≤ DC ′Cµx

 ⋃
φ∈Γ∗R

S(x : B(φx0, r))

 .

Finally, the above and (6.40) yield

µx ({Ψ∗ > ε}) ≤ 2DC ′C

ε

∫
Flag(τmod)

Ψdµx.

This proves (6.39). �

The proof of the lemma follows from the sublemma by taking Φ in the sublemma to be the

indicator function for B. �

6.8. Hausdorff density

In this section, we restrict our attention to Anosov subgroups. Usually, one defines Hausdorff

measures and Hausdorff dimension for metric spaces. In Appendix A, we verify that the theory

goes through for premetrics as well. The reader who prefers to work with metrics can assume that

ε > 0 is chosen so that dx,εG defines a metric on Λτmod
(Γ) (cf. Corollary 6.4.6).

For β ≥ 0 we let Hβx denote the β-dimensional Hausdorff measure on (Λτmod
(Γ), dx,εG ) (defined

with respect to the premetric dx,εG as in the appendix). The Hausdorff dimension of a Borel subset

B ⊂ Λτmod
(Γ) is then defined as

Hd(B) = inf{β : Hβx(B) = 0} = sup{β : Hβx(B) =∞}.

Note that if for some β ≥ 0, Hβx(B) ∈ (0,∞), then Hd(B) = β.

Proposition 6.8.1. Suppose that for some β ≥ 0

Hβx(Λτmod
(Γ)) ∈ (0,∞). (6.47)

Let Z = Γx. Then Hβ = {Hβz }z∈Z is a βε-dimensional Γ-invariant conformal Z-density.
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Proof. Let y, z ∈ Z. Define a function f : Λτmod
(Γ)× Λτmod

(Γ)→ R≥0 by

f(τ1, τ2) =

 dy,εG (τ1, τ2)/dz,εG (τ1, τ2), τ1 6= τ2,

exp
(
−εdhor

τ (y, z)
)
, τ1 = τ2 = τ.

By a calculation similar to the proof of Proposition 6.4.4, we obtain

lim
τ1,τ2→τ

dy,εG (τ1, τ2)

dz,εG (τ1, τ2)
= exp

(
−εdhor

τ (y, z)
)

which shows that f is continuous. For τ ∈ Λτmod
(Γ) and small η > 0, let Uη be a neighborhood of

τ in Λτmod
(Γ) such that ∀τ1, τ2 ∈ U ,

dy,εG (τ1, τ2) ≤
(

exp
(
−εdhor

τ (y, z)
)

+ η
)
dz,εG (τ1, τ2).

Hence the identity map Id : (Λτmod
(Γ), dz,εG ) → (Λτmod

(Γ), dy,εG ) on Uη is Lε-Lipschitz, where Lη =

exp
(
−εdhor

τ (y, z)
)

+ η. In particular, the map Id is locally Lipschitz. Therefore, for any B ∈ B(U),

Hβy (B) ≤ LβηHβz (B). This also shows that Hβy � Hβz . Taking limit as η → 0, we obtain

dHβy
dHβz

(τ) ≤ exp
(
−βεdhor

τ (y, z)
)

and switching the role of y and z in the above we also obtain the reverse inequality. Hence

dHβy
dHβz

(τ) = exp
(
−βεdhor

τ (y, z)
)

which proves conformality. Suppose that y = γz for some γ ∈ Γ. Then for any B ∈ B(Λτmod
(Γ)),

Hβγz(B) =

∫
B

exp
(
−βεdhor

τ (γz, z)
)
dHβz =

∫
B
d
(
γ∗Hβz

)
= γ∗Hβz (B)

and Γ-invariance also follows. Therefore, Hβ is a conformal Z-density of dimension βε. �

Remark. (1) Note that if such a family {Hβz : z ∈ Z} exists, then it may be extended to

a full conformal density via the correspondence in (6.14).

(2) By the uniqueness of conformal density (Theorem 6.7.4), the number β in Proposition

6.8.1 equals to δF/ε.

(3) In the following we shall see that, indeed, the δF/ε-dimensional Hausdorff measure HδF/εx

is finite and non-null (i.e., it satisfies (6.47)).
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Next we show that if β = δF/ε, then the β-dimensional Hausdorff measure Hβx satisfies (6.47).

Let us first discuss the simpler case, namely, when the Finsler pseudo-metric dF is a metric. There

is an abundance of examples when this occurs, e.g., in the case when X = G/K is an irreducible

symmetric space.

Let (Y, d) be a proper, geodesic, Gromov hyperbolic metric space and Γ be a nonelementary

discrete group of isometries acting properly discontinuously on Y . Let Λ be the limit set of Γ

in ∂∞Y . Further, assume that Γ is quasiconvex-cocompact, i.e., the quasiconvex hull QCH(Λ) is

nonempty and the quotient Γ\QCH(Λ) is compact. In [Coo93], Coornaert proved the following

result.

Theorem 6.8.2 (Coornaert [Coo93, Cor. 7.6]). Suppose that the critical exponent δ of Γ is

finite. Then the δ-dimensional Hausdorff measure on Λ with respect to a Gromov metric dG is

finite and non-null.

To apply this theorem to our case, we need an appropriate setting. In Section 6.3, we proved

that the orbit Z = Γx is a Gromov hyperbolic space with respect to the Finsler metric (cf. Corollary

6.3.8) and it is also proper. But Z fails to be geodesic. This problem can be remedied by taking a

uniform neighborhood Y of Z in X such that Z is quasiconvex in Y , and then putting the intrinsic

path-metric d on Y induced by dF (this requires positivity of dF), and finally by completing Y

in this metric. Then (Y, d) is proper, geodesic and Gromov hyperbolic. Moreover, (Y, d) and the

isometrically embedded (Z, dF) are Hausdorff-close and, in particular, (Y, d) is quasiisometric to

(Z, dF) by a (1, A)-quasiisometry. This implies that there is a bi-Lipschitz homeomorphism from

∂∞Y (equipped with the metric dεG defined by dεG(ξ1, ξ2) = dG(ξ1, ξ2)ε where dG is a Gromov metric

on ∂∞Y ) to (Λτmod
(Γ), dx,εG ). Note that the action Γ y (Y, d) satisfies all the properties needed to

apply Theorem 6.8.2. Therefore, by this theorem the δF/ε-dimensional Hausdorff measure on ∂∞Y

(and, consequently, also on Λτmod
(Γ)) is finite and non-null.

In the general case where the positivity of dF is unknown, the above argument still works after

some modifications. Let us go back to our construction in the above paragraph. Let Y be a uniform

Riemannian neighborhood of Z in which Z is Finsler quasiconvex. Define a new Γ-invariant metric

d̄F on Y by

d̄F(y, z) = max
{
dF(y, z), εdR(y, z)

}
, ∀y, z ∈ Y
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where ε > 0 is some number that is strictly lesser than L−1 given in (6.6). Note that for y, z ∈ Z,

if dF(y, z) is sufficiently large, then d̄F(y, z) = dF(y, z). Moreover, for a given ι-invariant, compact,

τmod-Weyl convex subset Θ ⊂ ost(τmod) and a possibly smaller ε (depending on the choice of Θ),

any Θ-Finsler geodesic (see Definition 6.1.1) connecting these two points remains a geodesic in this

new metric. In other words, Z remains quasiconvex in Y with respect to d̄F.

Observe that the identity embedding (Z, dF)→ (Y, d̄F) is a (1, A)-quasiisometric embedding for

some large enough A and the image is Hausdorff-close to Y . Therefore, in this case also we get a

natural identification of the Gromov boundaries of (Z, dF) and (Y, d̄F). Next, considering intrinsic

metrics, we complete Y as before to get a proper, geodesic, Gromov hyperbolic space (Y, d). The

rest of the argument works as before.

Using Proposition 6.8.1, we obtain the following result.

Theorem 6.8.3. Suppose that Γ is a nonelementary τmod-Anosov subgroup. If β = δF/ε,

then the β-dimensional Hausdorff density Hβ = {Hβz }z∈Γx is a Γ-invariant conformal density of

dimension δF. In particular, the Hausdorff dimension with respect to the metric dx,εG satisfies

Hd(Λτmod
(Γ)) = δF/ε.

Moreover, Hβ equals to a non-zero multiple of the Patterson–Sullivan density.

We have mostly completed the proof of this theorem. The remaining “moreover” part follows

from the uniqueness of Γ-invariant conformal densitiy (Theorem 6.7.4).

Corollary 6.8.4. With respect to the Gromov premetric dxG := dx,1G the Hausdorff dimension

satisfies

Hd(Λτmod
(Γ)) = δF.

6.9. Applications

6.9.1. Product of hyperbolic spaces. Let Γ1, Γ2 be isomorphic discrete cocompact sub-

groups of PSL(2,R) where the isomorphism is given by φ : Γ1 → Γ2. We let f : S1 → S1 be the

equivariant homeomorphism of ideal boundaries of hyperbolic planes determined by φ.

The discrete subgroup

Γ = {(γ1, φγ1) : γ1 ∈ Γ1} < G = PSL(2,R)× PSL(2,R)
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acts on X = H2×H2 as a σmod-Anosov subgroup. (This follows, for instance, from the fact that Γ

is an URU subgroup of G.) The σmod-limit set of Γ (in the full flag-manifold S1 × S1) equals the

graph of the map f .

We denote d1 (resp. d2) the distance functions of the constant −1 curvature Riemannian metrics

on the first (resp. second) factor of the product H2 ×H2.

Unlike in section 6.4, we work with the Finsler metric on H2 ×H2 given by

dF((x1, x2), (y1, y2)) =
d1(x1, y1) + d2(x2, y2)

2
. (6.48)

(We multiply the distance function (6.7), for p = 2, by a factor 1/
√

2 in order to avoid cumbersome

radical constants.)

By the formula of the Gromov predistance (6.28), for ε = 1 and x = (x1, x2), dx,1G (τ+, τ−) is

bi-Lipschitz equivalent to the product
√
α1α2,

where τ± = (ξ±1 , ξ
±
2 ) and αi is the angle between ξ+

i , ξ
−
i as measured from xi, i = 1, 2.

By [BS93, Thm. 2 & 3] we note that the Finsler critical exponent δF of Γ is at most 1. This

can also be obtained by comparing the Hausdorff dimensions as follows. Note that by the formula

of the Gromov predistance, the identity map

(S1 × S1, ρ)→ (Flag(σmod), dx,1G )

is Lipschitz, where ρ is a Riemannian distance function on S1×S1 = ∂∞H2×∂∞H2. Moreover, the

limit set of Γ in S1 × S1 is the graph of a BV function, hence, is a rectifiable curve, and, thus, has

Hausdorff dimension 1 with respect to ρ. Consequently, with respect to dx,1G , Hd(Λσmod
(Γ)) ≤ 1.

By Theorem 6.8.3, δF ≤ 1 as well.

Moreover, by [BS93, Thm. 2], δF = 1 if and only if φ is induced by an isometry of H2,

equivalently, f is a Möbius transformation.

We further note that one can use [Bur93] as an alternative argument for both inequality and

the equality case.

6.9.2. Projective Anosov representations. Recall that a representation ρ : Γ → SL(k +

1,R), k ≥ 2, is called projective Anosov if it is τmod-Anosov for τmod = (1, k) (see Examples 4.2.2,

6.1.5, and 6.4.8 for notations). Equivalently, ρ is P1-Anosov, see Definition 2.2.1. The Finsler
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critical exponent associated to the ι-invariant type

θ̄ = (1/2
√
k + 1, 0,−1/2

√
k + 1)

will be denoted by δF.

Let ρ : Γ → SL(k + 1,R) be a projective Anosov representation. In [GMT19], the authors

defined the following two critical exponents of Γ, namely, the Hilbert critical exponent

δ1,k+1 = lim sup
r→∞

log card{γ ∈ Γ : µ1(γ)− µk+1(γ) < r}
r

and the simple root critical exponent

δ1,2 = lim sup
r→∞

log card{γ ∈ Γ : µ1(γ)− µ2(γ) < r}
r

.

A direct computation yields
√
k + 1δF = δ1,k+1 ≤ δ1,2/2,

where the left equality follows from the formula for the Finsler metric given by (6.10) and the right

inequality follows from 2(µ1−µ2) ≤ µ1−µk+1. Also note that (by (6.29)) for a pair of partial flags

(l1, h1), (l2, h2) ∈ Flag(τmod),

d
x,1/
√
k+1

G ((l1, h1), (l2, h2)) ≤ sin∠(l1, l2)

where the right side equals the distance (with respect to the constant curvature Riemannian metric

on RP k determined by x ∈ X) between the lines l1, l2 in RP k. This together with Theorem 6.8.3

implies that

δ1,k+1 = δF

√
k + 1 = Hd(Λτmod

(Γ)) ≤ HdR(ξ1(∂∞Γ)) (6.49)

where ξ1 : ∂∞Γ → RP k is the Γ-equivariant embedding8 of ∂∞Γ into RP k and HdR denotes the

Hausdorff dimension with respect to the Riemannian metric. Together with a recently obtained

upper-bound for HdR(ξ1(∂∞Γ)) (see [PSW19, Prop. 4.1] or [GMT19, Thm. 4.1]), we obtain the

following result.

8Composition of the Γ-equivariant boundary embedding ∂∞Γ → Flag(τmod) and the projection map Flag(τmod) →
RP k = Gr1(Rk+1).
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Theorem 6.9.1. Let Γ→ SL(k + 1,R) be a projective Anosov representation. Then

δ1,k+1 ≤ HdR(ξ1(∂∞Γ)) ≤ δ1,2.

Also compare [GMT19, Cor. 1.2] where the authors obtain identical bounds for the Hausdorff

dimension of the flag limit set equipped with a certain Gromov metric.
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APPENDIX A

Hausdorff measures on premetric spaces

Let X be a metrizable topological space. Recall that an outer measure is a function µ : P(X)→

[0,∞] that satisfies

(i) µ(∅) = 0,

(ii) for all A,B ∈ P(X) with A ⊂ B, µ(A) ≤ µ(B), and

(iii) for all countable collection {Ak | k ∈ N} of subsets of X,

µ

(⋃
k∈N

Ak

)
≤
∑
k∈N

µ(Ak).

A set A ⊂ X is called µ-measurable if for every E ∈ P(X), µ(A) = µ(A ∩ E) + µ(A ∩ Ec). By

Carathéodory’s theorem (cf. [Fol99, Thm. 1.11]), µ-measurable sets form a σ-algebra to which µ

restricts as a complete measure.

Assume now that X is compact. The outer measure µ is called good if additionally,

(iv) for all A,B ⊂ X with Ā ∩ B̄ = ∅, µ(A ∪B) = µ(A) + µ(B).

The next lemma asserts that, for outer measures µ on compact metrizable spaces, the σ-algebra

of Borel sets is a subalgebra of the σ-algebra of µ-measurable sets.

Lemma A.0.1. Let X be a compact metrizable space. If µ is a good outer measure on X, then

every Borel set B ∈ B(X) is measurable.

Proof. Let d be a metric on X. Then the condition (iv) above implies that

(iv’) for all A,B ⊂ X with d(A,B) > 0, µ(A ∪B) = µ(A) + µ(B).

Therefore, µ is a metric outer measure on (X, d). By [Fol99, Prop. 11.16], Borel subsets of X are

measurable. �

Definition A.0.2 (Premetric space). Let X be a topological space. A symmetric continuous

function d : X ×X → [0,∞] is called a premetric on X. A pair (X, d) consisting of a metrizable

topological space X and a premetric d on X is called a premetric space.
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In what follows, we consider only positive premetrics, i.e.,

d(x, y) > 0 ⇐⇒ x 6= y, ∀x, y ∈ X

Let (X, d) be a compact positive premetric space. Then d satisfies the following separation

property:

d(A,B) > 0 ⇐⇒ Ā ∩ B̄ = ∅, ∀A,B ⊂ X. (A.1)

Let ε > 0, β > 0. For every A ⊂ X, define

Hβε (A) = inf
U

{∑
k∈N

diamd(Uk)
β

∣∣∣∣ U = {Uk | k ∈ N} covers A, mesh(U) ≤ ε

}
.

In the above, mesh(U) is the supremum of the d-diameters of the members of U . Then

Hβε : P(X)→ [0,∞]

is an outer measure on X (cf. [Fol99, Prop. 1.10]). Define the β-dimensional Hausdorff measure

Hβ by

Hβ(A) = lim
ε→0
Hβε (A).

Theorem A.0.3. The Hausdorff measure Hβ is a good outer measure.

Proof. We need to check the properties (i)-(iv) above. Since, for all ε > 0, Hβε is an outer

measure, taking limit ε→ 0, properties (i)-(iii) are easily verified. Therefore, we only need to check

that Hβ satisfies property (iv).

Let A,B ⊂ X such that Ā ∩ B̄ = ∅. By (A.1), d(A,B) = d0 > 0. Let ε < d0 be a positive

number and U be a countable open cover of A ∪B with mesh(U) ≤ ε. If such open cover does not

exist, then Hβε (A∪B) (and hence, Hβ(A∪B)) is infinity. Otherwise, U can be written as a disjoint

union UA tUB where UA consists of all open sets in U that intersect A and UB consists of the rest.

Clearly, UA and UB are open covers of A and B, respectively. Therefore,

∑
E∈U

diamd(E)β =
∑
E∈UA

diamd(E)β +
∑
E∈UB

diamd(E)β ≥ Hβε (A) +Hβε (B).

Since the above holds for any cover U with mesh ≤ ε, we have

Hβε (A ∪B) ≥ Hβε (A) +Hβε (B).
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Taking limit ε → 0, we get Hβ(A ∪ B) ≥ Hβ(A) + Hβ(B). The reverse inequality follows from

property (iii). Therefore, Hβ(A ∪B) = Hβ(A) +Hβ(B). This completes the proof. �

By Lemma A.0.1 and the above theorem, we obtain the following result.

Corollary A.0.4. Every Borel subset of X is Hβ-measurable.

The Hausdorff dimension of a Borel subset B ⊂ (X, d) is then defined as

Hd(B) = inf{β | Hβ(B) = 0} = sup{β | Hβ(B) =∞}.
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Birkhäuser/Springer Basel AG, Basel, 2013.

[Coo93] M. Coornaert, Mesures de Patterson-Sullivan sur le bord d’un espace hyperbolique au sens de Gromov,

Pacific J. Math. 159 (1993), no. 2, 241–270.

[Cor90] K. Corlette, Hausdorff dimensions of limit sets. I, Invent. Math. 102 (1990), no. 3, 521–541.
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