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## 1 Introduction

In this paper, We study superconductor materials and perform analysis to uncover correlation between superconducting property. I fetched the superconductor data from online database. Then applying different data mining and machine learning method on the data. The first stage of my research is to find the most important features. Those features are the most significant factors deciding whether a compound is a superconductor or not. The second stage of my research is to apply machine learning technology to classify the superconductor and non-superconductor.

A superconductor is a material in which its electrical resistance drops to 0 when it is cooled below its critical temperature, Tc. It experiences the Meisner effect, expulsion of a magnetic field, during its transition to the superconducting state. Our study focuses on iron-based compounds that all consist of layers of iron and arsenic.(see [14] and [15] for detail) We are able to predict superconductivity by identifying the most important structural parameters of these compounds using machine learning analysis. The whole data set contains 40 samples. Each sample contains 17 features and a Tc value. The threshold of whether a material is a superconductor is its Tc-temperature. If Tc of a material is bigger than 0 , then it is a superconductor. Otherwise, it is not.The 17 features include:a,b,c,angle betta,Volume,temperature, z coordinates of As, Fe-As distance,Fe-Fe distance, alpha, Beta, A-As distance, A-Fe distance,S.O.F.A, S.O.F.As, S.O.F.Fe.

## 2 Basic concept in Machine Learning

"Field of study that gives computers the ability to learn without being explicit programmed"
-A.Samuel

Machine learning is a really hot topic right now. What is exactly Machine learning?

Definition 2.1 Machine learning: set of methods that can automatically detect patterns in data, and then use the uncovered patterns to predict future data, or to perform other kinds of decision making under uncertainty[2]

There are majorly three learning strategies: supervised learning, unsupervised learning and reinforcement learning.

Definition 2.2 Supervised learning:learn a mapping from input $x$ to output $y$, given a labeled set of input-output pairs. When $y$ is categorical, then the task is to assign a class to a new sample and it is called classification problem. When $y$ is real-valued, then the task is called regression.[2]

Definition 2.3 Unsupervised learning: Only given input data $x$, find the structure or patterns in the data.[2]

Definition 2.4 Reinforcement learning:Given a certain environment, find the policy that maximizes the cumulative reward.[2]

During this research, we heavily use supervised machine learning methods since we are given data set which include input: 17 chemical features and output:supercondcutor or not.

## 3 Method

### 3.1 Sparse Logistic Regression

logistic regression is a well-known classification method and it can be found in chapter 8 of [2]. For example, if there are two categories of data and logistic regression will separate these two data according to their features. Logistic regression uses sigmoid function. Here is the graph of sigmoid function.


Figure 1: Sigmoid function plot

Logistic regression tries to find out the linear combination of features as input to sigmoid function. we use logistic regression to predict the probability of a
given sample is 1 versus the probability of a given sample is 0 . We try to tune the coefficient w to satisfy following:

$$
\begin{gather*}
P(y=1 \mid x)=g_{w}(x)=\frac{1}{1+e^{-} w^{T} x} .  \tag{1}\\
P(y=0 \mid x)=1-P(y=1 \mid x)=1-g_{w}(x) . \tag{2}
\end{gather*}
$$

Equation(1) uses the sigmoid function to output the probability of being class 1. Equation(2) takes the compliment of $P(y=1 \mid x)$ to express $P(y=0 \mid x)$. The outputs will be between 0 and 1 . The output of Equation(1) is close to 1 if it belongs to class1 and the output is close to 0 if it belongs to class 0 . We can

## Logistic Regression: 1 Feature



Figure 2: Sample Sigmoid output,pic from [16]
combine these two equations together as following:

$$
\begin{equation*}
P(y \mid x ; w)=g(x ; w)^{y}\left(1-g(x ; w)^{1-y}\right. \tag{3}
\end{equation*}
$$

Suppose we have many samples and samples are i.i.d, then we can derive the Maximum Likelihood Estimation(MLE). MLE is an useful tool in statistics.It helps us to tune the parameter to maximize the probability given observations.

Definition 3.1 The maximum likelihood estimate (MLE) of is that value of $w$ that maximizes lik $(w)$ : it is the value that makes the observed data the "most probable".[5]

Suppose $X_{1}, X_{2}, X_{3} \ldots, X_{n}$ have joint density denoted:

$$
\begin{equation*}
f_{w}\left(x_{1}, x_{2}, x_{3}, \ldots ., x_{n}\right)=f\left(x_{1}, x_{2}, x_{3}, \ldots, x_{n} \mid w\right) \tag{4}
\end{equation*}
$$

Given observation $X_{1}=x_{1}, X_{2}=x_{2}, X_{3}=x_{3}, \ldots, X_{n}=x_{n}$, the likelihood of w is the function:

$$
\begin{equation*}
\operatorname{lik}(w)=f\left(x_{1}, x_{2}, x_{3}, \ldots, x_{n} \mid w\right) \tag{5}
\end{equation*}
$$

If the $X_{i}$ are i.i.d, then the expression can be simplified to:

$$
\begin{equation*}
\prod_{i=1}^{n} f\left(x_{i} \mid w\right) \tag{6}
\end{equation*}
$$

Since sometimes it is hard to maximize the lik function and log function is an increasing function, maximize lik function is equivalent to maximize log likelihood:

$$
\begin{equation*}
\sum_{i=1}^{n} \log \left(f\left(x_{i} \mid w\right)\right) \tag{7}
\end{equation*}
$$

Let $g\left(x^{(i)} ; w\right)=\operatorname{sigm}\left(w^{T} x\right)=\frac{1}{1+e^{-w^{T} x}}$ and $h^{(i)}$ be the $i^{t h}$ row of matrix $h$. Given a data set $x$, a corresponding label vector $y$, and a randomly initialized weight vector $w$, we want to maximize the likelihood of our labels $y$ given $x$ and $w$, which can be written as:

$$
\begin{gather*}
l(w)=\log p(D \mid w)=\sum_{i=1}^{M} \log p\left(y^{(i)} \mid x(i) ; w\right)  \tag{8}\\
=\sum_{i=1}^{M} \log \left(g\left(x^{(i)} ; w\right)^{y^{(i)}}\left(1-g\left(x^{(i)} ; w\right)\right)^{1-y^{(i)}}\right)  \tag{9}\\
=\sum_{i=1}^{M} y^{(i)} \log \left(g\left(x^{(i)} ; w\right)\right)+1-y^{(i)}\left(1-g\left(x^{(i)} ; w\right)\right) . \tag{10}
\end{gather*}
$$

(See[11]for detail)

The Sparse Logistic Regression is nothing but to add penalty $-\sum_{1}^{n}|w|$ on Equation(6). If we have $n$ features while maximize a negative expression is the same as minimize it. Now the equation we try to maximize becomes:

$$
\begin{equation*}
p\left(y^{(i)} \mid x^{(i)} ; w\right)=g\left(x^{(i)} ; w\right)^{y^{(i)}}\left(1-g\left(x^{(i)} ; w\right)\right)^{1-y^{(i)}}-\lambda \sum_{1}^{n}\left|w_{i}\right| \tag{11}
\end{equation*}
$$

The tuning parameter $\lambda$ controls the magnitude of penalty. If $\lambda$ equals to 0 , the Equation(11) degenerates to simple logistic regression. As $\lambda$ increases, coefficients begin to shrink. As $\lambda$ is big enough, some coefficients drop to 0 and variable selection has been done during this process. The remaining nonzero variables have the most significant correlation between the output $y$. Generally, the bias increases when $\lambda$ increases and variance decreases when when $\lambda$ increases.(See [6]) Here is the plot of misclassification error versus $\log \lambda$ in the research:


Figure 3: misclassification error versus $\log \lambda$

### 3.2 Artificial Neural Network (ANN)



## hidden layer

Figure 4: Feed forward network
Artificial Neural Network is analogy with the nature neural network from human brain. Instead of using the natural neural, ANN uses nodes and links to simulate the nature neural network. The inventor of the first neurocomputer, Dr. Robert Hecht-Nielsen define a neural network as- "...a computing system made up of a number of simple, highly interconnected processing elements, which process information by their dynamic state response to external inputs." $[10]$ There are different kind of ANN. We used the feed-forward network in our research.

Definition 3.2 A feed-forward network has connections only in one direction which forms a acyclic graph.Every node receive input from "upstream" nodes and deliver output to "downstream" nodes, with activation functions usually step or logistic function.[3]

Remark 1 A feed-forward network can model any smooth function to any accuracy level

Usually, there are three major parts of a feed forward network, including one input layer, one or multiple hidden layers and one output layer. Each layer is composed of multiple nodes which simulate the neurons of human brain. Each layer is connected to the other layer by link. The data is feed into ANN through input layer and output by the output layer. The neurons are connected by links and they transfer data with each other.

Definition 3.3 A link from unit $i$ to unit $j$ serves to propagate the activation $a_{i}$ from $i$ to $j$.Each link also has a numeric weight $w_{i, j}$ associated with it, which determines the strength and sign of the connection. [3]

The nodes can receive input data and perform operations on the data. The output of these operations is passed to other nodes through links. The output at each node is called its activation value. The output of each node is determined by the activation function. Formally, each unit $j$ first computes a weighted sum of its inputs:

$$
\begin{equation*}
i n_{j}=\operatorname{sum}_{i=0}^{n} w_{i, j} a_{i} \tag{12}
\end{equation*}
$$

Then feed this input into an activation function $g$ to derive the output

$$
\begin{equation*}
a_{j}=g\left(i n_{j}\right)=g\left(\operatorname{sum}_{i=0}^{n} w_{i, j} a_{i}\right) \tag{13}
\end{equation*}
$$

The activation function is usually a perceptron with a threshold or a sigmoid function.[3]

Definition 3.4 A perceptron is a binary classifier which maps a real-valued vector $x$ to an output value $f(x)$

$$
f(x)= \begin{cases}1, & \text { if } w \cdot x+b>0  \tag{14}\\ 0, & \text { otherwise }\end{cases}
$$



Figure 5: perceptron
However, we prefer the sigmoid function because we can take the advantage of differentiable. So far, we have introduced the basic structure of a simple feedforward network. Next, we explain how does it works. The first step is to feed the data into input layer. For example, if a subject has 7 features, we can put 7 input nodes in the input layer. Then, each node in the input layer will feed the input into its activation function. The output of the input layer will send to the next layer. Repeat this procedure until data propagate to the final output layer. This whole procedure we call it forward propagation. In most cases, the output has error and we need a way to tune the network to adjust the coefficient $w_{i, j}$ on each link. The method we use is called back propagation.

Intuitively, each layer should be responsible for the faction of the error. During the back propagation, we can back propagate the error from the output layer to the hidden layer[3] and adjust the coefficients between each layer. In our research, the ANN was tuned to use a learning rate $\alpha=0.07$, one hidden layer, and four nodes within the hidden layer. Let $g$ be the sigmoid function ; let $w$ be a set of initially random weights; let $a^{(l)}$ mean all nodes in layer 1 ; and let $a_{i}^{(l)}$ mean the $i^{t h}$ node in layer $l$. During the feed-forward portion of the training, each activation node $a_{i}^{(l)}$ was updated with the rule

$$
\begin{equation*}
a_{i}^{(l)}=g\left(w^{(l-1)^{T}} a^{(l-1)}\right) . \tag{15}
\end{equation*}
$$

The update rule for back propagation is

$$
\begin{equation*}
w_{k j}^{(l-1)}:=w_{k j}^{(l-1)}-\alpha \frac{\partial R S S}{\partial w_{k j}^{(l-1)}} \tag{16}
\end{equation*}
$$

where $\frac{\partial R S S}{\partial w_{k j}^{(l-1)}}$ is equal to $-\delta_{k}^{(l)} \cdot a_{j}^{(l-1)}$ and

$$
\begin{equation*}
\delta_{j}^{(l-1)}=\Sigma_{k} \delta^{(l)} \cdot w_{k j}^{(l-1)} \cdot\left(1-a_{j}^{(l-1)}\right) \cdot a_{j}^{(l-1)} \tag{17}
\end{equation*}
$$

for nodes not in the final layer $l$. If a node is in the final layer,

$$
\begin{equation*}
\delta_{k}^{(l)}=-\left(y_{k}-a_{k}^{(l)}\right)\left(1-a_{k}^{(l)}\right)\left(a_{k}^{(l)}\right) \tag{18}
\end{equation*}
$$

Here is the detailed algorithm in pseudocode:

### 3.3 Support Vector Machines

A Support Vector Machine (SVM) is a classifier defined by a separating hyperplane. Given labeled training data, the algorithm outputs an optimal hyperplane which categorizes new examples.[13]
We tried SVM with different kernel functions. First, let us see the definition of the kernel function.

Definition 3.5 Each kernel $k$ has an associated feature mapping $\phi . \phi$ takes input $x \in \chi$ and maps it to $F$ (feature space). Kernel $k(x, z)$ takes two inputs and gives their similarity in F-space

$$
\begin{gather*}
\phi: \chi \rightarrow F  \tag{19}\\
k: \chi x \chi \rightarrow R, k(x, z)=\phi(x)^{T} \phi(z) \tag{20}
\end{gather*}
$$

$F$ needs to be a vector space with a dot product defined on it, also called a Hilbert Space[7]

A function can be used as a kernel function if it satisfy Mercer's Condition.

```
function BACK-PROP-LEARNING(examples, network) returns a neural network
    inputs: examples, a set of examples, each with input vector }\mathbf{x}\mathrm{ and output vector }\mathbf{y
        network, a multilayer network with L layers, weights }\mp@subsup{w}{i,j}{}\mathrm{ , activation function }
    local variables: }\Delta\mathrm{ , a vector of errors, indexed by network node
    repeat
        for each weight }\mp@subsup{w}{i,j}{}\mathrm{ in network do
        wi,j}\leftarrow\mathbf{a small random number
        for each example (\mathbf{x,y}) in examples do
            /* Propagate the inputs forward to compute the outputs */
            for each node i in the input layer do
                a
            for }\ell=2\mathrm{ to }L\mathrm{ do
                for each node }j\mathrm{ in layer }\boldsymbol{\ell}\mathrm{ do
                        in}\mp@subsup{\mp@code{j}}{\leftarrow}{\leftarrow\mp@subsup{\sum}{i}{}\mp@subsup{w}{i,j}{}\mp@subsup{a}{i}{}
                aj}\leftarrowg(i\mp@subsup{n}{j}{}
            / * Propagate deltas backward from output layer to input layer */
            for each node }j\mathrm{ in the output layer do
                \Delta[j]\leftarrowg'(in}\mp@subsup{|}{j}{})\times(\mp@subsup{y}{j}{}-\mp@subsup{a}{j}{}
            for }\ell=L-1 to 1 do
                for each node i in layer }\ell\mathrm{ do
                \Delta[i]\leftarrow\mp@subsup{g}{}{\prime}(i\mp@subsup{n}{i}{})\mp@subsup{\sum}{j}{}\mp@subsup{w}{i,j}{}\Delta[j]
            /* Update every weight in network using deltas */
            for each weight }\mp@subsup{w}{i,j}{}\mathrm{ in network do
                wi,j\leftarrow\mp@subsup{w}{i,j}{}+\alpha\times\mp@subsup{a}{i}{}\times\Delta[j]
    until some stopping criterion is satisfied
    return network
```

Figure 6: pseudocode from [3]

Definition 3.6 For $k$ to be a kernel function, there must exist a Hilbert Space $F$ for which $k$ defines a dot product if $K$ is a positive define function. [7]

Remark 2 let $k_{1}, k_{2}$ be two kernel functions, then kernels can be constructed by following rules:

$$
\begin{gather*}
k(x, z)=k_{1}(x, z)+k_{2}(x, z) .  \tag{21}\\
k(x, z)={ }_{1}(x, z)  \tag{22}\\
k(x, z)=k_{1}(x, z) * k_{2}(x, z) . \tag{23}
\end{gather*}
$$

Why we need kernel functions? The mean function of kernel tricks is mapping data to higher dimensions where it exhibits linear patterns. The kernel tricks make linear model work in non-linear setting.[7] First, we use linear kernel. Intuitively, linear kernel is to separate data by a linear combination of given features. If the data set in a problem is linearly separable, then linear kernels will have best performance. Here is the formal definition of linear kernel.

Definition 3.7 If $\phi(x)=x$, we get the linear kernel. $\kappa(x, z)=x^{T} z[7]$
We need to find a hyperplane $\mathrm{w} \cdot \mathrm{x}+\mathrm{b}=0$ which can separate the data into two category.In our case, it is superconductor and non-superconductor. We hope

## Which Hyperplane?



Figure 7: which hyerplane? (picture from [12])
we can find a hyperplane could satisfy:

$$
w \cdot x+b>1
$$

when $\mathrm{y}=1$ (superconductor)

$$
w \cdot x+b<-1
$$

when $\mathrm{y}=-1$ (non superconductor)
Support Vectors: Input vectors for which


Figure 8: Support Vector picture from [12]
There are many lines can separate the data but which one is the best? SVM selects the line that has the maximum distance from one or more samples from each class. Moreover, we also need this hyperplane could maximize the
margin which is the distance between the data point to $\mathrm{w} \cdot \mathrm{x}+\mathrm{b}=0$. This margin$d^{+}$is calculated by $\frac{1}{\|w\|}$. Similarly, we the margin- $d^{-}$is also $\frac{1}{\|w\|}$. And we add it together to get $\frac{2}{\|w\|}$. We need to maximize $\frac{2}{\|w\|}$ to get the optimal hyperplane and it is equal to minimize $\frac{1}{2}\|w\|^{2}$.(see [12] for detail) Finally, we can form the problem into an optimization problem as following:

$$
\begin{equation*}
\min \frac{1}{2}\|w\|^{2} . \tag{24}
\end{equation*}
$$

It is constrained by

$$
\begin{equation*}
y^{i}\left(w^{T} x^{i}+b\right)>1 \tag{25}
\end{equation*}
$$

where $\mathrm{i}=1,2 \ldots \mathrm{~m}$


Figure 9: SVM picture from [12]
To solve this, we need to introduce Lagrange multipliers and we formulate the optimization problem into Lagrange function. Let's start we with a simple example:

$$
\begin{gather*}
\max f(x)  \tag{26}\\
\operatorname{s.tg}(x)=0 . \tag{27}
\end{gather*}
$$

If we do not have the constrain, we can simply set the gradient of $f$, denoted $\nabla \mathrm{f}$, equal to 0 because the direction of gradient of f is the direction of most rapid increase of f . However, we do have a constrain here so the gradient now should be orthogonal to the set of feasible solution. And the gradient of $g$ at $x$ is also orthogonal to the feasible set at x for every point x in the feasible set. Therefore, $\nabla \mathrm{f}$ is parallel to $\nabla \mathrm{g}$ at every point x in feasible solution. We can write this observation into a system of equation[1]:

$$
\begin{equation*}
g(x)=0 \tag{28}
\end{equation*}
$$

$$
\begin{equation*}
\nabla f(x)=y \nabla g(x) \tag{29}
\end{equation*}
$$

If there are $m$ constrains:

$$
\begin{equation*}
\max f(x) \tag{30}
\end{equation*}
$$

s.t

$$
\begin{align*}
& g_{1}(x)=0  \tag{31}\\
& g_{2}(x)=0
\end{align*}
$$

$$
\begin{equation*}
g_{m}(x)=0 \tag{33}
\end{equation*}
$$

By the same logic, we can conclude:

$$
\begin{equation*}
\nabla f(x)=\sum_{i=1}^{m} y_{i} \nabla g(x) \tag{34}
\end{equation*}
$$

Alternatively, we can use Lagrangian function to get the same answer.(See [1] for detail)

Definition 3.8 Lagrangian function:

$$
\begin{equation*}
L(x, y)=f(x)-\sum_{i} y_{i} g_{i}(x) . \tag{35}
\end{equation*}
$$

Then we take derivative with respect to x and y and set them equal to 0 :

$$
\begin{gather*}
\frac{\partial L}{\partial x_{j}} \frac{\partial L}{\partial x_{j}}=\frac{\partial f}{\partial x_{j}}-\sum_{i} y_{i} \frac{\partial g_{i}}{\partial x_{j}}=0  \tag{36}\\
\frac{\partial L}{\partial y_{i}}=-g_{i}=0 \tag{37}
\end{gather*}
$$

The equations we derived is exactly the same as we use get in geometric way. [1]Solving the equations above we can get the best hyperplane in SVM.
What we discussed above is so called linear kernel. Next, we introduced Radial Basis Function kernel.

Definition 3.9 Radial Basis Function(RBF) Kernel:

$$
\begin{equation*}
k(x, z)=e^{-\gamma\|x-z\|^{2}} \tag{38}
\end{equation*}
$$



Figure 10: SVM with different kernel(this nice pic comes from [8])
$\gamma$ here is so called the kernel bandwidth.[6]
How do we exactly use Kernel functions? kernel represents a dot product in feature space F. Hence, any dot products can be kernelized eg, $\phi\left(x_{i}\right)^{T} \phi\left(x_{j}\right)=$ $k\left(x_{i}, x_{j}\right)$ Before we continue, let's first introduce dual problem of Lagrangian. If we convert previous Lagrangian optimization into dual problem, we can get the follow dual problem:

$$
\begin{equation*}
L_{d}(w, b, \epsilon, \alpha, \beta)=\sum_{n=1}^{N} a_{n}-\frac{1}{2} \sum_{m, n=1}^{N} \alpha_{m} \alpha_{n} y_{m} y_{n}\left(x_{m}^{T} x_{n}\right) \tag{39}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\sum_{n-1}^{N} a_{n} y_{n}=0 \tag{40}
\end{equation*}
$$

We can replace $X_{m}^{T} X_{n}$ with $\phi\left(x_{m}^{T}\right) \phi\left(x_{n}\right)=k\left(x_{m}, x_{n}\right)=$ SomeKernelFunction(See [6] for detail) SVM now learns a linear separator in the feature Space F. This is how we convert a non-liear problem into a linear problem.

### 3.4 Cross Validation

I applied Cross Validation to all above methods. To be specific, I applied Kfold cross validation.Here is the detailed discription form [9]
Cross validation is a model evaluation method that is better than residuals. The problem with residual evaluations is that they do not give an indication of how well the learner will do when it is asked to make new predictions for data it has not already seen. One way to overcome this problem is to not use the entire data set when training a learner. Some of the data is removed before training begins. Then when training is done, the data that was removed can be used to test the performance of the learned model on "new" data. This is the basic idea for a whole class of model evaluation methods called cross validation. K-fold cross validations is one way to improve over the holdout method. The data set is divided into $k$ subsets, and the holdout method is repeated $k$ times. Each time, one of the $k$ subsets is used as the test set and the other $k-1$ subsets are put together to form a training set. Then the average error across all $k$ trials is computed. The advantage of this method is that it matters less how the data gets divided. Every data point gets to be in a test set exactly once, and gets to be in a training set $k-1$ times. The variance of the resulting estimate is reduced as $k$ is increased. The disadvantage of this method is that the training algorithm has to be rerun from scratch $k$ times, which means it takes $k$ times as much computation to make an evaluation. A variant of this method is to randomly divide the data into a test and training set $k$ different times. The advantage of doing this is that you can independently choose how large each test set is and how many trials you average over.

## 4 Results

### 4.1 Sparse logistic regression

Each $w_{j}$ is corresponding to one of features in a, b, c, Volume, z of As, As-As interlayer distance, $\mathrm{Fe}-\mathrm{As}$ distance, $\mathrm{Fe}-\mathrm{Fe}$ distance, alpha, Beta, A-As, A-Fe, S.O.F.A, S.O.F. As, S.O.F.Fe.

| features | $w_{j}$ | rank |
| :---: | :---: | :---: |
| a | $5.559108 \mathrm{e}+01$ | 12 |
| b | $2.133013 \mathrm{e}-12$ | 8 |
| c | $\cdot$ | 4 |
| Volume | $\cdot$ | 4 |
| z.of.As | $-1.952826 \mathrm{e}+03$ | 16 |
| As-As.interlayer.distance | $\cdot$ | 4 |
| Fe-As.distance | . | 4 |
| Fe-Fe distance | $\cdot$ | 4 |
| alpha..degrees | . | 4 |
| Beta..degrees | $5.440771 \mathrm{e}+00$ | 11 |
| A-As distance | $-1.023784 \mathrm{e}+02$ | 12 |
| A-Fe distance | $\cdot$ | 4 |
| S.O.F.A | $-1.350225 \mathrm{e}+00$ | 9 |
| S.O.F.As | $-1.356316 \mathrm{e}+00$ | 10 |
| S.O.F.Fe | $-3.068363 \mathrm{e}+02$ | 14 |



Figure 11: misclassification error versus $\log \lambda$
Arranged by magnitude of $w_{j}$, we could get most important six feature: a, z of As, Beta degrees, A-As, S.O.F.As, S.O.F.Fe
Here is the plot of misclassification error versus $\log \lambda$ in the research. We can
clearly see that the error increase as $\lambda$ increases. The minimum misclassification rate happen at $\lambda=0.001287396$. The misclassification rate below 1 standard deviation is at $\lambda=0.003582255$

### 4.2 Artificial Neural Network

I used one hidden layer and I tried $3,6,9,12$ nodes in the hidden layer. After 3000 iteration, the accuracy could reach 70 percents. The error significantly drop as iteration increases. y-axis is the magnitude of training error and xaxis is the number of iteration The yellow denotes 3 nodes, the green denotes 6 nodes, the red denotes 9 nodes, and the blue denotes 12 nodes.From the graph we can see that the training error significantly drop after large iteration. The accuracy of testing set is around 70 percents.


Figure 12: Caption

### 4.3 Support Vector Machines

We use 5 -folder cross validation to measure the accuracy. The linear Kernel has 56.4444 percents accuracy.
In terms of the polynomial Kernel, the following table is generated for different degrees polynomials.

| degree | scale | C | accuracy | Kappa |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.001 | 0.25 | 0.6044444 | 0.00000000 |
| 1 | 0.001 | 0.50 | 0.6044444 | 0.00000000 |
| 1 | 0.001 | 1.00 | 0.6044444 | 0.00000000 |
| 1 | 0.010 | 0.25 | 0.6044444 | 0.00000000 |
| 1 | 0.010 | 0.50 | 0.6044444 | 0.00000000 |
| 1 | 0.010 | 1.00 | 0.5822222 | -0.04324324 |
| 1 | 0.100 | 0.25 | 0.6022222 | 0.01389961 |
| 1 | 0.100 | 0.50 | 0.6022222 | 0.01389961 |
| 1 | 0.100 | 1.00 | 0.6444444 | 0.15104247 |
| 2 | 0.001 | 0.25 | 0.6044444 | 0.00000000 |
| 2 | 0.001 | 0.50 | 0.6044444 | 0.00000000 |
| 2 | 0.001 | 1.00 | 0.6044444 | 0.00000000 |
| 2 | 0.010 | 0.25 | 0.6044444 | 0.00000000 |
| 2 | 0.010 | 0.50 | 0.5822222 | -0.04324324 |
| 2 | 0.010 | 1.00 | 0.6022222 | 0.01389961 |
| 2 | 0.100 | 0.25 | 0.6444444 | 0.15104247 |
| 2 | 0.100 | 0.50 | 0.6444444 | 0.15064935 |
| 2 | 0.100 | 1.00 | 0.6244444 | 0.11168831 |
| 3 | 0.001 | 0.25 | 0.6044444 | 0.00000000 |
| 3 | 0.001 | 0.50 | 0.6044444 | 0.00000000 |
| 3 | 0.001 | 1.00 | 0.6044444 | 0.00000000 |
| 3 | 0.010 | 0.25 | 0.6244444 | 0.05714286 |
| 3 | 0.010 | 0.50 | 0.6022222 | 0.01389961 |
| 3 | 0.010 | 1.00 | 0.622222 | 0.07104247 |
| 3 | 0.100 | 0.25 | 0.6666667 | 0.19428571 |
| 3 | 0.100 | 0.50 | 0.6644444 | 0.11168831 |
| 3 | 0.100 | 1.00 | 0.7044444 | 0.24604540 |

From the table, we can see degree $=3$, scale $=0.1$ and $\mathrm{C}=1$ is the best model with the accuracy 70 percents.
RBF kernel with different C value:

| C | Accuracy | Kappa |
| :---: | :---: | :---: |
| 0.25 | 0.6044444444 | 0.0000000000 |
| 0.50 | 0.5844444444 | -0.0380952381 |
| 1.00 | 0.6444444444 | 0.1476190476 |

The final values used for the model were sigma $=0.08413063677$ and $\mathrm{C}=1$ with the highest accuracy 64 percents.
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## 5 Appendix

Program 1
require (glmnet)
Data <- read.csv("/Users/mengdaxu/Desktop/chem/Dataset.csv")
$\mathrm{x}<-$ as.matrix (Data $[, 1: 15])$
$y<-$ as.matrix $(\operatorname{Data}[, 16])$
$\mathrm{y}[\mathrm{y}>0]<-1$
set. seed (999)
cv.lasso <-cv.glmnet (x, y, family='binomial', alpha=1, standardize=TRUE, type.n
\# Results
plot(cv.lasso\$glmnet.fit, xvar="lambda", label=TRUE)
cv.lasso\$lambda.min
cv. lasso $\$ 1 \mathrm{ambda} .1 \mathrm{se}$
plot (cv.lasso)

$\operatorname{rank}(\operatorname{abs}(\operatorname{coef}(c v . l a s s o, \quad s=c v . l a s s o \$ l a m b d a . m i n)))$
program 2

```
library(caret)
library(caTools)
Data <- read.csv("/Users/mengdaxu/Desktop/chem/Dataset.csv")
x <- as.matrix(Data [, 1:15])
y<- as.matrix(Data [,16])
y [y>0]<- "yes"
y [y=0]<- "no"
train_control <- trainControl(method="cv", number=5)
train(x, y, trControl = train_control,method="svmLinear")
train(x, y, trControl = train_control, method="svmPoly")
train(x,y,trControl = train_control ,method="svmRadial")
```

program 3

```
A=dataset('XLSFile',',update.xlsx');
%%A=datasample(A, 48,'Replace', false );
TC=double(A(1:48,16));
TC_train=TC(1:38);
TC_test=TC(39:48);
data=A(1:48,1:15);
data=double(data);
data=zscore(data);
for i=1:48
    if (TC (i, 1) == 0)
            TC( i ) = 0;
        else
            TC( i ) = 1;
        end
end
trainmatrix=ones (48,16);
testmatrix=ones (10,16);
for i=1:15
        trainmatrix (1:48,i+1)=data(1:48,i);
        testmatrix (1:10,i+1)= data (39:48,i);
end
w}=\operatorname{lgr}2(\mathrm{ trainmatrix ,TC, 16,48);
count_0=0;
t1=-1*trainmatrix *w;
score_0=zeros (10,1);
result_0=zeros (10,1);
for i=1:38
    tempt=exp(t1(i));
    score_0(i)=1/(tempt+1);
    if(score_0(i)<0.6)
            result_0(i)=0;
        else
            result_0(i)=1;
        end
        if(result_0(i)==TC_train(i, 1))
            count_0=count_0+1;
        end
end
    for i=1:10
        if(TC_test (i,1)==0)
            TC_test (i, 1)=0;
        else
            TC_test (i , 1) =1;
```

```
        end
end
count=0;
t1=-1*testmatrix *w;
score=zeros (10,1);
result=zeros(10,1);
for i=1:10
    tempt=exp(t1(i));
    score(i)=1/(tempt+1);
    if(score(i)<0.6)
            result(i)=0;
        else
            result(i)=1;
    end
    if(result(i)==TC_test (i, 1))
        count=count+1;
    end
end
```

```
program 4
function w=lgr2(X,y,n,m)
w=ones(n,1);
fprintf('n is %f ',n);
a=0.0000001;
sigmwx=ones (m, 1);
temps=ones (m,1);
WX=-1*(X*W );
for i=1:m
    sigmwx (i )=1/(1+exp (WX(i ) ) );
end
c=0;
while(1)
    wold=w;
    c=c +1;
    for j=1:n
            for k=1:m
                temps}(\textrm{k})=-1*(\textrm{y}(\textrm{k})-\operatorname{sigmwx}(\textrm{k}))*\textrm{X}(\textrm{k},\textrm{j})
            end
            w(j)=w(j)-a*(sum(temps)+100*w(j ) ;
        end
    WX=-1*(X*W);
    for i=1:m
        sigmwx (i )=1/(1+\operatorname{exp}(WX(i ) ));
    end
    test=norm(w-wold );
    if (norm(w-wold)<0.000001)
            fprintf('c is %f',c)
            break;
    end
end
```

